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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Readers of this Journal are asked to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Position Open
Assistant Professor—Audio Technology

Assistant Professor of Physics~Audio Technology!, one-year tempo-
rary position, subject to budgetary approval, beginning fall semester 1998.
The Department seeks a person with strong interests in the technology of
sound for its Audio Technology Program. Responsibilities include: teaching
~mostly undergraduate!, research, student advising, departmental and Uni-
versity service. Candidates are preferred with research interests in acoustics
and audio technology. The M.S. in Audio Technology or equivalent is re-
quired. Competitive salary. The search committee will begin reviewing ap-
plications immediately and continue until the position is filled. Send letter of
application, resume, and the names of three references to:

Chair, Department of Physics
American University

Washington, DC 20016-8058

American University is an EEO/AA institution, committed to a diverse fac-
ulty, staff, and student body. Women and minority candidates are strongly
encouraged to apply.

Reports of Technical Committees
~See November and December issues for reports of other Committees!

Musical Acoustics

The 1997–98 year for the Technical Committee on Musical Acoustics
~TCMU! has been a banner year for musical acoustics. The ASA meeting in
San Diego in December 1997 presented a diverse program of musical acous-
tics. Uwe Hansen organized a special session on the piano, which featured
lectures covering the physical and subjective relationships between string,
hammer, bridge and soundboard, and concluded with a demonstration of a
computer-based piano performance reproduction system. A special session
honoring Robert W. Young’s contributions to acoustics was presented,
which was co-sponsored by the Technical Committees on Noise, Underwa-
ter Acoustics, and Musical Acoustics. This session was followed by the
plenary session, in which Bob Young was awarded the ASA Honorary Fel-
lowship for his contributions encompassing many areas of acoustics, to in-
ternational standards and acoustical terminology, and for sustained and de-
voted service to the Society. Jim Beauchamp organized a special session on
computer jazz improvisation, which was followed by a concert featuring a
number of the presenters.

The joint meeting of the 16th International Congress on Acoustics and
the ASA was held in June 1998. Appropriate to the international character of
musical acoustics, an exceptionally large number of musical acoustics ses-
sions took place. Naotoshi Osaka and Julius Smith co-chaired a session on
signal modeling in music synthesis and processing, which reviewed con-
trasting approaches to this rapidly evolving subject. A session organized by
Ed Burns~and co-sponsored by Psychological and Physiological Acoustics!
on the purposeful use of nonlinear distortion in musical performance cel-
ebrated the musical innovations of Eric Dolphy and Jimi Hendrix, and was
combined with a musical performance by some of the presenters and
friends. Shigeru Yoshikawa organized a pair of sessions on the physics and
materials of musical instruments, which provided a comprehensive review
of current research. Tom Rossing and Carleen Hutchins chaired a special
session on bowed string instruments. This session was appropriately fol-
lowed by the plenary session, in which Carleen Hutchins was awarded the
ASA Honorary Fellowship for her unique role in combining the art of violin
making with the science of acoustics. The theme next turned to the subject
of musical timbre, which included a special session of invited papers orga-
nized by Jim Beauchamp and which attracted a robust number of contrib-
uted papers sufficient to generate a second contributed session on timbre. A
final session comprised a broad range of contributed papers on musical
acoustics. The ICA/ASA meeting was concluded with a flourish by the
plenary lecture on musical acoustics presented by Neville Fletcher. This
lecture exhibited the impact of nonlinear dynamics and complexity on cur-

rent approaches in musical acoustics. Both the San Diego and Seattle meet-
ings exhibited a strong representation from contributed research presenta-
tions.

The International Symposium on Musical Acoustics 1998~ISMA98!
immediately followed the ICA/ASA meeting. ISMA98 was organized by the
ASA and the Catgut Acoustical Society, and was held in the Cascade moun-
tains outside the town of Leavenworth, Washington at the Sleeping Lady
Conference Center. Lectures and posters were presented by participants
from 18 countries. The invited lecturers included Dean Ayers, Chris Chafe,
Joseph Curtin, Brian Moore, Bernard Richardson, William Strong, and
Shigeru Yoshikawa. As an experimental and successful innovation from
past ISMA’s, a series of workshops was organized on the general theme of
bridging the gap between instrument makers and musical acousticians. The
leaders of these well-attended workshops were Charles Besnainou, Uwe
Hansen, William Hartmann, Carleen Hutchins, David Peterson, Oliver
Rodgers, Martin Schleske, and Karen Strom. Music was heard throughout
the Symposium in a set of invited concerts as well as from the participants
themselves. A non-peer-reviewed Proceedings of ISMA98 has been pub-
lished and an extremely limited number of copies are available from the
ASA and the CAS offices. The preparations for ISMA98 included the larg-
est TCMU technical initiatives over this year and last. ISMA98 committee
members included: Carleen Hutchins~Honorary Chair!, Maurits Hudig,
Doug Keefe, and Charles Schmid~Organizing Committee!, Tom Rossing
@Chair#, Joseph Curtin, Uwe Hansen, Bill Hartmann, and Oliver Rodgers
~Technical Program Committee!, Roger Hanson@Chair#, Evan Davis, Ioana
Park, Michael Park, and Karen Strom~Logistics Committee!, Elizabeth
McGilvray ~Secretariat!, Charles Schmid@Chair#, Janet Jefferson, Ioana
Park, and Michael Park~Proceedings Committee!. ISMA98 was partially
supported by a grant from The Experience Music Project Foundation.

Efforts to increase student involvement in musical acoustics have con-
tinued in 1997–98 through best student presentation contests and the inclu-
sion of student socials at the San Diego and Seattle meetings. The winner of
the San Diego contest for Best Student Presentation was John Hajda of
UCLA, whose paper was entitled ‘‘Relevant acoustical cues in the identifi-
cation of Western orchestral instrument tones.’’ The winner of the Seattle
contest for Best Student Presentation was Leı¨la Rhaouti of France, whose
paper was entitled ‘‘Time-domain modeling and numerical simulation of
timpani’’ ~co-authors Patrick Joly and Antoine Chaigne!. It is a continuing
goal of the TCMU to increase student participation in musical acoustics.

Outside of the society-sponsored meetings, a technical initiative during
the past year supported educational workshops on acoustics for teachers
conducted by Uwe Hansen.

Roger Hanson is the new TCMU representative on the ASA Medals
and Awards Committee, and Ian Lindevald is our new representative on the
ASACOS Committee. The representatives to the Technical Program Orga-
nizing Meetings were Dean Ayers for the San Diego meeting, and Ed Burns
and Doug Keefe for the Seattle meeting. Carleen Hutchins and Max
Mathews completed their terms of service this year on the TCMU, and Tom
Rossing concluded service as representative on the Medals and Awards
Committee. New members on the TCMU include R. Dean Ayers, Judith C.
Brown, Courtney B. Burroughs, Robert D. Collier, Stephen F. Duncan,
George F. Emerson, James H. Irwin, Bozena Kostek, Barry Larkin, Thomas
D. Rossing, Julius O. Smith, and William J. Strong. The TCMU has in-
creased in size to reflect increased international participation among musical
acousticians in the ASA, and to better represent the broad diversity of ap-
proaches within musical acoustics.

The web site for the TCMU maintains current information on musical
acoustics activities and is located at http://www.boystown.org/asamu/

DOUGLAS H. KEEFE
Chair
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Noise

The TC Noise met two times since last September, in December 1997
in San Diego and in June 1998 in Seattle. Each two-hour meeting hosted
about 70 visitors and members.

We discussed the amorphous committee structure and its purpose.
With no officers, no formal committee structure, no clear procedure for
nomination of successor Chair, we decided to address this issue at our Nor-
folk, VA meeting this October.

The committee has worked hard at organizing sessions for the ASA
meetings. Seattle, Norfolk, and Berlin, with a combined total of about 45
special sessions have taken up a lot of the energy in the committee.

Many of our members put effort on the acoustics of classrooms and the
effect of poor acoustics on learning. Working with the TC Architectural
Acoustics, ASA members put on a very successful workshop, on the West
Coast and expects a similar one on the East Coast in the near future.

We have had help from many people, from session organizers, pro-
gram planners, to invited speakers, to people bringing refreshments, to
workshop organizers, and to contributors to the lively discussions at the
meeting. We continue to welcome new people to our open meetings and
solicit their participation.

RICHARD J. PEPPIN
Chair

Structural Acoustics and Vibration

The primary business of the TC was conducted at its two regular
meetings held at the Fall 1997 and Spring 1998 ASA meetings. A full
picture of our activities are reflected by the Minutes of the Spring and Fall
1997 meetings, which have been approved by the Technical Committee.
Certain activities occur on a regular basis. These include discussing the
editorial activity for JASA as a way of monitoring the level of activity in the
research area, discussing and approving topics for special sessions at future
ASA meetings, supervising and approving the Best Student Paper Award for
submissions at the ASA meetings, and responding to queries from the Tech-
nical Council regarding matters affecting the membership. Our committee is
also responsible for organizing the technical sessions in structural acoustics
and vibration, which is achieved by volunteer participation at the Technical
Program Organizing Meetings.

We have begun an effort to expand interest in the structural acoustics
and vibration area, both by expanding our student activities, and by attempt-
ing to expand the scope of our activities. Two items of note were a pizza
luncheon for students held at the Seattle meeting in June 1998, and the
technical session on ‘‘New Challenges in Structural Acoustics,’’ which was
intended to highlight research areas that might benefit from expanded atten-
tion of the committee members. At the June 1998 meeting, we decided to
expand the exchange of research ideas at the regular meetings. A number of
concepts to achieve this objective are under consideration. Input from the
membership is sought, and should be provided to the Chair.

Minutes of the SAV Technical Committee—Meeting of 19 June 1997
The TC Meeting was convened by the Chair at 8:00 p.m. in Room H

of the Penn State Conference Center on 19 June 1997. The minutes of the
previous TC meeting were read and approved.

Murray Strasberg requested the floor to make some remarks about the
Acoustical Society Foundation that is being set up. The purpose of the
foundation is to raise funds for new and on-going initiatives which support
and enrich ASA programs.

The chair then reported on the issues brought up at the Technical
Council Meeting. The first discussion was about the upcoming joint meeting
with the European Acoustics Association~EAA! to be held in the Spring of
1999. Of the thirty members present nine indicated that they were planning
to attend, and six said they would definitely not attend.

We then went on to discuss the electronic publishing items that are
currently being pursued. These included the e-print, which is an electronic
pre-print which will be open to comment, and not subject to review. The
other item under discussion is that of short publications which will be sub-
ject to review but with a very quick turn-around time to appear in print. The
aim is to have these publications in print in 8–10 weeks. One suggestion
that was made by Phil Marston and seconded by others was to include
abstracts of papers in the ‘‘Off print’’ publication which CD-ROM users
receive.

The anticipated change in the dues structure was discussed a bit, but
there were no serious objections. Allan Pierce talked about cooperation with
the International Union of Theoretical and Applied Mechanics~IUTAM ! in

preparing a white-paper on ‘‘Future Directions in Structural Mechanics.’’
This was enthusiastically endorsed by the TC.

Jerry Ginsberg reported that two individuals with primary interest in
SAV were endorsed by the Membership Committee to be Fellows of the
Society.

The Associate Editors for SAV were both present and they presented
the statistics for publication in the past year: 98 papers were received, 58
accepted, 7 rejected, and 44 have been sent back to the authors for revision.
The SAV editors have the lowest rejection rates of all the JASA editors.

The Committee expressed its appreciation to the organizers of the
Penn State Meeting a few of whom attended the TC meeting. Courtney
Burroughs and Stuart Bolton were thanked for their participation in the
TPOM.

We then went on to discuss Special Sessions for future meetings. Ken
Cunefare will be organizing a ‘‘Memorial Session for Manfred Heckl’’ at
the San Diego meeting. Greg McDaniel volunteered to organize a session on
‘‘New Challenges in Structural Acoustics and Vibrations’’ for the Seattle
Meeting. Other suggested Special Sessions for the Seattle Meeting were:
‘‘SEA and Fuzzy Structures’’ by Dan Russell, and ‘‘Non-linear vibrations
and chaos’’ by Sabih Hayek. Lou Herstein suggested a session for Norfolk
that would review the work done at the Annapolis Detachment of CDN-
SWC. This detachment has been in existence for many years and will be
closing down in 1998.

The winner of the Best Student Paper Award was Benjamin Bard for
his paper ‘‘Full-field visualization of ultrasonic waves in elastic solids,’’
which was presented at the Hawaii meeting. Another Best Student Paper
Award went to F. Honavar for his paper entitled ‘‘Application of resonance
acoustic spectroscopy to nondestructive evaluation of clad rods.’’ The latter
paper was presented at the Penn State Meeting. The Student Paper Award
Committee for the Academic year 1996–97 consisted of Chair Joe Cuchieri,
Scott Sommerfeldt, and Greg McDaniel. The Chair of next year’s committee
will be Scott Sommerfeldt. The Committee expressed its appreciation for a
job well done to Joe Cuchieri who has organized the Student Paper Award
presentations for the last two years.

The incoming SAVTC Chair Jerry Ginsberg was introduced and he
made some remarks about trying to attract new non-Navy problem related
researchers into our community. Some discussion ensued about the Seattle
meeting and the possibility of inviting aerospace research managers to dis-
cuss the structural acoustics related problems that they are pursuing. After
this discussion, the meeting was adjourned.

JERRY H. GINSBERG
Chair

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1998
12–16 Oct. 136th meeting of the Acoustical Society of America,

Norfolk, VA @ASA, 500 Sunnyside Blvd., Woodbury,
NY 11797, Tel.: 516-576-2360; FAX: 516-576-2377;
E-mail: asa@aip.org, WWW: http://asa.aip.org#.

1999
15–19 March Joint meeting: 137th meeting of the Acoustical Society

of America/2nd meeting of the European Acoustics As-
sociation@Acoustical Society of America, 500 Sunny-
side Blvd., Woodbury, NY 11797, Tel.: 516-576-2360;
FAX: 516-576-2377; E-mail: asa@aip.org; WWW:
asa.aip.org#.

27–30 June ASME Mechanics and Materials Conference,
Blacksburg, VA @Mrs. Norma Guynn, Dept. of Engi-
neering Science and Mechanics, Virginia Tech, Blacks-
burg, VA 24061-0219, FAX: 540-231-4574; E-mail:
nguynn@vt.edu; WWW: http://www.esm.vt.edu/
mmconf/#. Deadline for receipt of abstracts: 15 January
1999.
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Members of Technical and Administrative
Committees and Technical Groups of
the Acoustical Society of America

The Technical and Administrative Committees and Technical Groups
listed below have been appointed by the Executive Council. These appoint-
ments, with such changes as may be made by the President from time to
time, will be in effect until the Spring meeting of the Society in 1999.

Technical Committees 1998–1999

Acoustical Oceanography
Term to

James F. Lynch,Chair to 2001 2001

Holly A. Burch 2001
Marshall Hall 2001
Darrell R. Jackson 2001
Jeffrey A. Nystuen 2001
Lev A. Ostrovsky 2001
Robert Pinkel 2001
Peter F. Worcester 2001
Manell E. Zakharia 2001

Robert W. Farwell 2000
Gary J. Heald 2000
Anatoliy N. Ivakin 2000
Subramanian D. Rajan 2000
Barbara J. Sotorin 2000
Ralph A. Stephen 2000
Alexander G. Voronovich 2000
Suk Wang Yoon 2000

Michael G. Brown 1999
Christian P. de Moustier 1999
James A. Mercer 1999
Marshall H. Orr 1999
Er-Chang Shang 1999
Robert D. Stoll 1999
Dajun Tang 1999
Alexandra I. Tolstoy 1999

Ex officio:
John C. Burgess, Associate Editor of JASA
David L. Bradley, Associate Editor of JASA
Stanley A. Chin-Bing, Associate Editor of JASA
Michael J. Buckingham, member of Medals and Awards Committee
Christopher Feuillade, member of Membership Committee
Er-Chang Shang, member of ASACOS

Animal Bioacoustics
Term to

Whitlow W. L. Au, Chair to 2000 2000

Robert Hickling 2001
David A. Helweg 2001
Martin L. Lenhardt 2001
Peter M. Narins 2001
John R. Potter 2001
Daniel R. Raichel 2001

Robert H. Benson 2000
Ann E. Bowles 2000
William C. Cummings 2000
Charles R. Greene 2000
Mardi C. Hastings 2000
D. Vance Holliday 2000
David K. Mellinger 2000
Sam H. Ridgway 2000

Frank T. Awbrey 1999
William C. Burgess 1999
Daniel P. Costa 1999

Adam S. Frankel 1999
Darlene R. Ketten 1999
Larry L. Pater 1999
James A. Simmons 1999

Ex officio:
Whitlow W.L. Au, Associate Editor of JASA
David L. Bradley, Associate Editor of JASA
Stanley A. Chin-Bing, Associate Editor of JASA
Mardi C. Hastings, member of Medals and Awards Committee
Sam H. Ridgway, member of Membership Committee
Ann E. Bowles, member of ASACOS

Architectural Acoustics
Term to

Ronald R. Freiheit,Chair to 2001 2001

Bennett M. Brooks 2001
Steven M. Brown 2001
Richard H. Campbell 2001
M. David Egan 2001
Richard M. Guernsey 2001
Mark A. Holden 2001
K. Anthony Hoover 2001
Dana S. Hougland 2001
David W. Kahn 2001
Gary S. Madaras 2001
Charles T. Moritz 2001
Paul B. Ostergaard 2001
Dennis A. Paoletti 2001
David J. Prince 2001
Neil A. Shaw 2001
Richard H. Talaske 2001
Ewart A. Wetherill 2001
George E. Winzer 2001
Michael R. Yantis 2001

Yoichi Ando 2000
David Braslau 2000
Dennis Fleisher 2000
John W. Kopec 2000
Robert F. Mahoney 2000
Daniel W. Martin 2000
Richard J. Peppin 2000
Scott Pfeiffer 2000
Roy L. Richards 2000
Ludwig W. Sepmeyer 2000
Gary W. Siebein 2000
David Still 2000
Robin M. Towne 2000
Lily Wang 2000

Christopher N. Blair 1999
John S. Bradley 1999
Christopher N. Brooks 1999
Angelo J. Campanella 1999
Antonio Pedro Carvalho 1999
Robert C. Coffeen 1999
Peter D’Antonio 1999
Timothy J. Foulkes 1999
J. Christopher Jaffe 1999
Mendel Kleiner 1999
David L. Klepper 1999
Edward L. Logsdon 1999
David Lubman 1999
Michael T. Nixon 1999
Jack E. Randorff 1999
H. Stanley Roller 1999
Carl J. Rosenberg 1999
Kenneth B. Scott 1999
Ben H. Sharp 1999
Noral D. Stewart 1999
Jason T. Weissenburger 1999
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Ex officio:
Courtney B. Burroughs, Associate Editor of JASA
J. David Quirt, Associate Editor of JASA
Steven M. Brown, member of Medals and Awards Committee
Gregory C. Tocci, member of Membership Committee
George E. Winzer, member of ASACOS

Biomedical Ultrasound/Bioresponse to Vibration
Term to

Ronald A. Roy,Chair to 1999 1999

Paul E. Barbone 2001
Anthony J. Brammer 2001
Diane Dalecki 2001
J. Brian Fowlkes 2001
Leon Frizzell 2001
Alan K. Goble 2001
Mark Hollins 2001
Kullervo Hynynen 2001
T. Douglas Mast 2001
Doug Miller 2001
Pierre Mourad 2001
William D. O’Brien 2001
Gail R. ter Haar 2001

Stanley L. Bolanowski, Jr. 2000
Shira L. Broschat 2000
Robin O. Cleveland 2000
Inder R. S. Makin 2000
Janet M. Weisenberger 2000
Junru Wu 2000

Michalakis A. Averkiou 1999
Floyd Dunn 1999
John Erdreich 1999
E. Carr Everbach 1999
Christy K. Holland 1999
Wesley L. Nyborg 1999
William M. Rabinowitz 1999
K. Kirk Shung 1999

Ex officio:
Floyd Dunn, Associate Editor of JASA
Robert D. Frisina, Associate Editor of JASA
Joseph W. Hall, Associate Editor of JASA
Robert V. Shannon, Associate Editor of JASA
Wesley L. Nyborg, member of the Medals and Awards Committee
Anthony J. Brammer, member of the Membership Committee
Robin O. Cleveland, member of ASACOS

Engineering Acoustics
Term to

Thomas R. Howarth,Chair to 2000 2000

Mahlon D. Burkhard 2001
James Christoff 2001
Dennis F. Jones 2001
Jan F. Lindberg 2001
Yushieh Ma 2001
Elizabeth A. McLaughlin 2001
Alan Powell 2001
Roger T. Richards 2001
Harold C. Robinson 2001
Kenneth D. Rolt 2001
Neil A. Shaw 2001
James F. Tressler 2001

Kim C. Benjamin 2000
Allan C. Cummings 2000
Gary W. Elko 2000
Robert D. Finch 2000
Guillermo C. Gaunaurd 2000
Gordon Hayward 2000
Dehua Huang 2000
Sung Hwan Ko 2000

Victor Nedzelnitsky 2000
Ahmet Selamet 2000
James E. West 2000
Oscar B. Wilson 2000
George S. K. Wong 2000

Steven R. Baker 1999
David A. Brown 1999
Stephen C. Butler 1999
W. Jack Hughes 1999
K. Kirk Shung 1999
R. Lowell Smith 1999
Stephen C. Thompson 1999
Arnie L. Van Buren 1999
A. Mark Young 1999

Ex officio:
Henry E. Bass, Associate Editor of JASA
Stanley L. Ehrlich, Associate Editor of JASA
Robert D. Finch, member of Medals and Awards Committee
Sung H. Ko, member of Membership Committee
Mahlon D. Burkhard, member of ASACOS

Musical Acoustics
Term to

Douglas H. Keefe,Chair to 1999 1999

R. Dean Ayers 2001
Judith C. Brown 2001
Courtney B. Burroughs 2001
Robert D. Collier 2001
Stephen F. Duncan 2001
George F. Emerson 2001
James H. Irwin 2001
Bozena Kostek 2001
Barry Larkin 2001
Thomas D. Rossing 2001
Julius O. Smith 2001
William J. Strong 2001

James W. Beauchamp 2000
Rene E. Causse 2000
W. Jay Dowling 2000
William M. Hartmann 2000
Adrianus J. Houtsma 2000
Bruce A. Lawson 2000
James M. Pyne 2000
Shigeru Yoshikawa 2000

George A. Bissinger 1999
James P. Cottingham 1999
Uwe J. Hansen 1999
Peter L. Hoekje 1999
Ian M. Lindevald 1999
Daniel W. Martin 1999

Ex officio:
Stanley L. Ehrlich, Associate Editor of JASA
William J. Strong, Associate Editor of JASA
Roger J. Hanson, member of Medals and Awards Committee
Uwe J. Hansen, member of Membership Committee
Ian M. Lindevald, member of ASACOS

Noise
Term to

Richard J. Peppin,Chair to 2000 2000

Martin Alexander 2001
John P. Barry 2001
Leo L. Beranek 2001
Arno S. Bommer 2001
Anthony J. Brammer 2001
James O. Buntin 2001
Robert J. Cook 2001
Kenneth A. Cunefare 2001
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Joseph P. Cuschieri 2001
Paul R. Donavan 2001
William D. Gallagher 2001
Gerald C. Lauchle 2001
Anna Maria Monslave 2001
Miomir Mijic 2001
Thomas Norris 2001
Larry H. Royster 2001
John P. Seiler 2001
Noral D. Stewart 2001
Michael R. Stinson 2001
Alice H. Suter 2001
Louis C. Sutherland 2001
Jiri Tichy 2001
Dennis Walton 2001

Keith Attenborough 2000
Sergio Beristain 2000
Robert D. Bruce 2000
John C. Burgess 2000
Angelo J. Campanella 2000
Robert J. Comparin 2000
T. James DuBois 2000
John J. Earshen 2000
Tony F. W. Embleton 2000
John Erdreich 2000
B. John Feng 2000
Robert D. Hellweg 2000
Robert M. Hoover 2000
Daniel L. Johnson 2000
Tor S. D. Kihlman 2000
Sonoko Kuwano 2000
Chantal Laroche 2000
Robert Lotz 2000
Alan H. Marsh 2000
Ralph T. Muehleisen 2000
Kenneth J. Plotkin 2000
Joseph Pope 2000
Julia D. Royster 2000
Brigitte Schulte-Fortkamp 2000
Jean Tourret 2000
Robert W. Young 2000

Elliott H. Berger 1999
Bennett M. Brooks 1999
Lawrence S. Finegold 1999
Jerry G. Lilly 1999
George A. Luz 1999
Luc Mongeau 1999
Mary M. Prince 1999
Jack E. Randorff 1999
Nancy S. Timmerman 1999
Laura A. Wilber 1999

Ex officio:
Michael R. Stinson, Associate Editor of JASA
Stanley L. Ehrlich, Associate Editor of JASA
Elliott H. Berger, member of Medals and Awards Committee
Daniel L. Johnson, member of Membership Committee
Arno S. Bommer, member of ASACOS

Physical Acoustics
Term to

James M. Sabatier,Chair to 1999 1999

David T. Blackstock 2001
David A. Brown 2001
Gilles A. Daigle 2001
Bruce Denardo 2001
Steven L. Garrett 2001
Logan E. Hargrove 2001
Craig J. Hickey 2001
Andres Larraza 2001
William Moss 2001

George Mozurkewich 2001
Vladimir Ostashev 2001
Victor W. Sparrow 2001

Keith Attenborough 2000
Yves H. Berthelot 2000
James P. Chambers 2000
Robin O. Cleveland 2000
Kerry W. Commander 2000
D. Felipe Gaitan 2000
Mark F. Hamilton 2000
Steven G. Kargl 2000
Philip L. Marston 2000
Thomas J. Matula 2000
Kenneth J. Plotkin 2000
Harry Simpson 2000
D. Keith Wilson 2000

Robert E. Apfel 1999
Anthony A. Atchley 1999
Lawrence A. Crum 1999
Floyd Dunn 1999
E. Carr Everbach 1999
David I. Havelock 1999
D. Kent Lewis 1999
Julian D. Maynard, Jr. 1999
Michael R. Moldover 1999
Ronald A. Roy 1999
Charles Thompson 1999
Wayne M. Wright 1999

Ex officio:
Henry E. Bass, Associate Editor of JASA
Mack A. Breazeale, Associate Editor of JASA
Mark F. Hamilton, Associate Editor of JASA
Courtney B. Burroughs, Associate Editor of JASA
Floyd Dunn, Associate Editor of JASA
Dale E. Chimenti, Associate Editor of JASA
Andrew N. Norris, Associate Editor of JASA
Paul J. Remington, Associate Editor of JASA
Louis C. Sutherland, Associate Editor of JASA
Anthony A. Atchley, member of Medals and Awards Committee
Steven L. Garrett, member of Membership Committee
Sameer I. Madanshetty, member of ASACOS

Psychological and Physiological Acoustics
Term to

Donna L. Neff,Chair to 1999 1999

Prudence Allen 2001
Robert P. Carlyon 2001
David F. Dolan 2001
Brent W. Edwards 2001
Nina Kraus 2001
John J. Rosowski 2001

David A. Eddins 2000
Mary Florentine 2000
John H. Grose 2000
Marjorie R. Leek 2000
Elizabeth A. Strickland 2000
Fan-Gang Zeng 2000

Leslie R. Bernstein 1999
Amy M. Donahue 1999
Gerald D. Kidd, Jr. 1999
Ruth Y. Litovsky 1999
Dennis McFadden 1999
Robert V. Shannon 1999

Ex officio:
D. Wesley Grantham, Associate Editor of JASA
Robert D. Frisina, Associate Editor of JASA
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Joseph W. Hall, Associate Editor of JASA
Robert V. Shannon , Associate Editor of JASA
Brenda L. Lonsbury-Martin, Associate Editor of JASA
William A. Yost, member of Medals and Awards Committee
Richard R. Fay, member of Membership Committee
Christine M. Rankovic, member of ASACOS

Speech Communication
Term to

Emily A. Tobey,Chair to 2001 2001

Fredericka Bell-Berti 2001
H. Timothy Bunnell 2001
Astrid Schmidt-Nielsen 2001
Winifred Strange 2001
Douglas H. Whalen 2001

Lynne E. Bernstein 2000
Sadaoki Furui 2000
Kenneth W. Grant 2000
Jody E. Kreiman 2000
Patricia K. Kuhl 2000
Richard S. McGowan 2000
Susan N. Nittrouer 2000
Douglas D. O’Shaughnessy 2000
Robert F. Port 2000
Mitchell S. Sommers 2000
Ann K. Syrdal 2000

Abeer Alwan 1999
Peter F. Assmann 1999
Thomas D. Carrell 1999
Carol Y. Espy-Wilson 1999
Robert A. Fox 1999
James M. Hillenbrand 1999
Diane Kewley-Port 1999
John C. Kingston 1999
Keith R. Kluender 1999
Mari L. Ostendorf 1999
Joseph S. Perkell 1999
Janet C. Rutledge 1999
Juergen Schroeter 1999
Christine H. Shadle 1999
Yoh-ichi Tohkura 1999
Gary G. Weismer 1999

Ex officio:
James L. Hieronymus, Associate Editor of JASA
Anders Lofqvist, Associate Editor of JASA
James M. Hillenbrand, Associate Editor of JASA
Winifred Strange, member of Medals and Awards Committee
Maureen L. Stone, member of Membership Committee
Diane Kewley-Port, member of ASACOS

Structural Acoustics and Vibration
Term to

Jerry H. Ginsberg,Chair to 2000 2000

Paul E. Barbone 2001
Wen H. Lin 2001
Philip Marston 2001
James G. McDaniel 2001
Angie Sarkissian 2001

Benjamin Bard 2000
Alain C. Berry 2000
Hunter C. Cohen 2000
David Feit 2000
Guillermo C. Gaunaurd 2000
Karl Grosh 2000
Sabih I. Hayek 2000
Francis Kirschner 2000
Mauro Pierucci 2000
Andrew F. Seybert 2000
Scott D. Sommerfeldt 2000

Vasundara V. Varadan 2000
Richard D. Vogelsong 2000
Sean F. Wu 2000

John A. Burkhardt 1999
Courtney B. Burroughs 1999
Joseph M. Cuschieri 1999
Alison Flatau 1999
Richard F. Keltie 1999
Jean R. Nicolas 1999
Allan D. Pierce 1999
Victor W. Sparrow 1999

Ex officio:
Paul J. Remington, Associate Editor of JASA
Courtney B. Burroughs, Associate Editor of JASA and member of
Membership Committee
Allan D. Pierce, member of Medals and Awards Committee
Louis A. Herstein, member of ASACOS

Underwater Acoustics
Term to

George V. Frisk,Chair to 2000 2000

Michael G. Brown 2001
Dennis B. Creamer 2001
Christian P. de Moustier 2001
Stanley E. Dosso 2001
Stewart A. L. Glegg 2001
Zoi-Heleni Michalopoulou 2001
Marshall H. Orr 2001
Gregory J. Orris 2001
James C. Presig 2001
Daniel Rouseff 2001
William L. Siegmann 2001

David L. Bradley 2000
Curtis I. Caldwell 2000
William M. Carey 2000
Nicholas P. Chotiros 2000
Donald R. Del Balzo 2000
Frederick R. DiNapoli 2000
David R. Dowling 2000
Robert W. Farwell 2000
Roger C. Gauss 2000
Darrell R. Jackson 2000
Finn B. Jensen 2000
Roger W. Meredith 2000
John R. Preston 2000
Henrik Schmidt 2000
Ralph A. Stephen 2000
Robert D. Stoll 2000
Frederick D. Tappert 2000
Alexander G. Voronovich 2000
R. Jeffrey Wilkes 2000
Tsih C. Yang 2000
Robert A. Zingarelli 2000

Ralph N. Baer 1999
Shira L. Broschat 1999
Berlie A. Brunson 1999
Peter G. Cable 1999
Marshall V. Hall 1999
Samuel W. Marshall 1999
Dan J. Ramsdale 1999
Timothy H. Ruppel 1999
Natalia A. Sidorovskaia 1999
Kevin B. Smith 1999
Dajun Tang 1999
Christopher T. Tindle 1999
Alexandra I. Tolstoy 1999

Ex officio:
John C. Burgess, Associate Editor of JASA
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Stanley A. Chin-Bing, Associate Editor of JASA
David L. Bradley, Associate Editor of JASA and member of Medals and
Awards Committee
Peter H. Rogers, member of Membership Committee
Arnie L. Van Buren, member of ASACOS

Interdisciplinary Technical Group on Signal Processing in Acoustics

Term to
James V. Candy,Chair to 2000 2000

Martin Barlett 2001
David H. Chambers 2001
Elmer Hixson 2001
Ning Xiang 2001

John C. Burgess 2000
Christian P. deMoustier 2000
Gary W. Elko 2000
David I. Havelock 2000
Stergios Stergiopoulos 2000
Julius O. Smith, III 2000
Yoshio Yamasaki 2000

Edith L.R. Corliss 1999
John M. Noble 1999
James C. Rogers 1999
David C. Swanson 1999
Gary R. Wilson 1999

Ex officio:
John C. Burgess, Associate Editor of JASA

Administrative Committees 1998–1999

Archives and History
Term to

Henry E. Bass,Chair to 2000 2000

James C. Saunders 2001
Harry Schecter 2001
Rosalie M. Uchanski 2001

Richard K. Cook 2000
John W. Kopec 2000
Richard J. Peppin 2000

William J. Cavanaugh 1999
Logan E. Hargrove 1999
Carleen M. Hutchins 1999

Books1

Term to
Mohsen Badiey,Chair to 1999 1999

Stanley A. Chin-Bing 2001
Gordon E. Martin 2001
Victor W. Sparrow 2001

Robert D. Frisina 2000
Jerry H. Ginsberg 2000
Philip L. Marston 2000
Joseph Pope 2000
Robert A. Walkling 2000
Stephen N. Wolf 2000

Nancy S. McGarr 1999
Jeffrey A. Nystuen 1999
Neil A. Shaw 1999
Emily A. Tobey 1999

Ex officio:
James F. Bartram, Associate Editor of JASA for Book Reviews

Education in Acoustics
Term to

Victor W. Sparrow,Chair to 2000 2000

David A. Brown 2001
Robert D. Collier 2001
Corinne M. Darvennes 2001
Margaritis S. Fourakis 2001
Carole E. Gelfer 2001
Douglas R. Jones 2001
Sharon Y. Manuel 2001
Philip L. Marston 2001
Ana Maria Monsalve 2001
Ralph Muehleisen 2001
Andrew A. Piacsek 2001
Daniel R. Raichel 2001
Sally G. Revoile 2001
Thomas D. Rossing 2001
Ronald A. Roy 2001
Dawn R. Schuette 2001
Scott D. Sommerfeldt 2001
William Thompson, Jr. 2001
Robert A. Walkling 2001
George S.K. Wong 2001

Anthony A. Atchley 2000
Fredericka Bell-Berti 2000
E. Carr Everbach 2000
Uwe J. Hansen 2000
Elizabeth S. Ivey 2000
P. K. Raju 2000
Daniel A. Russell 2000
Emily A. Tobey 2000

D. Michael Daly 1999
Logan E. Hargrove 1999
Mardi C. Hastings 1999
Michel T.T. Jackson 1999
Murray F. Korman 1999
Diana F. McCammon 1999
James M. Sabatier 1999
James E. West 1999
Wayne M. Wright 1999
Michael K. Wynne 1999

Ethics and Grievances
Term To

Robert E. Apfel,Chair to 2000 2000

William J. Cavanaugh 2000
Carol Y. Espy-Wilson 2000

Mardi C. Hastings 1999
William A. Yost 1999

Investments
Term to

John V. Bouyoucos and Leo L. Beranek, Cochairs to 2001 2001

Kenneth M. Eldred 2001

William W. Lang, Treasurer,ex officio

Long Range Planning
Term to

Anthony A. Atchley,Chair to 2000 2000

Fredericka Bell-Berti 2001
Ervin R. Hafter 2001
Louis C. Sutherland 2001

Dana S. Hougland 2000
Scott D. Sommerfeldt 2000
Murray Strasberg 2000

Floyd Dunn 1999
Mardi C. Hastings 1999
Stephen C. Thompson 1999

Patricia K. Kuhl, President-Elect,ex officio
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Medals and Awards
Term to

Sabih I. Hayek,Chair to 1999 1999

Michael J. Buckingham Acoustical Oceanography 2001
Robert D. Finch Engineering Acoustics 2001
Roger J. Hansen Musical Acoustics 2001
Winifred Strange Speech Communication 2001

Mark F. Hamilton Physical Acoustics 2000
Elliott H. Berger Noise 2000
Wesley L. Nyborg Biomedical Ultrasound/Bioresponse

to Vibration
2000

William A. Yost Psychological and Physiological
Acoustics

2000

Steven M. Brown Architectural Acoustics 1999
David L. Bradley Underwater Acoustics 1999
Mardi C. Hastings Animal Bioacoustics 1999
Allan D. Pierce Structural Acoustics and Vibration 1999

Meetings—June 1998–October 1998

Gilles A. Daigle,Chair to 1999
William M. Hartmann, Vice President
Mardi C. Hastings,Chair, Fall 1999
Sabih I. Hayek,Chair, Spring 1997
Mauro Pierucci,Chair, Fall 1997 and Vice-President Elect
Lawrence A. Crum,Chair, Spring 1998
Kevin P. Shepherd,Chair, Fall 1998
Jiri Tichy, Chair, Spring 1999

Elaine Moran, ASA Office Manager,ex officio
Charles E. Schmid, Executive Director,ex officio

Subcommittee on Exhibits

Martin A. Alexander,Chair
Tony F. W. Embleton
Robert Finnegan
Sabih I. Hayek
Noland L. Lewis
Julia D. Royster

Membership
Term to

Joseph W. Dickey,Chair to 2000 2000

Christopher Feuillade Acoustical Oceanography 2001
Steven L. Garrett Physical Acoustics 2001
Peter H. Rogers Underwater Acoustics 2001
Gregory C. Tocci Architectural Acoustics 2001

Richard R. Fay Psychological and Physiological
Acoustics

2000

Uwe J. Hansen Musical Acoustics 2000
Sung H. Ko Engineering Acoustics 2000
Maureen L. Stone Speech Communication 2000
Sam H. Ridgway Animal Bioacoustics 2000

Anthony J. Brammer Biomedical Ultrasound/Bioresponse
to Vibration

1999

Courtney B. Burroughs Structural Acoustics and Vibration 1999
Burton G. Hurdle Foreign Members 1999
Daniel L. Johnson Noise 1999

Public Relations
Term to

Paul A. Baxley,Chair to 2000 2000

E. Carr Everbach 2001
Charles Gaumond 2001
Christy K. Holland 2001
David Lubman 2001
Andrew A. Piacsek 2001

Anthony J. Brammer 2000
William J. Cavanaugh 2000
T. James DuBois 2000
Blas Espinoza-Varas 2000
Holly S. Haggerty 2000
Helen Ann McCaffrey 2000
Victor Nedzelnitsky 2000
Mauro Pierucci 2000
Thomas D. Rossing 2000
Bor-Tsuen Wang 2000
Ewart A. Wetherill 2000

John Erdreich 1999
Lawrence L. Feth 1999
Logan E. Hargrove 1999
Burton G. Hurdle 1999
Carlos R. Jimenez-Dianderas 1999
James F. Lynch 1999
Joanne L. Miller 1999
Joseph Pope 1999
Punita G. Singh 1999
Barbara J. Sotirin 1999

Daniel W. Martin, Editor-in-Chief,ex officio
Elaine Moran, ASA Office Manager,ex officio
Charles E. Schmid, Executive Director,ex officio
Thomas D. Rossing, Echoes Editor,ex officio

Publication Policy
Term to

Floyd Dunn,Chair to 2000 2000

Sigfrid D. Soli 2001
Richard Stern 2001
Michael R. Stinson 2001

A. Simmons 2000

Robert C. Bilger 1999
James F. Lynch 1999
James H. Miller 1999
George S.K. Wong 1999
Allan J. Zuckerwar 1999

Patricia K. Kuhl, President-Elect,ex officio
Daniel W. Martin, Editor-in-Chief,ex officio

Regional Chapters

Roger T. Richards,Chair to 2000

Elmer L. Hixson Austin
Angelo J. Campanella Central Ohio
Courtney B. Burroughs Central Pennsylvania
John W. Kopec Chicago
Joseph V. Hendricks Cincinnati
Edwin H. Toothman Delaware Valley
Gary W. Siebein Florida
Yves H. Berthelot Georgia
Timothy J. Foulkes Greater Boston
Robert M. Hoover Houston
Michael J. Anderson Inland Northwest
Neil A. Shaw Los Angeles
Hari S. Paul Madras, India
Marehalli G. Prasad Metropolitan New York
Elizabeth A. McLaughlin Narragansett
Larry H. Royster North Carolina
Peter F. Assmann North Texas
James R. Angerer Northwest
R. Dean Ayers Orange County
Mauro Pierucci San Diego
David Braslau Upper Midwest
Timothy S. Margulies Washington, D.C.
Thomas M. Disch Wisconsin

Victor W. Sparrow,Chair, Education in Acoustics,ex officio
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Rules and Governance
Term to

Tony F. W. Embleton,Chair to 1999 1999

William J. Cavanaugh 2001
Floyd Dunn 2001

Elaine Moran 2000
Charles E. Schmid 2000

Special Fellowships
Term to

Wayne M. Wright,Chair to 1999 1999

John Erdreich 2001
Constantine Trahiotis 2001

James D. Miller 2000
Gary W. Elko 2000

Henrik Schmidt 1999

Standards
Executive Committee
Daniel L. Johnson, Chair~Standards Director!
Paul D. Schomer, Vice Chair
Avril Brenig, Standards Manager,ex officio

S1 Representation
John P. Seiler, Chair S1 and ASA representative on S1
George S. K. Wong, Vice Chair S1 and ASA alternate representative on

S1

S2 Representation
David J. Evans, Chair S2 and ASA representative on S2
Richard F. Taddeo, Vice Chair S2 and ASA alternate representative on S2

S3 Representation
Lawrence S. Finegold, Chair S3 and ASA representative on S3
R. F. Burkard, Vice Chair S3 and ASA alternate representative on S3

S12 Representation
Paul D. Schomer, Chair S2 and ASA representative on S12
Bennett M. Brooks, Vice Chair S12
William J. Galloway, ASA alternate representative on S12

International TAGs (ex officio)
Paul D. Schomer, Chair, U.S. TAG for ISO/TC 43 and ISO/TC 43/SC1
Elliott H. Berger, U.S. TAG for ISO/TC 94/SC 12
David J. Evans, Chair, U.S. TAG for ISO/TC 108
Victor A. Nedzelnitsky, U.S. Technical Advisor for IEC/TC 29

ASA Technical Committee Representatives
William M. Hartmann, Chair of ASA Technical Council,ex officio
Er Chang Shang, Acoustical Oceanography
Ann E. Bowles, Animal Bioacoustics
George E. Winzer, Architectural Acoustics
Robin O. Cleveland, Biomedical Ultrasound/Bioresponse to Vibration
Mahlon D. Burkhard, Engineering Acoustics
Ian M. Lindevald, Musical Acoustics

Arno S. Bommer, Noise
Sameer I. Madanshetty, Physical Acoustics
Christine M. Rankovic, Psychological and Physiological Acoustics
Diane Kewley-Port, Speech Communication
Louis A. Herstein, Structural Acoustics and Vibration
Arnie L. Van Buren, Underwater Acoustics

ASA Officers
William W. Lang, Treasurer,ex officio
Charles E. Schmid, Executive Director,ex officio

Past Chair of ASACOS~ex officio!
Tony F. W. Embleton

Associate Editors for Standards News—JASA~ex officio!
Avril Brenig
George S. K. Wong

Tutorials
Term to

Joseph Pope,Chair to 2000 2000

Ann E. Bowles 2001
Douglas D. O’Shaughnessy 2001
Gary W. Siebein 2001
Beverly A. Wright 2001

Kenneth E. Gilbert 2000
Kenneth J. Plotkin 2000

Yves H. Berthelot 1999
Uwe J. Hansen 1999
Alexandra I. Tolstoy 1999

Charles E. Schmid, Executive Director,ex officio

Women in Acoustics
Term to

Barbara J. Sotirin, Chair to 1999 1999

Linda M. Carroll 2001
Lawrence A. Crum 2001
Corinne M. Darvennes 2001
Zoi-Heleni Michalpooulou 2001
Laura K. Smith 2001

Arlene E. Carney 2000
Chi-Fang Chen 2000
Peter H. Dahl 2000
Helen M. Hanson 2000
Elizabeth S. Ivey 2000
Bozena Kostek 2000

Dana S. Hougland 1999
Juliette Ioup 1999
Ellen S. Livingston 1999
Diana F. McCammon 1999
Sally G. Revoile 1999
Victor W. Sparrow 1999
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

The International Commission on Acoustics—
An update

The International Commission on Acoustics was instituted in 1951 as
a subcommittee to the International Union for Pure and Applied Physics,
IUPAP. Its mission has been to promote international development and col-
laboration in all fields of acoustics including the promotion of research and
development, education, and standardization.

A few years ago the Commission initiated a change in its structure to
link it more directly to the acoustical societies worldwide. This change was
finally confirmed during the recent ICA/ASA Congress in Seattle where the
reorganized Commission held its first General Assembly in which most
acoustical societies in the world were presented.

The General Assembly elected new members and officers of the Com-
mission who will serve from 1 October 1998 to 30 September 2001. The
elected officers are:

Lawrence A. Crum, Acoustical Society of America,President
Gilles A. Daigle, Canadian Acoustical Association,Secretary General
Volker Mellert, German Acoustical Society,Treasurer
Tor Kihlman, Swedish Acoustical Society,Past President.

The other members of the Commission, representing their respective na-
tional or regional acoustical societies, are:

H. Tachibana~Japan!, R. H. Zhang~China!, C. Legros~France!, G.
Brambilla ~Italy!, A. S. Nikiforov ~Russia!, P. A. Nelson ~United
Kingdom!, C. G. Don ~Australia!, S. N. Y. Gerges~Brasil!, S. S.
Agrawal ~India!, S. W. Yoon ~Korea!, and J. A. Gallego-Juarez
~Spain!.

Two associate members, J. Blauert~Germany! and S. H. Crandall~USA!,
were also elected.

The General Assembly approved new by-laws for the Commission.
The close ties to IUPAP will be maintained but at the same time the Com-
mission will be a more independent organization with increased economic
resources which will be used for improved services to the member societies
through strengthened secretarial functions. These will include:

~a! Providing an improved information service on societies, con-
gresses, symposia, etc., as well as on research and education organizations
in the field of acoustics.

~b! Taking an active role in coordinating the main international meet-
ings within acoustics to avoid conflicts between the ever-increasing number
of meetings.

~c! As in the past, convening the Triennial International Congresses on
Acoustics.

In addition, ICA will sponsor or co-sponsor topical and special inter-
national conferences, including grants of some financial assistance. Further
information on these initiatives and ICA in general is listed at http://
gold.sao.nrc.ca/ims/ica

~Invited report by ICA Past President Tor Kihlman.!

The 7th Brekhovskikh conference on ocean
acoustics—Moscow, May 1998

The 7th Brekhovskikh conference on ocean acoustics was held in the
P. P. Shirshov Institute of Oceanology of the Russian Academy of Sciences
in Moscow, 25–28 May 1998. This meeting continued the series of biennial
conferences, which was initiated and supervised by Academician Leonid
Brekhovskikh. The tradition was interrupted in 1990 due to dramatic
changes in the scientific community related to political and economic crises
in Russia. This year the tradition was renewed and the conference was held,
jointly with the 7th meeting of the Russian Acoustical Society.

The conference attracted leading Russian researchers in the field of
underwater acoustics. The official language was Russian, and 82 papers
were presented by 79 participants. The presentations showed that the current
research interests are concentrated on non-military applications of acoustical

methods. The particular problems considered by keynote speakers included
sound propagation in shallow water, inverse problems of acoustic tomogra-
phy, sound scattering by volume and bottom inhomogeneities, generation of
ocean noise, computer models, and acoustical instruments. Special attention
was given to potential applications of acoustics to the study of region of the
most active heat and salt exchange processes in the ocean and to problems
of the Arctic. Proceedings containing extended abstracts of all reports were
available at the meeting.

It is hoped that the series of conferences will continue on a regular
basis and that, in the future, leading researchers from around the world will
be invited to participate. The conference was supported by the Russian
Foundation for Basic Research. Further information~in Russian! is available
at the web-site: http://rav.sio.rssi.ru/shkola/mainl.html

YURI A. CHEPURIN
P. P. Shirov Institute of Oceanology
Russian Academy of Sciences
117851 Moscow, Russia

Papers published in JASJ „E…

A listing of Invited Papers and Regular Papers appearing in the latest
issue of the English language version of theJournal of the Acoustical Soci-
ety of Japan, JASJ~E!, was published for the first time in the January 1995
issue of the Journal. This listing is continued below.

The May issue of JASJ~E!, Vol. 19, No. 3~1998! contains the follow-
ing papers:

K. Soetanto, S. Takeuchi, and M. Okujima ‘‘Numerical investigation on
nonlinear response of free microbubble illuminated with ultrasonic pulse’’
R. Makarewics and K. Masuda ‘‘Highway noise under favorable conditions
of generation and propagation’’
T. Okubo and K. Fujiwara ‘‘Efficiency of a noise barrier with an acousti-
cally soft cylindrical edge’’
H. Zheng, H. Yamaoka, N. Gohda, H. Noguchi, and A. Kaneko ‘‘Design of
the acoustic tomography system for velocity measurement with an applica-
tion to the coastal sea’’
A. Omoto, T. Matsui, and K. Fujiwara ‘‘The behavior of an adaptive algo-
rithm with a moving primary source’’

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with contact addresses given in
parentheses. Month/year listings following other entries refer to issues of the
Journal which contain full calendar listings or meeting announcements.

October 1998
4–7 euro-noise 98, Munich. 4/98
7–8 *1st Congress of the Slovenian Acoustical Society,

Portoroz, Slovenia.~E. Zelezic, Mechanical Engineer-
ing, University of Ljubljana, Askerceva 6, 1000 Ljubl-
jana, Slovenia; Fax:1386 61 218 567; e-mail:
erika.zelezic@fs.uni-lj.si!

12–16 International Conference on Signal Processing
„ICSP’98…, Beijing. 6/98

14–16 16th Yugoslav Conference on Noise and Vibration,
Niš. 6/98

15–16 Autumn Meeting Swiss Acoustical Society, Düben-
dorf. 8/98

28–30 Acoustics Week in Canada, London, ON.8/98
31–2 AES International Conference ‘‘Audio, Acoustics,

and Small Spaces,’’Copenhagen.6/98
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November 1998
11–13 1st Asia Pacific Conference on Acoustics and Vibra-

tion „APAV 98…, Singapore.6/98
12–15 Institute of Acoustics „UK … Autumn Conference:

Speech and Hearing, Windermere.4/98
16–18 Inter-Noise 98, Christchurch.4/96
20 Recreational Noise, Queenstown.10/97
23–27 ICBEN 98: Biological Effects of Noise, Sydney.6/98
30–4 5th International Conference on Spoken Language

Processing, Sydney.6/97

December 1998
9–11 *National Symposium on Acoustics-1998„NSA-98…,

Calcutta, India.~Acoustical Society of India, c/o S. S.
Agrawal, Central Electronics Engr. Res. Inst., CSIR
Complex, Hillside Road, New Delhi-110 012, India;
Fax: 191 33 471 4371!

15–16 Sonar Signal Processing, Loughborough.4/98

March 1999
15–19 Joint Meeting of EAA Forum Acusticum, and 137th

Meeting of the Acoustical Society of America, Berlin.
6/97

April 1999
27–29 International Conference on Vibration, Noise, and

Structural Dynamics, Venice.8/98

May 1999
10–14 4th International Conference on Theoretical and

Computational Acoustics, Trieste.6/98
24–26 2nd International Conference on Emerging Tech-

nologies in NDT, Athens.8/98

June 1999
28–30 1st International Congress of the East European

Acoustical Association, St. Petersburg.10/97

28–1 Joint Conference of Ultrasonics International ’99
and World Congress on Acoustics ’99 „UI99/
WCU99…, Lyngby. 6/98

July 1999
4–9 10th British Academic Conference in Otolaryngol-

ogy, London.10/97
5–8 6th International Congress on Sound and Vibra-

tions, Copenhagen.2/98

September 1999
1–4 15th International Symposium on Nonlinear Acous-

tics „ISNA-15…, Göttingen.10/97
15–17 British Society of Audiology Annual Conference,

Buxton.8/98

March 2000
20–24 *Meeting of the German Acoustical Society

„DAGA …, Oldenburg, Germany.~DEGA, FB Physik,
Universität Oldenburg, 26111 Oldenburg, Germany;
Fax:149 441 798 3698; e-mail: dega@aku.physik.uni-
oldenburg.de!

October 2000
3–5 WESTPRAC VII , Kumamoto.6/98
16–20 *6th International Conference on Spoken Language

Processing, Beijing, China.~ICSLP 2000 Secretariat,
Institute of Acoustics, PO Box 2712, 17 Zhong Guan
Cun Road, 100 080 Beijing, China; Fax:186 10 6256
9079; e-mail: mchu@plum.ioa.ac.cn!

September 2001
2–7 *17th International Congress on Acoustics„ICA …,

Rome, Italy. ~A. Alippi, Dipartimento di Energetica,
Universitàdi Roma ‘‘La Sapienza,’’ Via A. Scarpa 14,
00161 Rome, Italy; Fax:139 6 4424 0183; Web:
www.uniroma1.it/energ/ica.html!
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REVIEWS OF ACOUSTICAL PATENTS
Daniel W. Martin
7349 Clough Pike, Cincinnati, Ohio 45244

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception Incorporated, Box 39536, Los Angeles, California 90039
SAMUEL F. LYBARGER, 101 Oakwood Road, McMurray, Pennsylvania 15317
D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026
CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ERIC E. UNGAR, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, University of Rochester Medical Center, 601 Elmwood Avenue, Rochester, New York 14642

5,739,479

43.35.Pt GENTLE-BEVEL FLAT ACOUSTIC WAVE
TOUCH SENSOR

Marcia M. Davis-Cannon et al., assignors to ELO TouchSystems,
Incorporated

14 April 1998 „Class 178/19…; filed 4 March 1996

For an acoustic wave touch screen used as a computer input device,
the screen substrate10 is provided with a beveled edge11, with the beveled
surface12 extending to the extreme edge13. Ultrasonic transducer21 di-
rects an acoustic beam at the beveled edge, and an array40 of acoustically
partially reflective structures on touch surface16, when touched, modifies
the transmission of the ultrasonic wave to the transducers located on the

beveled edge of the substrate, in order to define the touch position on the
screen. The principal feature of this patent is the beveled edge ‘‘which is
small as compared to the wavelength and a bevel angle such that the acous-
tic wave is attenuated by less than about 3 dB on transmission across the
edge.’’—DWM

5,750,941

43.35.Zc ULTRASONIC COORDINATES INPUT
DEVICE

Hiroshi Ishikawa et al., assignors to Fujitsu Limited
12 May 1998„Class 178/19…; filed in Japan 15 December 1994

In this patent the coordinates of a contact point on the plane surface of
a rectangular plate are determined by contacting the point with input pen1
to generate an ultrasonic wave in the surface, received by edge mounted
transducers3a–3e. The input pen1 contains a driver unit1a and a driver

circuit 1b. Output signals from the three transducers along each edge are
received by detector circuit4 and arithmetic circuit5 which show the coor-
dinate values~abscissa and ordinate! on a display screen6.—DWM

5,727,076

43.38.Fx AUDIO TRANSDUCER HAVING
PIEZOELECTRIC DEVICE

Paul W. Paddock, assignor to Aura Systems, Incorporated
10 March 1998„Class 381/190…; filed 2 May 1994

Lightweight bridge18 transfers the motion of piezoelectric disk20 to
curvilinear diaphragm14. The inventor holds several earlier patents in
which his distinctive diaphragm is electromagnetically driven. This latest
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variation satisfies the ‘‘...compelling need for a piezoelectric driven audio
transducer for producing sound of higher fidelity than prior piezoelectric
audio transducers.’’—GLA

5,724,430

43.38.Hz AUDIO-VISUAL ARRANGEMENT AND
SYSTEM IN WHICH SUCH AN ARRANGEMENT IS
USED

Ronaldus M. Aarts and Willem F. Druyvesteyn, assignors to U.S.
Philips Corporation

3 March 1998 „Class 381/59…; filed in European Patent Office 24
March 1994

If a video screen is bordered by an array of small loudspeakers, then
the resulting sound pattern is quite directional at high frequencies, making it
presumably less annoying to other persons nearby. Side lobes can be sup-
pressed by filtering or simple shading. Additional low-frequency isolation
can be achieved with active sound cancellation. All of this is described in
jargon that makes it sound highly important.—GLA

5,719,946

43.38.Ja LOUDSPEAKER FOR HIGHER AUDIO
FREQUENCIES AND A MANUFACTURING METHOD
THEREOF

Shouichiro Terauchi et al., assignors to Pioneer Electronic
Corporation

17 February 1998 „Class 381/195…; filed in Japan 5 September
1994

A high-frequency loudspeaker is made with a relatively large center
dome surrounded by a vestigial cone. Their relative geometries are designed
such that response peaks from one are equalized by dips from the other. The
patent includes numerous response curves and a lot of interesting informa-
tion about the behavior of various diaphragm types.—GLA

5,721,786

43.38.Ja LOUDSPEAKERS

Simon Paul Carrington, Pipon, North Yorkshire, the United
Kingdom

24 February 1998 „Class 381/202…; filed in the United Kingdom
8 June 1990

Complicated device16 is called an oscillator because it is ‘‘...able to
oscillate to create sound waves.’’ The structure is hollow and contains a
helical baffle which is flexible enough to allow both axial and rotary move-
ment. Passage of air through the helical baffle, ‘‘...operates as a pneumatic

spring and air brake. ... The action of the unit as a pneumatic spring in-
creases the efficiency of the drive unit and improves the attack of the
speaker because there is more surface contact with the air and thus greater
surface tension.’’—GLA

5,740,265

43.38.Ja LOUDSPEAKER UNIT AND
LOUDSPEAKER SYSTEM EMPLOYING THE UNIT

Hidetoshi Shirakawa, assignor to Foster Electric Company
14 April 1998 „Class 381/199…; filed in Japan 23 December 1996

Both a unit and a system are included in this patent. The unit is a
dual-coil loudspeaker somewhat similar to JBL’s design~US patent
5,748,760!. In this case, however, coils17a and17b are deliberately offset
from the centers of the two magnetic gaps; as one coil moves into its gap the
other moves out. This is said to increase both driving efficiency and linear

cone excursion. Centering spiders19aand19b are located above and below
the coils. Sound is radiated by diaphragm18. Although an edge-driven
diaphragm is shown, it could just as well be larger than the voice-coil
bobbin. The patent also shows how two of these units could be mounted in
dual, undamped tubes that might surround a TV screen.—GLA

5,729,614

43.38.Lc HOWLING REMOVER COMPOSED OF
ADJUSTABLE EQUALIZERS FOR ATTENUATING
COMPLICATED NOISE PEAKS

Yuichi Nagata et al., assignors to Yamaha Corporation
17 March 1998„Class 381/83…; filed in Japan 9 September 1994

An automatic, computerized equalizer first identifies acoustical feed-
back frequencies, and then sets digital notch filters accordingly. An alterna-
tive mode allows the process to be controlled by a human operator. For a
karaoke installation having a single microphone and fixed locations for the
microphone and loudspeakers, the system may well be practical and
effective.—GLA

5,734,731

43.38.Lc REAL TIME AUDIO MIXER

Elliot S. Marx, Winchester, MA
31 March 1998„Class 381/119…; filed 29 November 1994

A digital disco mixer includes both RAM and hard disk storage to
facilitate the same effects that an operator normally achieves with dual,
variable speed turntables. The patent is clearly written and includes interest-
ing information about disco mixing techniques.—GLA
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5,737,428

43.38.Lc CIRCUIT FOR PROVIDING VISUAL
INDICATION OF FEEDBACK

John H. Roberts, assignor to Peavey Electronics Corporation
7 April 1998 „Class 381/58…; filed 18 August 1995

Although intended for use with graphic equalizers, this simple circuit
might well find other applications. A bank of light-emitting diodes~LEDs!
represents a group of audio channels. At any time, only one LED is illumi-
nated, identifying the sound channel with the highest level.—GLA

5,748,754

43.38.Lc SOUND SYSTEM GAIN AND
EQUALIZATION CIRCUIT

Clifford Maag and Lance Parker, assignors to Night Technologies
International

5 May 1998„Class 381/104…; filed 5 September 1995

The Langevin 252-A, manufactured in the 1960s, was a simple, pas-
sive graphic equalizer consisting of seven bandpass filters having outputs
that were summed. Individual bandwidths were broad enough that summa-
tion always resulted in a smooth, ripple-free response curve with relatively
little phase shift. The principle has been rediscovered in this patent, imple-
mented with operational amplifiers.—GLA

5,751,825

43.38.Si COMBINATION ELECTRONIC
METRONOME AND HEADPHONE UNIT

Robert A. Myers et al., North Hollywood, CA
12 May 1998„Class 381/118…; filed 19 August 1994

This headset contains an electronic metronome circuit with its own
transducer, in addition to the conventional earphones receiving audio signal
input from an external source such as an electronic musical instrument or a
sound system for a performing orchestra. The tempo of the metronome can
be adjusted by a knob on the outside of the earphone shell. This system
allows the wearer to play an electronic instrument heard only over his ear-

phones while adjusting the playing tempo to match the metronome output;
or allows an orchestra conductor to hear the metronome plus the output of
the orchestra sound system, and to conduct the orchestra accordingly with-
out having the metronome heard by the musicians or by the microphones
picking up their musical sounds.—DWM

5,724,429

43.38.Vk SYSTEM AND METHOD FOR ENHANCING
THE SPATIAL EFFECT OF SOUND PRODUCED
BY A SOUND SYSTEM

Raja Banerjea, assignor to Lucent Technologies, Incorporated
3 March 1998 „Class 381/1…; filed 15 November 1996

The operation of this asymmetric spatial enhancement circuit can be
understood from the diagram. ‘‘As a result, the loudspeakers produce sound

images located at several spatial positions, producing a perception that there
is an array of loudspeakers surrounding a listener.’’—GLA

5,727,066

43.38.Vk SOUND REPRODUCTION SYSTEM

Stephen John Elliott et al., assignors to Adaptive Audio Limited
10 March 1998 „Class 381/1…; filed in the United Kingdom 8 July

1988

Using digital filters and a fairly complicated least-squares algorithm
the system attempts to, ‘‘...compensate for crosstalk between the loudspeak-
ers, the acoustic response of the listening space, and imperfections in the
frequency response of the speaker channels.’’—GLA

5,727,067

43.38.Vk SOUND FIELD CONTROL DEVICE

Masayuki Iwamatsu, assignor to Yamaha Corporation
10 March 1998„Class 381/18…; filed in Japan 28 August 1995

Dolby Prologic Surround encoding provides a single channel for sur-
round sound information, to be reproduced~hopefully! as a diffuse, nonlo-
calized source. This is not easy to do in a small home theatre. The patented
system adds synthetic room reflections and some additional processing to
derive two decorrelated surround channels fed to left and right rear loud-
speakers. The signals combine acoustically to generate a subjective sound
field larger than the listening room itself.—GLA
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5,705,769

43.40.Tm VIBRATIONALLY DAMPED STRUCTURE

Jeffrey S. Hanson, assignor to the United States of America
6 January 1998„Class 114/20.1…; filed 14 May 1996

This patent pertains to structures, such as the hulls of underwater ve-
hicles, that are provided with constrained viscoelastic damping treatments.
The damping treatment configuration described here employs a discontinu-
ous, segmented constraining layer atop a continuous viscoelastic layer. The
primary advantage of such an arrangement seems to be the relative ease with
which the constraining layer can be installed inside tapered shell structures
like the aft ends of torpedoes.—EEU

5,710,396

43.40.Tm ENERGY-DISSIPATING VIBRATION
DAMPING STRUCTURE

Lynn C. Rogers, Jamestown, OH
20 January 1998„Class 182/208…; filed 2 January 1996

This patent describes a series of realizations of spaced viscoelastic
damping. In spaced damping a ‘‘spacer’’ is introduced between the damping
layer ~consisting of a viscoelastic material! and either the structure~plate,
beam, or shell skin! that is to be damped or a covering or ‘‘constraining’’
layer attached to the viscoelastic layer. The realizations of spacers set forth
in this patent consist of V-shaped hinged flexures and of various stand-off
lever arrangements.—EEU

5,711,350

43.40.Tm PIPING SYSTEM PROVIDING MINIMAL
ACOUSTICALLY-INDUCED STRUCTURAL
VIBRATION AND FATIGUE

Frantisek L. Eisinger, assignor to Foster Wheeler Energy
International, Incorporated

27 January 1998„Class 138/45…; filed 31 July 1996

This patent describes an approach to designing piping near pressure-
reducing valves so as to reduce the risk of structural fatigue of the piping
due to acoustical pressures resulting from the pressure-reducing flow con-
striction. The patent document cites a relation that permits one to estimate
the acoustic power level from fluid flow and pressure drop parameters and
presents a relation between the allowable acoustic power level~that is, the
power level at which no piping fatigue is expected! and the ratio of the
piping diameter to the wall thickness downstream of the valve. The latter
relation is derived from empirical data in limited diameter and thickness
ranges.—EEU

5,698,788

43.40.Yq METHOD FOR ANALYZING REGULARLY
RECURRING MECHANICAL VIBRATIONS

Hendrik Anne Mol and Cornelis Van Nijen, assignors to SKF
Industrial Trading & Development Company B.V.

16 December 1997„Class 73/659…; filed in The Netherlands 22 No-
vember 1994

The method described in this patent is intended for the location of
faults in rotating components, for example, cracks and pits in ball bearings,
where at a given rotational speed specific fault locations are related to spe-
cific frequency components. In the presence of a fault the time signal de-
rived from a sensor consists of a series of uniformly spaced impulses. This
signal is divided into a series of short time intervals, each of which is
subjected to frequency analysis. The resulting spectra then are used to ob-
serve how each frequency component varies with time and to obtain the
dominant frequency with which each component varies.—EEU

5,710,715

43.40.Yq VIBRATION ANALYSIS METHOD

Motoshi Shitanda, assignor to Matsushita Electric Industrial
Company

20 January 1998„Class 364/508…; filed in Japan 28 July 1994

This patent describes a method for detecting vibration abnormalities in
production items, such as electric motors, by analyzing the time-varying
vibrations produced by these items. The method involves sampling the vi-
bration signature produced by an item at a numbern of specified instants
measured from a starting point, and assigning the sample values to ann-
dimensional space. Abnormalities are determined by comparing the space
for a given item with that for one that is designated as normal.—EEU

5,709,053

43.50.Gf PANEL FOR CONSTITUTING SOUND
INSULATING WALL

Hideyuki Kuroda, assignor to Zeon Kasei Company
20 January 1998„Class 52/145…; filed in Japan 23 May 1994

This noise barrier~for use along a highway or railway or in an indus-
trial high-noise environment! has a perforated face and a dense solid back-
ing. The sound absorbing element, wrapped in plastic as a protection against
the weather, is shredded magnetic tape from old floppy disks. The plastic
does not wick or carry moisture.—CJR

5,714,713

43.50.Gf ACOUSTIC ABSORBING DEVICE

Jeffrey S. Hanson, assignor to the United States of America
3 February 1998„Class 114/20.1…; filed 14 May 1996

This device comprises a sound barrier layer that is spaced away from
an enclosure~perhaps a torpedo!, with absorbing material in the cavity.—
CJR

5,723,831

43.55.Dt TACKABLE ACOUSTICAL BARRIER
PANEL

David B. Martin et al., assignors to Herman Miller, Incorporated
3 March 1998 „Class 181/287…; filed 18 February 1997

This new office furniture panel has different construction systems be-
low and above desk height. The system below desk height is designed to
maximize durability, and the system above desk height is designed to maxi-
mize room absorption.—CJR

5,719,359

43.55.Ev LAMINAR DAMPER

Franz-Josef Wolf and Nenad Cvjeticanin, assignors to WOCO
Franz-Josef Wolf & Co.

17 February 1998„Class 181/286…; filed in Germany 9 May 1994

This patent describes an acoustic absorber that does not use fibrous or
porous materials and thus does not suffer the contamination problems asso-
ciated with such materials. The absorber described here consists of an ar-
rangement of strips that are supported at their ends and arranged so that their
edges rub against each other as incident sound makes the strips vibrate. In a
more complex design two layers of strips are used, arranged at an angle to
each other and spaced so that friction between the two layers increases the
damping of the assembly.—EEU
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5,740,649

43.55.Ev FALSE CEILING

Helmut Fuchs and Dietmar Eckoldt, assignors to Fraunhofer-
Gesellschaft zur Forderung der Angewandten Forschung E.V.

21 April 1998 „Class 52/506.06…; filed in Germany 20 April 1993

This is a fiber-free acoustical false ceiling which absorbs wideband
frequencies. The false ceiling uses staggered planes of microperforated
metal panels as resonance dampers combining the properties of microperfo-
rated and membrane absorbers. The panels do not use any fibrous
material.—CJR

5,744,763

43.55.Ti SOUNDPROOFING INSULATOR

Tadanobu Iwasaet al., assignors to Toyoda Gosei Company
28 April 1998 „Class 181/286…; filed in Japan 1 November 1994

This soundproofing insulator goes on the inside of an engine compart-

ment. The panel has a sheet-like form, which engages and encapsulates
grains of pulverized rubber of various sizes and kinds.—CJR

5,735,885

43.63.Qe METHODS FOR IMPLANTING NEURAL
PROSTHETIC FOR TINNITUS

Matthew A. Howard III et al., assignors to The University of Iowa
Research Foundation

7 April 1998 „Class 607/55…; filed 6 February 1996

The patent describes a method for implanting a neural prosthetic into a
target zone of a patient’s brain for reducing or eliminating the effects of
tinnitus. The prosthetic includes a stimulation device for outputting pro-
cessed electrical signals and an electrode which is arranged in the target

zone having a plurality of electrical contacts. Each of the electrical contacts
independently outputs electrical discharges in accordance with the electrical
signals.—SFL

5,706,351

43.66.Ts PROGRAMMABLE HEARING AID WITH
FUZZY LOGIC CONTROL OF TRANSMISSION
CHARACTERISTICS

Oliver Weinfurtner, assignor to Siemens Audiologische Teknik
GmbH

6 January 1998„Class 381/68.2…; filed in European Patent Office
23 March 1994

The hearing aid described has a fuzzy logic controller allocated to the
amplifier and transmission circuit, which is connected between the micro-
phone and the earphone for automatic switching and matching the transmis-
sion characteristics to the current ambient noise situation. The fuzzy con-
troller makes a selection of parameters stored in a data carrier of the hearing
aid for the modification of its transmission characteristics dependent on
input quantities characteristic of the varying ambient noise.—SFL

5,706,352

43.66.Ts ADAPTIVE GAIN AND FILTERING
CIRCUIT FOR A SOUND REPRODUCTION SYSTEM

A. Maynard Engebretson and Michael P. O’Connell, assignors to
K/S HIMPP

6 January 1998„Class 381/684…; filed 7 April 1993

The patent describes a hearing aid that has a plurality of channels, each
having adaptive compressive gain. Each channel includes a filter with a
preset frequency response to receive the input signal and to produce a fil-
tered signal, a channel amplifier to produce a channel output signal, a reg-

ister to establish a channel threshold level, and a gain circuit to increase or
decrease the gain of the channel amplifiers as needed. A transducer produces
sound in response to the signal passed by the common circuit output. This is
a very comprehensive patent, 110 pages long.—SFL

5,710,820

43.66.Ts PROGRAMMABLE HEARING AID

Raimond Martin et al., assignors to Siemens Audiologische
Teknik GmbH

20 January 1998„Class 381/68.4…; filed in European Patent Office
31 March 1994

A hearing aid has an analog part with a Class D final amplifier stage
for audio signal processing, a digital part with an interface, a memory stage,
as well as a supply stage for generating the voltage and control signals. The
aid has an integrated circuit which includes a pre-amplifier stage with inputs
for a microphone and a telephone coil. The aid is stated to be of small
structural size and having especially low energy consumption.—SFL
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5,730,699

43.66.Ts IMPLANTABLE HEARING SYSTEM
HAVING MULTIPLE TRANSDUCERS

Theodore P. Adams and Kai Kroll, assignors to St. Croix Medical,
Incorporated

24 March 1998„Class 600/25…; filed 7 August 1996

The patent shows multiple ceramic piezoelectric transducers implanted
in the middle ear to drive various portions of the ossicular train. At least two
transducers having nonidentical frequency response characteristics are
specified. Details of the acoustical pickup and electronic amplification are
not described except to show that separate output amplifiers for each piezo-
electric transducer are employed.—SFL

5,735,790

43.66.Ts DEVICE IN HEARING AIDS

Bo Hakansson and Peder Carlsson, assignors to P & B Research
AB

7 April 1998 „Class 600/25…; filed in Sweden 2 December 1994

A device is shown for mechanically interconnecting an implant, an-
chored in the skull bone of a person having impaired hearing, with a bone
conduction vibrator hearing aid unit. A female cup-shaped part attached to
the threaded implant part receives a flexible part attached to the bone vibra-
tor hearing aid for easy attachment or removal of the aid.—SFL

5,737,430

43.66.Ts DIRECTIONAL HEARING AID

Bernard Widrow, assignor to Cardinal Sound Labs, Incorporated
7 April 1998 „Class 381/68.1…; filed 16 October 1996

A hearing aid has an array of five microphones across the chest,
spaced 3.25 cm apart. In combination with the associated electronics with
each microphone, the system acts as a beamformer that has high directivity,
particularly at higher frequencies. The microphone output is further ampli-
fied and delivered to a neck loop that provides an audio frequency field

around the head that is picked up by the telecoil of a headworn hearing aid.
The fact that telecoil response is usually lower at low frequencies, or that
interference due to various stray magnetic fields could be a problem, are not
mentioned.—SFL

5,742,692

43.66.Ts IN-THE-EAR HEARING AID WITH
FLEXIBLE SEAL

Henri Garcia et al., assignors to U.S. Philips Corpration
21 April 1998 „Class 381/68.6…; filed in European Patent Office 8

April 1994

The patent shows an in-the-ear hearing aid with a collar30 that forms

a flexible seal in the bony part of the ear canal so as to reduce the occlusion
effect.—SFL

5,740,258

43.66.Vt ACTIVE NOISE SUPPRESSORS AND
METHODS FOR USE IN THE EAR CANAL

Scott H. Goodwin-Johansson, assignor to MCNC
14 April 1998 „Class 381/72…; filed 5 June 1995

A very small unit is shown that fits into only the central part of the ear
canal diameter. A microphone at its outer end picks up incoming sound and
delivers it to a lowpass filter. The output of the filter is inverted and deliv-
ered to an output transducer deeper in the ear canal, whose output will tend
to cancel the low-frequency noise components. A final transducer, the far-
thest into the canal, receives its signal from the input microphone. The
signal reaching the eardrum should have a reduced noise component. The
device is formed largely on a common substrate on which microphones,
amplifiers, receivers, and the filter are formed.—SFL

5,708,757

43.72.Ar METHOD OF DETERMINING
PARAMETERS OF A PITCH SYNTHESIS FILTER IN
A SPEECH CODER, AND SPEECH CODER
IMPLEMENTING SUCH METHOD

Dominique Massaloux, assignor to France Telecom
13 January 1998„Class 395/2.29…; filed 22 April 1996

Several varieties of linear prediction speech coders use a pitch predic-
tion ~long-term! filter to reduce the output bitrate. Under certain conditions,
the synthesis pitch filter can become unstable, resulting in a pop in the
reconstructed speech, especially when transmission errors occur. This patent
describes a method of estimating the range of unstable behavior for various
error conditions and modifies the filter to avoid the most risky conditions.—
DLR

5,708,759

43.72.Ar SPEECH RECOGNITION USING
PHONEME WAVEFORM PARAMETERS

Emanuel S. Kemeny, Arlington, VA
13 January 1998„Class 395/2.63…; filed 19 November 1996

This patent describes a novel method of time-domain waveform analy-
sis called the ‘‘mainwave-ripple model’’ to generate acoustic features for a
speech recognizer system. Fine-structure parameters include amplitude and
zero-crossing counts and their frame maxima and minima over 1 ms sub-
frames. These provide a coarse classification into voiced, fricative, stop or
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mixed. Main-structure separates the wave into mainwave~crosses zero! and
ripple ~noncrossing! and includes parameters pitch, flyback, damped ringing,
ripple rate, and pitch period. These refine the phonetic classification of the
frame.—DLR

5,712,956

43.72.Ar FEATURE EXTRACTION AND
NORMALIZATION FOR SPEECH RECOGNITION

Eiko Yamada and Hiroaki Hattori, assignors to NEC Corporation
27 January 1998„Class 395/2.43…; filed in Japan 31 January 1994

This speech recognition analysis system uses a variation on cepstrum
analysis to normalize the input signal to compensate for transmission line or
other signal spectral characteristics. A parabola or higher order polynomial
is fitted to a long-term average cepstral coefficient vector. The differences of
individual cepstral vectors from the best-fit polynomial are then taken as the
feature vectors.—DLR

5,715,363

43.72.Ar METHOD AND APPARATUS FOR
PROCESSING SPEECH

Junichi Tamura et al., assignors to Canon Kabushiki Kaisha
3 February 1998„Class 395/2.14…; filed in Japan 20 October 1989

This speech analysis system computes frame features in the form of
smoothed mel-scale cepstral coefficients. The mel scale is approximated by
an all-pass filter computation using a variable frequency warping factor.
Ideally, if a phonetic transcription is available or obtained by recognition,

the mel warping factor is set from a table of phoneme-specific values. In
addition, playback may be done using a different warping factor from that of
the analysis, as shown in the figure.—DLR

5,717,818

43.72.Ew AUDIO SIGNAL STORING APPARATUS
HAVING A FUNCTION FOR CONVERTING
SPEECH SPEED

Yoshito Nejime et al., assignors to Hitachi, Limited
10 February 1998 „Class 395/2.2…; filed in Japan 10 September

1993

This patent describing a speech rate changer system is primarily con-
cerned with issues of user control and varieties of application. The rate
change system itself is a typical combination of duplicated or deleted pitch

periods with fading mix of the joined segments and detection of specific
portions of certain phonemes for possible deletion.—DLR

5,701,391

43.72.Gy METHOD AND SYSTEM FOR
COMPRESSING A SPEECH SIGNAL USING
ENVELOPE MODULATION

Shao Wei Pan and Shay-Ping Thomas Wang, assignors to
Motorola, Incorporated

23 December 1997„Class 395/2.21…; filed 31 October 1995

This speech compression system represents the waveform of each 32
ms frame by a sum of sinusoids. Subframes of samples are normalized to a
constant envelope shape and transformed via fast Fourier transform. For
voiced frames, the three or four largest spectral components are fitted by a
quadratic polynomial whose coefficients thus encode the spectral ampli-
tudes. Phase values which best fit the normalized waveform are found for
these components. For unvoiced frames, the largest spectral components are
approximated as sum and difference components, as would result from a
modulation process, and encoded as the carrier and modulating
frequencies.—DLR

5,715,362

43.72.Gy METHOD OF TRANSMITTING AND
RECEIVING CODED SPEECH

Marko Vaenskae, assignor to Nokia Telecommunications Oy
3 February 1998„Class 395/2.1…; filed in Finland 4 February 1993

This speech coder is a type of linear prediction coder in which reflec-
tion coefficients are vector quantized. If the best fitting codebook vector of
coefficients is not close enough to the analyzed coefficients, then the actual
coefficients are transmitted and the codebook is adapted. If the codebook
vector is close, then the code and the differences from the code vector are
transmitted.—DLR
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5,717,819

43.72.Gy METHODS AND APPARATUS FOR
ENCODING/DECODING SPEECH SIGNALS AT LOW
BIT RATES

Stephen P. Emeott and Aaron M. Smith, assignors to Motorola,
Incorporated

10 February 1998„Class 395/2.3…; filed 28 April 1995

This low bitrate coding method is said to produce high quality speech
output in the 4–8 kbps range. Applicable to CELP, VSELP or other coders,
the method uses the spectral envelope and pitch information to generate the
set of harmonics up to a given fraction of half the sample frequency~Fs/2!.

These are linearly warped, mapping F0 to 0 Hz and the highest harmonic to
Fs/2. Log squared warped harmonics are fitted by cubic splines and inter-
polated to a given number, autocorrelated and converted to reflection coef-
ficients, which are transmitted.—DLR

5,715,368

43.72.Ja SPEECH SYNTHESIS SYSTEM AND
METHOD UTILIZING PHONEME INFORMATION AND
RHYTHM INFORMATION

Takashi Saito and Masaaki Okochi, assignors to International
Business Machines Corporation

3 February 1998„Class 395/2.77…; filed in Japan 19 October 1994

This speech synthesizer uses a strategy which makes a distinction be-
tween independent words and adjunct words such as adverbs and postposi-
tional particles as used in the Japanese language. Phonetic clarity is a pri-
mary concern for independent words, while coarticulatory smoothness is of
more concern for adjunct words. Prosodic factors, particularly rhythm, are
treated differently according to the word type.—DLR

5,708,704

43.72.Ne SPEECH RECOGNITION METHOD AND
SYSTEM WITH IMPROVED VOICE-ACTIVATED
PROMPT INTERRUPT CAPABILITY

Thomas Drew Fisher, assignor to Texas Instruments,
Incorporated

13 January 1998„Class 379/410…; filed 7 April 1995

This patent addresses a variety of problems concerned with the capa-
bililty of a recognition system to allow a user to interrupt a voice prompt,
often referred to as barge-in. The design of a barge-in system can be espe-
cially difficult when the system involves line echoes or transmission delays
between the user and the system. Echo cancellation and controllable delay
elements are combined to minimize transmission effects on barge-in
operation.—DLR

5,710,866

43.72.Ne SYSTEM AND METHOD FOR SPEECH
RECOGNITION USING DYNAMICALLY ADJUSTED
CONFIDENCE MEASURE

Finelo A. Alleva et al., assignors to Microsoft Corporation
20 January 1998„Class 395/2.65…; filed 26 May 1995

This speech recognition system performs vector quantization of spec-
tra of the input speech frames. A hidden Markov model decoder is then used
with and without linguistic constraints to classify the spectral code se-
quences. A confidence measure rates the linguistically constrained decoding
against the unconstrained decoding and adjusts the decoding score accord-
ingly. Linguistic constraints may represent phoneme, word, or other unit
sequences according to a specified grammar.—DLR

5,712,957

43.72.Ne LOCATING AND CORRECTING
ERRONEOUSLY RECOGNIZED PORTIONS OF
UTTERANCES BY RESCORING BASED ON TWO
n-BEST LISTS

Alex H. Waibel and Arthur E. McNair, assignors to Carnegie
Mellon University

27 January 1998„Class 395/2.49…; filed 8 September 1995

Many current speech recognition systems provide a scoredn-best list
for each recognition attempt. This patent describes a strategy to usen-best
lists to correct recognition errors. When a low best score occurs, the user is
prompted to respeak the incorrect portion of the utterance. As one of several
ways of locating the incorrect section, the system creates a grammar for the
correction utterance consisting of all possible subsequences of the originally
recognized utterance.N-best lists of the original and respoken inputs are
then processed to locate and correct the original error.—DLR

5,715,367

43.72.Ne APPARATUSES AND METHODS FOR
DEVELOPING AND USING MODELS FOR SPEECH
RECOGNITION

Laurence S. Gillick and Francesco Scattone, assignors to Dragon
Systems, Incorporated

3 February 1998„Class 395/2.63…; filed 23 January 1995

This speech recognition system uses a combination of dynamic time
warping, decision tree classification, and phonetic context information to
classify input feature vectors into phonetic units. In one version a prelimi-
nary decision tree classifies input feature vectors into phonetic groups using

the context of neighboring vectors. The parameter sets are then reduced and
then a new decision tree is built. Classifications of the second tree form the
acoustic model of each phoneme.—DLR
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5,717,826

43.72.Ne UTTERANCE VERIFICATION USING
WORD BASED MINIMUM VERIFICATION ERROR
TRAINING FOR RECOGNIZING A KEYBOARD
STRING

Anand Rangaswamy Setlur et al., assignors to Lucent
Technologies, Incorporated

10 February 1998„Class 395/2.61…; filed 11 August 1995

This speech recognizer uses multiple special-purpose hidden Markov
model~HMM ! decoders to recheck keyword results from the primary HMM
system. Detected keyword candidates are verified by the results from a
keyword HMM, a misrecognition HMM, and a nonkeyword HMM, which,
respectively, test the hypothesis, the null hypothesis, and the alternate hy-
pothesis for each possible keyword.—DLR

5,717,828

43.72.Ne SPEECH RECOGNITION APPARATUS
AND METHOD FOR LEARNING

Martin Rothenberg, assignor to Syracuse Language Systems
10 February 1998„Class 395/2.79…; filed 15 March 1995

This language teaching system presents the language learner with fea-
tures of the language in such a way that specific sets of learner responses are
most probable, some of which are correct and some incorrect. The recog-
nizer grammar includes all such possible responses, allowing it to respond
appropriately in most situations. When the learner is prompted to speak a
foreign language item, the recognizer can spot deficient aspects of the pro-
nunciation and offer specific help to improve that item.—DLR

5,719,996

43.72.Ne SPEECH RECOGNITION IN SELECTIVE
CALL SYSTEMS

Lu Chang and Yan-Ming Cheng, assignors to Motorola,
Incorporated

17 February 1998„Class 395/2.65…; filed 30 June 1995

This speech recognition system is designed for use as a call processor
for accepting messages which are to be relayed to a subscriber’s pager unit.
In order to implement a hidden Markov model~HMM !-like recognizer with
much reduced computational load, the system selects from precomputed sets
of probability density functions for the best match to incoming speech.—
DLR

5,736,660

43.75.Mn METHOD OF ADJUSTING LENGTH OF
DUPLEX SCALE PORTION OF PIANO
STRINGS

Daniel T. Frankel, New York, NY
7 April 1998 „Class 84/200…; filed 19 June 1996

This patent describes a tool22 designed to engage frets16 resting on
a piano plate18 for moving the fret to a new position168, in order to change
the length of the duplex portion10 of a piano string11 between bridge pin
12 and the apex14 of fret 16. The purpose for moving the fret while the

string is under tension is to adjust the modes of vibration of string segment
10 to frequencies that will enhance, through sympathetic vibration, the tone
of the main tuned portion of the strings on the other side of the bridge.—
DWM

5,739,446

43.75.Pq HARMONICA AND METHOD OF PLAYING
SAME

Henry T. Bahnson, Pittsburgh, PA
14 April 1998 „Class 84/377…; filed 21 May 1992

The art of playing a 10-hole diatonic harmonica involves the combi-
nation of blowing and sucking modes in which either blow-reeds or draw-
reeds are excited. A technique of overblowing or overdrawing enables play-
ers of great skill to produce additional members of the scale without having
to resort to a chromatic harmonica having more reeds. The diatonic har-
monica of this patent includes ‘‘damping means for producing pure over-
blow and/or overdraw tones and making such tones less difficult to pro-
duce.’’ One or more slides are used to damp reeds during an overblow or
overdraw procedure. For additional details on the ‘‘Acoustical and physical
dynamics of the diatonic harmonica’’ see Bahnsonet al., J. Acoust. Soc.
Am. 103, 2134–2144~1998!.—DWM

5,750,912

43.75.Rs FORMANT CONVERTING APPARATUS
MODIFYING SINGING VOICE TO EMULATE
MODEL VOICE

Shuichi Matsumoto, assignor to Yamaha Corporation
12 May 1998„Class 84/609…; filed in Japan 18 January 1996

This computer system analyzes the output signal from the microphone
responding to a singer’s voice, then compares the formant spectrum data to
that of a model or reference voice, and automatically adjusts an electronic
equalizer to modify the response-frequency characteristic of the sound sys-
tem according to the detected spectral differences, ‘‘so as to emulate the
vocal quality of the model voice.’’ Adjustments are made sequentially as the
vowels change during singing.—DWM

5,701,897

43.80.Vj ULTRASONIC DIAGNOSIS APPARATUS
AND IMAGE DISPLAYING SYSTEM

Akihiro Sano, assignor to Kabushiki Kaisha Toshiba
30 December 1997„Class 128/661.09…; filed in Japan 2 October

1992

This instrument, which is described by 95 figures and 46 columns of
text, produces a gray scaleb-scan image on which a color image of blood
flow is superimposed.—RCW
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5,704,105

43.80.Vj METHOD OF MANUFACTURING
MULTILAYER ARRAY ULTRASONIC
TRANSDUCERS

Venkat Subramaniam Venkataramani et al., assignors to General
Electric Company

6 January 1998„Class 29/25.35…; filed 4 September 1996

This method of fabricating a 1.5-dimensional or a two-dimensional
multilayer transducer array22 employs dicing saw kerfs36, 38, 40, 44 to
provide acoustic isolation between rows. The kerfs are metalized74, 76 to

connect surface electrode layers and buried internal electrode layers. The
method results in a higher element capacitance than in a corresponding
single layer element.—RCW

5,706,816

43.80.Vj IMAGE PROCESSING APPARATUS AND
IMAGE PROCESSING METHOD FOR USE IN
THE IMAGE PROCESSING APPARATUS

Takashi Mochizuki and Mutsuhiro Akahane, assignors to Aloka
Company

13 January 1998„Class 128/660.07…; filed in Japan 17 July 1995

In this method and apparatus, the transducer can be displaced to move
the scan plane in a three-dimensional region. Included is a three-dimensional
image data generator that determines the brightness of a voxel based on

echo signal amplitude in that voxel and a memory to store the brightness
data. The apparatus can produce a three-dimensional ultrasonic image in real
time.—RCW

5,706,817

43.80.Vj FILTERING METHOD FOR ULTRASONIC
COLOR DOPPLER IMAGING SYSTEM

Tai-kyong Songet al., assignors to Medison Company
13 January 1998„Class 128/661.09…; filed in Korea 7 May 1996

This method employs a modified infinite impulse response filter to
implement a moving target indicator that suppresses echoes from a station-
ary background. The filter also suppresses undesired transient signals that
appear at the output of a conventional infinite impulse response filter and
uses a small order to realize a steep transition between stop and pass bands.
These characteristics permit higher frame rates.—RCW

5,715,823

43.80.Vj ULTRASONIC DIAGNOSTIC IMAGING
SYSTEM WITH UNIVERSAL ACCESS TO
DIAGNOSTIC INFORMATION AND IMAGES

Michael A. Wood et al., assignors to Atlantis Diagnostics
International, L.L.C. and Advanced Technology Laboratories,
Incorporated

10 February 1998„Class 128/660.01…; filed 25 September 1996

This system can be connected through a communication network that
makes ultrasonic images and other information accessible via a conventional
personal computer and commercially available software.—RCW

5,724,974

43.80.Vj TWO-DIMENSIONAL ULTRASOUND
DISPLAY SYSTEM

Leonard James Goodsell, Jr. et al., assignors to Acuson
Corporation

10 March 1998„Class 128/661.09…; filed 22 March 1996

A line of study is defined by two or more icons positioned on a two-
dimensional motion image. At each point along the line of study, a velocity
profile is displayed. Computations of velocity and spread are made from
scan-converted information and user-specified direction angles.—RCW
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Modeling nonlinearity in electrostrictive sonar transducersa)
Craig L. Hom and Natarajan Shankar
Advanced Technology Center, Lockheed Martin Missiles & Space, Palo Alto, California 94304

~Received 23 December 1997; accepted for publication 29 April 1998!

Electrostrictive driver materials with large strain capability hold great promise for the advancement
of sonar projector technology. However, the nonlinear induced strain of these materials can create
acoustic distortion in transducers through higher-order harmonics. Electrostrictors also possess
complicated prestress and temperature dependencies, and an elastic modulus that depends strongly
on electric field. This investigation examined these issues with a nonlinear, frequency domain model
for a flextensional transducer powered by an electrostrictive stacked actuator. A simple, linear
lumped-parameter model of a flextensional shell and its surrounding acoustic medium were
combined with a nonlinear model of the electrostrictive driver. This model accounted for the
material’s nonlinear dependencies and behavior. Predictions of the device’s acoustic/electric
response during operation compared favorably with experiments performed on a single element
flextensional transducer. The model’s results showed that proper adjustment of the power supply’s
parameters minimizes the level of distortion without completely sacrificing the transducer’s
improved source level. ©1998 Acoustical Society of America.@S0001-4966~98!03808-9#

PACS numbers: 43.10.Ln, 43.38.Fx, 43.30.Yj@SLE#

INTRODUCTION

A continuing goal of underwater transducer design is to
improve acoustic power output while maintaining or reduc-
ing size and weight. Since its driver ultimately limits a trans-
ducer’s performance, devices with new, high strain electros-
trictive and magnetostrictive materials have greater potential
for meeting this goal than analogous transducers driven
by traditional Pb~Zr,Ti!O3 ceramics~PZT!.1–3 One family
of electrostrictive relaxor ferroelectrics based on
Pb~Mg1/3,Nb2/3!O3–PbTiO3–BaTiO3 ~PMN–PT–BT!4,5 fea-
tures high energy densities~6.4 kJ/m3 at 1 MV/m! and large
induced strains~;80031026 strain at 1 MV/m! with low
hysteresis~,5% at 1 MV/m and 1 Hz! compared to PZT.

However, electrostrictive PMN–PT–BT materials pos-
sess a strong nonlinear induced strain and polarization re-
sponse as shown in Fig. 1~the exact composition was
0.97@0.9Pb~Mg1/3,Nb2/3!O3–0.1PbTiO3#–0.03 BaTiO3, and
the test was performed at 5 °C and 1 Hz!. Typical of both
electrostrictive and magnetostrictive materials, this type of
nonlinear behavior distorts a transducer’s acoustic signal. In
this context, distortion means a transducer excited by a
single voltage harmonic input generates multiple acoustic
harmonics, which are frequency multiples of the input. The
higher-order harmonics divert power from the primary signal
and complicate signal processing of the return signal, in turn
limiting the operational use of the device. Nonlinear trans-
duction modeling of electrostrictive and magnetostrictive de-
vices can assess the distortion effects and offer guidance in
tailoring the input signal to reduce distortion.

Sherman and Butler,6 and Shermanet al.7 studied the
problem of harmonic acoustic distortion in nonlinear elec-
trostrictive and magnetostrictive transducers using perturba-

tion methods. They represented the constitutive behavior of
the driver as a truncated polynomial expansion in both strain
and electric field. For electrostrictors, difficult and extensive
measurements of polarization and strain under compressive
prestress were required to obtain the coefficients for their
expansion. An attractive feature of Sherman and Butler’s
analysis was the solution of the problem in the frequency
domain. This greatly simplified the analytical effort and pro-
vided a convenient way of interpreting the results. Their
computations predicted the second and third harmonic am-
plitudes as a function of frequency. However, modeling of an
electrostrictive transducer excited near saturation requires
more higher-order terms. For this case, the perturbation
method becomes tedious to formulate.

The work described in this paper examined the acoustic
performance of a nonlinear PMN–PT–BT transducer for a
broad range of electric fields up to saturation. A model of a
class IV flextensional shell transducer with a PMN–PT–BT
driver2 was developed using the experimentally validated
constitutive law of Hom and Shankar8 for electrostriction.
The material parameters for this constitutive law were mea-
sured from tests without compressive prestress, in contrast to
Sherman and Butler’s polynomial expansion. This signifi-
cantly simplified the experimental requirements for material
characterization. The Hom and Shankar constitutive law rep-
resents the nonlinear behavior over a full range of electric
field up to saturation, and Brownet al.9 have shown that it
accurately predicts both the prestress dependency and the
electric-field-dependent modulus. For example, they demon-
strated that the elastic modulus changed nearly 30% as the
electric field varied from 0.0 to 1.0 MV/m. The approach
presented in this paper permitted solution of the sonar pro-
jector problem in the convenient frequency domain, like
Sherman and Butler’s perturbation method. However, the
method maintained the full nonlinear saturation behavior of
the ceramic shown in Fig. 1, and accurately modeled the
prestress behavior and field-dependent modulus.

a!Selected research articles’’ are ones chosen occasionally by the Editor-in-
Chief that are judged~a! to have a subject of wide acoustical interest, and
~b! to be written for understanding by broad acoustical readership.
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I. NONLINEAR TRANSDUCER MODEL

Figure 2 shows the general layout of the class IV flex-
tensional transducer modeled in this study. The transducer
element consisted of two subelements, each containing an
oval shell, a PMN–PT–BT ceramic driver, and two alumina/

silica shims. End caps and tie rods fasten the two subele-
ments in tandem, and rubber O-rings sealed the joints be-
tween the caps and the shells. The subelements were
electrically staved together to operate simultaneously in
phase. The electrostrictive ceramic driver was a stack of
PMN–PT–BT plates sandwiched between alternating elec-
trodes. Shims or end shanks placed between the shell and the
stack provided a prestressed fit, which kept the stack in place
during operation. In this design, the stack acted as an electric
motor, while the shell’s symmetric bending motion amplified
its velocity output.

The model broke the transducer into two parts: the non-
linear electrostrictive stack; and the surrounding linear shell,
shims, and acoustic medium. The end caps, tie rods, and
seals were not modeled. Nonlinear elastic behavior due to
large deformation in the joints and other components was
also ignored. Since the subelements operated in synchroniza-
tion, the model examined a single shell/actuator assembly
with twice the actual length.

A. The ceramic rod

The ceramic PMN–PT–BT stack consisted ofN plates,
eachL/N thick with cross-sectional areaA. The stack had a
total length ofL. Our analysis treated the driver as a nonlin-
ear rod actuator constrained with the linear, frequency-
dependent impedance of its surroundings. Figure 3~a! shows
a schematic of the rod model and the external impedance.
The axial coordinatex for the rod is also depicted in the
figure. Due to symmetry of displacement relative to the
middle of the stack, the rod was fixed at its base (x50), and
its length wasL/2.

The goal of the rod model was to compute the velocity
spectrum and static displacement for a given voltage. The
force boundary condition at the end of the rod required

AT~L/2,t !52K~C01D!2E
2`

`

Z~v!Vstack~v!eivt dv.

~1!

Here,T(x,t) is the axial stress in the rod,K andZ represent
the surrounding structure’s static stiffness and complex im-
pedance, respectively,t is time, v is frequency,Vstack is the
complex Fourier transform of the velocity of the rod’s end,
vstack(t), andC0 is the static displacement of the rod’s end.
D represents the mismatch between the stack and the shell
created by alumina/silica shims. While this mismatch main-
tained a secure fit between the stack and the shell, it also
prestressed the ceramic into compression.D diminished

FIG. 1. ~a! Induced polarization and~b! strain response of a PMN–PT–BT
electrostrictor to a 1-MV/m electric field at 1 Hz and 5 °C~exact chemical
formula provided in text!. Data are displayed for one complete cycle.

FIG. 2. Exploded view of a class-IV flextensional transducer with a nonlin-
ear electrostrictive driver.

FIG. 3. Model of the flextensional transducer:~a! the ceramic driver as a
nonlinear rod actuator constrained by a surrounding linear impedance, and
~b! a lumped parameter model of the shim, shell, and acoustic medium.
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slightly when submersed in water, since the external water
pressure opened the shell with increasing depth. Appendix A
describes how the mismatch was computed from finite-
element analysis of the shell. Equation~1! shows that the
nonlinear force generated by the actuator~the equation’s left
side! balanced the linear reaction of the surrounding medium
~the equation’s right side!.

The constitutive response of the ceramic and the applied
voltage determined the stressT. The ceramic’s electrome-
chanical behavior was modeled with the constitutive law of
Hom and Shankar.8 The one-dimensional version of this law
consists of the coupled mechanical and electrical equations,

S~x,t !5s33T~x,t !1Q33P~x,t !2 ~2!

and

E~x,t !522Q33P~x,t !T~x,t !1
1

k
arctanhS P~x,t !

Ps
D .

~3!

S, P, and E are the total strain, the polarization, and the
electric field in the longitudinal direction, respectively. The
material parametersQ33, Ps , andk were measured experi-
mentally from electrical tests without prestress.Q33 is the
longitudinal electrostrictive coefficient,Ps is the saturation
polarization, andk is a new material parameter introduced by
Hom and Shankar.s33 represents the closed-circuit elastic
compliance measured from a stress–strain test without ap-
plied field. As mentioned earlier, Brownet al.9 showed that
this model accurately predicts the drop in induced polariza-
tion and strain due to prestress effects and simulates the
field-dependent elastic modulus.

The voltage applied to the positive electrodes controlled
the electric field in the ceramic. The voltage was dc-biased,
so the device oscillated on one wing of the strain–electric
field curve shown in Fig. 1. This situation approximates lin-
ear behavior for a small ac voltage signal. In our case, the ac
voltage was a single harmonic of arbitrary amplitude. The
total voltage differenceDf between alternating electrodes
was

Df~ t !5V01Re@Veiv0t#, ~4!

where V0 is the dc voltage,V is the complex ac voltage
amplitude, andv0 is the frequency of the voltage source.
The dielectric loss (tand) was modeled as a linear electric
resistor in parallel with the actuator.

B. The surrounding medium

The impedance and stiffness of the shims, the flexten-
sional shell, and the acoustic medium constrained the rod in
Eq. ~1!. Z(v) and K were computed using finite-element
analysis and modal summation techniques. The analysis in-
cludes the response of the shell’s quadrupole, octopole, and
membrane modes. The result equaled the impedance of the
lumped parameter system shown in Fig. 3~b!, which was
similar to the model developed by Brigham10,11 to approxi-
mate his analytical shell solution to the class IV flextensional
problem.12 Appendix A describes the method used to obtain

the total impedance of the surroundings and derives the im-
pedance for each element in the lumped circuit shown in Fig.
3~b!.

C. The acoustic response

After computing the rod’s velocity spectrum, the trans-
ducer’s underwater acoustic performance in terms of source
level ~SL! was predicted. The acoustical model treated the
transducer as a radiating sphere of equivalent surface area.
The shell’s average velocity at the surface,^vshell(v)&, was
computed from the rod’s velocity using the lumped param-
eter model in Fig. 3~b! and modal summation techniques.
Appendix B describes the details of the computation. Both
^vshell(v)& and the resulting pressure field consisted of sev-
eral harmonics. Each pressure field harmonic was computed
from its corresponding shell velocity harmonic by assuming
spherical radiation in the water. Individual SLs for each har-
monic were calculated from the predicted pressure harmonic
at a distance of 1 m from source.

II. SOLUTION IN THE FREQUENCY DOMAIN

This section describes the solution of the electrostrictive
transducer problem used to compute the rod’s velocity spec-
trum. Once the rod’s velocity was known, the transducer
velocity spectrum and SL were calculated using the methods
described in the previous section.

First, the polarization and stress in the stack were deter-
mined from the displacement and voltage. The standard defi-
nitions,

S5
]u

]x
and E52

]f

]x
, ~5!

related the displacement and voltage in the stack to its strain
and electric field. Using Eq.~5!, the electrical constitutive
Eq. ~3! became

2
]f

]x
522

Q33

s33
PS ]u

]x
2Q33P

2D1
1

k
arctanhS P

Ps
D . ~6!

For a multilayered stack, Eq.~6! was approximated by

N~V01Re@Veivt# !

L

522
Q33

s33
PS 2u~L/2,t !

L
2Q33P

2D1
1

k S P

Ps
D . ~7!

The left-hand side of this equation was the device’s average
electric field, and 2u(L/2,t)/L was the device’s average
strain. Given the end displacement at a specific time, the
polarization for that time was computed from Eq.~7! by
numerical iteration. The corresponding stress state was then
calculated from Eq.~2!.

The momentum balance in the rod required that

]T

]x
5r

]2u

]t2 , ~8!

where r represents the density of the electrostrictor. Since
most electrostrictive ceramics have dielectric constants
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above 10 000, Gauss’s law for electrostatics was approxi-
mated by

]P

]x
'

]D

]x
50, ~9!

inside each ceramic layer, whereD is the electric displace-
ment. From Eq.~9!, P was effectively independent ofx, ex-
cept for the jump across the electrodes. Using Eqs.~2!, ~5!,
and ~9!, Eq. ~8! became

]2u

]x2 5s33r
]2u

]t2 . ~10!

Assuming subharmonics did not exist,u had the same period,
2p/v0 , as the voltage source. Then, the solution of Eq.~10!
is the complex Fourier series,

u~x,t !5C0

2x

L
1 (

m51

M
sin~2mv̄x/L !

sin~mv̄ !
Cmeimv0t

1 (
m52M

21
sin~2mv̄x/L !

sin~mv̄ !
Cmeimv0t, ~11!

for a rod fixed at its base.v̄ is a normalized frequency de-
fined by

v̄25
rs33v0

2L2

4
. ~12!

Cm represents the complex Fourier coefficient of themth
displacement harmonic at the actuator’s end.C2m is the
complex conjugate ofCm , sou in Eq. ~11! was real. The two
series in Eq.~11! were truncated after the6M th term. The
corresponding strain at the rod’s end was

S~L/2,t !5
2C0

L
1 (

m51

M
2mv̄

L
cot~mv̄ !Cmeimv0t

1 (
m52M

21
2mv̄

L
cot~mv̄ !Cmeimv0t, ~13!

and the velocity of the stack’s end was

nstack~ t !5 (
m52M

M

imv0Cmeimv0t. ~14!

Using Eq.~14!, Eq. ~1! was rewritten as

AT~L/2,t !2K~C01D!

1 (
m52M

M

Z~mv0!imv0Cmeimv0t50. ~15!

Fourier transforms of the right side of Eq.~15! are also zero,
so

h0[AE
2p/v0

p/v0
T~L/2,t !dt1

2p

v0
K~C01D!50

and

hm[AE
2p/v0

p/v0
T~L/2,t !e2mv0tdt

12pZ~mv0!mCmi 50, for m.0. ~16!

Equation~16! represents a system of 2M11 nonlinear
equations~h050, Re@hm#50, and Im@hm#50! that was solved
by Newton iteration for 2M11 variables~C0 , Re@Cm# and
Im@Cm#!. hm were the residuals for that procedure, and the
derivatives ofhm with respect toCm formed the Jacobian.
The iteration procedure began by making an initial estimate
for Cm . The polarization, strain, and stress were computed in
succession from Eqs.~7!, ~13!, and~2!. Then, the stress and
Cm were used to determine the residuals and Jacobian. Cor-
rections to the displacement coefficients were calculated, and
the initial estimate was updated. The iteration procedure con-
tinued until the correction to the device’s average strain was
less than 1.031027 ~giving 1/10th of a microstrain accu-
racy!. OnceCm was determined, the rod’s velocity was com-
puted from Eq.~14!. For the computations presented in this
paper,M58 was sufficient.

III. NUMERICAL RESULTS

A C11 computer program was written on a desktop
computer to implement the electrostrictive flextensional so-
nar model described in the previous sections and the appen-
dices. Using this program, calculations were performed to
model a real transducer built by Lockheed Martin Laborato-
ries, Baltimore, MD and tested by the Naval Undersea War-
fare Center, Newport, RI. This flextentional device was de-
signed to excite the shell’s quadrupole mode at 4.5 kHz,
underwater.

The ceramic stack contained ten PMN–PT–BT plates
each 5.47 thick, 37.5 long, and 8.92 mm wide. The plates
were stacked in the thickness direction. The alumina/silica
shims had the same length and width as the electrostrictively
active plates, but the thicknessLshim was 2.79 mm. Machin-
ing of the final stack assembly left an initial 0.152 mm mis-
match,D0 , between the stack and the shell. The elliptical
shell was constructed of aluminum with minor and major
radii, a andb, of 17.1 and 39.4 mm, respectively. The shell
had a length of 39.6 mm and a wall thickness of 4.3 mm.
Since there were two elements, the effective length,W, of the
shells was 79.2 mm.

The analysis consisted of a series of computations over a
broad range of frequencies~3.0 to 8.0 kHz!, where each
calculation examined one specificv0 . At that frequency,
the SL for each harmonic (mv0) and the electrical
response were computed. The material properties
used for PMN–PT–BT ~exact composition was

TABLE I. Material parameters for PMN–PT–BT at 5 °C.a

Ps ~C/m! k ~m/MV! Q33 (m4/C2) 1/s33 ~GPa! tand r (kg/m3)

0.254 1.62 1.6231022 104 0.035 7900

aMaterial composition given in the text.

TABLE II. Material parameters for flextensional components.

Material Modulus 1/s ~GPa! Poisson’s ratio Densityr (kg/m3)

Aluminum 71.0 0.33 2700
Alumina/silica 64.1 ¯ 2520
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0.97@0.9Pb~Mg1/3,Nb2/3!O3–0.1PbTiO3#–0.03 BaTiO3! ce-
ramic are shown in Table I, and correspond to data measured
at 5 °C~the temperature of the experimental test data on this
transducer!. Table II shows the properties of the alumina/
silica shim and aluminum shell materials. The speed of
sound and density of the water medium for the calculations
were 1500 m/s and 1026 kg/m3, respectively. The depth of
the transducer was 93 m for both the test and the simulation.
The computations were first performed for specific ac volt-
ages,V, and dc bias voltages,V0 , in order to compare with
experimental measurements. Then, a parameter study was
conducted to map distortion as a function ofV, V0 , andv0 .

A. Electrical response

The simulation predicted the transducer’s electrical re-
sponse using the electrostrictive model. CurrentI was di-
rectly computed from the polarization in the device and the
electrostrictor’s dielectric loss factor.I was the sum of a
capacitive current,I C , and resistive current due to dielectric
losses,I R . The loss tangent, tand, was defined as the ratio of
resistive and capacitive current amplitudes. The capacitive
current was

I C~ t !5
]q

]t
5 (

m52M

M

ANmv0iPmeimv0t, ~17!

whereq is the charge in the device, andPm represents the
complex Fourier coefficients of the computed polarization
P(t). I C also included a resistance term due to the mechani-
cal impedance of the acoustical medium. The resistive cur-
rent due to dielectric loss was in phase with the applied volt-
age, so

I R~ t !5 (
m52M

M
V

uVu
ANmv0uPmutan deimv0t. ~18!

Combining the current of the two branches yielded

I ~ t !5 (
m51

M

Re@ i meimv0t#

5 (
m51

M

2 ReFANmv0iPm

1
V

uVu
ANmv0uPmutan deimv0tG . ~19!

The magnitude and phase of the first current harmonic (I 1)
versus frequency are plotted in Fig. 4 forV52.0 kVRMS and
V053.85 kV. As expected, the result showed that the imped-
ance to the electric load was almost purely reactive. The
figure also plots the corresponding experimentally measured
data for the first harmonic. The result demonstrates that rea-
sonable agreement was obtained between the model and the
experiment.

The electrical admittance characterizes a transducer’s
electrical response; however, by definition, admittance only
applies to linear electrical systems. For the nonlinear elec-

trostrictive problem, the electrical result was linearized by
using the first harmonic of the current. Admittance was de-
fined as

I 1

V
5G1 iB, ~20!

whereG is the conductance andB is the susceptance. Figure
5 shows the components of admittance as a function of fre-
quency for V52.0 kVRMS and V053.85 kV. The corre-
sponding experimental values, also plotted in the figure,
agreed well with the model.

The simulation also computed the electrical power re-
quired by the device. The average electrical power input to
the device was

^W&5
1

T E
0

T

fI dt, ~21!

for the periodT52p/v0 . Figure 6 plots the electric power
as a function of frequency forV52.0 kVRMS and V0

53.85 kV. It is important to note that the power require-
ments for this device were nearly ten times that required for
a similar PZT device run with the same ac drive voltage. The
plot shows that the model overpredicted the peak power of
the device at resonance. This result was consistent with the
higher predicted conductance shown in Fig. 5, and the SL
predictions presented in the next subsection. This inaccuracy
was due to the crude equivalent sphere approximation used

FIG. 4. ~a! Magnitude and~b! phase angle of the transducer’s first current
harmonic (m51) for V52.0 kVRMS andV053.85 kV. The solid line is the
result predicted by the model, while the discrete points represent measured
data.
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to determine the acoustic impedance constraining the flex-
tensional shell. This approximation overestimated the imped-
ance resulting in the higher predicted conductance.

Finally, the model’s electrical admittance computations
were also used to calculate the device’s in-air resonance.
This prediction was performed to validate the linear lumped
parameter model used for the shell. ForV052.6 kV dc with
a weak field ac signal of 1.0 VRMS, the model predicts a 8.7
kHz out-of-water resonance of the flextensional’s quadrupole

mode compared to the 8.1 kHz resonance experimentally
measured on the actual device.

B. Acoustic response

Figure 7 shows a plot of the SL for the first harmonic
(m51) of the transducer. This harmonic has the same fre-
quency as the voltage source. A peak in primary harmonic’s
SL occurred at 4.8 kHz, when it excited the quadrupole
mode of the shell. The figure also shows the performance
measured by the Naval Undersea Warfare Center, New Lon-
don, for the actual device under the same operating condi-
tions. Comparison of the two results indicates reasonable
agreement; the experiments and model were within 4 dB
over the frequency range studied. A measured resonance oc-
curred at 4.6 kHz, and the SL of the experiment at this fre-
quency was 1.4 dB greater than the model. However, the
predicted quality factorQ of the system was 1.3, which was
significantly lower than the 2.7 measured in the experiment.
The lower predicted peak and the shallow roll-off of SL at
frequencies above resonance caused this disagreement.

The simulation also demonstrated that prestress has a
weak effect on the primary harmonic’s SL. From Eq.~1!, the
static prestress at the rod’s end was

T052
K

A
~C01D!. ~22!

For D050.076, 0.152, and 0.254 mm, the predicted pre-
stresses for the case,V52.0 kVRMS andV053.85 kV, were
10.0, 22.7, and 39.6 MPa, respectively. However, the SLs of
the primary harmonic for these three cases were within 0.5
dB of each other.

Acoustic distortion in the transducer occurred when the
SL of the higher-order harmonics became significant relative
to the primary harmonic. Figure 8 shows a waterfall plot of
each harmonic’s SL as a function of frequency for 2.0 kVRMS

andV053.85 kV. The SLs provided in the figure are relative
to the peak value of the primary harmonic. The results indi-
cated that the distortion was at a minimum when the primary
harmonic excited the shell’s quadrupole mode into reso-
nance. The next largest harmonic (m52) was 24 dB below
the primary harmonic atv054.6 kHz. The distortion in-

FIG. 5. The transducer’s~a! conductance and~b! susceptance forV
52.0 kVRMS andV053.85 kV. The solid line is the result predicted by the
model, while the discrete points represent measured data.

FIG. 6. A plot of the electric power for the transducer~V52.0 kVRMS and
V053.85 kV!. The solid line is the result predicted by the model, while the
discrete points represent measured data.

FIG. 7. SL plot of the first harmonic (m51) for the transducer withV
52.0 kVRMS andV053.85 kV. The solid line is the result predicted by the
model, while the discrete points represent measured data.
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creased above (v0;8.0 kHz) and below (v0;3.0 kHz) the
primary harmonic’s resonance frequency. Since the higher
harmonics were frequency multiples ofv0 , they also excited
the higher frequency stack resonance mode, and the shell’s
octopole and membrane modes. These resonances appeared
as peaks in the 4th and 5th harmonics~Fig. 8!, and they
increased the level of distortion.

Figure 9 shows the model predictions and experimen-
tally measured SL values of the first three higher-order har-
monics ~m52, 3, and 4! versus frequency forV054.2 kV
with V51.5 kVRMS. The SLs were referenced to the SL of
the primary harmonic (m51). While the experiments
showed the same general trend, the observed distortion dif-
fered from the model, particularly above resonance. Figure
10 displays the SL values for the higher harmonics with
2.0 kVRMS andV054.2 kV. As expected, the results showed
that both the distortion predicted by the model and measured
in the experiments were higher for the 2.0 kVRMS ac signal.
The figure also indicates that the model captured the general
trend measured in the experiments.

C. Distortion maps

Parametric studies using the nonlinear model were also
performed to determine the effect of dc bias voltage and ac
voltage on the distortion. In this study, distortion was defined
in terms of the acoustic pressure field as

distortion5A(
m52

M

pm
2 /p1 , ~23!

wherepm represents the Fourier components of the far-field
water pressure. Physically, this distortion was the magnitude
of the higher harmonic pressures relative to the primary pres-
sure source.

Figure 11 is a contour plot of distortion in frequency-dc
voltage space for a fixed ac voltage of 2.0 kVRMS. The plot’s
vertical dimension represents increasing or decreasing the
bias voltage. The plot demonstrates that an optimum dc volt-
age of 3.4 kV existed that minimized distortion. This result
quantified an intuitive assessment of the strain versus field
curve ~Fig. 1!: if the bias was set too high, nonlinearity oc-

FIG. 8. Waterfall plot of each harmonic’s relative SL as a function of
frequency for the transducer withV52.0 kVRMS andV053.85 kV. The SLs
are referenced to the peak SL of the primary harmonic.

FIG. 9. Predicted SL of the higher harmonics relative to the primary har-
monic compared to the experimentally measured values forV51.5 kVRMS

andV054.2 kV.

FIG. 10. Predicted SL of the higher harmonics relative to the primary har-
monic compared to the experimentally measured values forV52.0 kVRMS

andV054.2 kV.

FIG. 11. Contour plot of the distortion level in frequency-dc voltage space
for a fixed ac voltage of 2.0 kVRMS and an initial mismatchD0 of 0.152 mm.
The plot gives a visual indication of the optimum dc bias voltage.
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curred from saturation; if the bias was set too low, nonlin-
earity occurred from the quadratic strain response. The curve
appears quasilinear somewhere in between these two ex-
tremes, and Fig. 11 quantifies that best bias point. Figure 12,
a waterfall plot of the acoustic harmonic’s SL withV0

53.4 kV, reveals the nature of this optimization. The figure
shows that the SL of the second harmonic drops below the
third harmonic at frequencies below resonance (v0

;3.0 kHz). Indeed, the optimum bias point could be found
experimentally by tuning the dc bias voltage and measuring
the second harmonic. The results also showed that distortion
limits the bandwidth of the transducer. For example, Fig. 11
shows that the device could not be operated below 3.7 kHz if
a system-level requirement of a 10% distortion was imposed.

The optimum dc bias point also depended on the level of
prestress. For the nominal case ofD050.152 mm, the model
predicted a 22.7-MPa compressive stress on the device and
an optimum dc bias voltage of 3.4 kV. Figure 13 is a contour
plot of distortion for a larger shim of 0.254 mm. The figure
indicates that the optimum bias voltage for this shim size
was 3.9 kV~a 15% increase in voltage!. Compared to Fig.
11, the higher prestress has generally reduced the level of
distortion. This sensitivity to shim size may explain why the
model did not quantitatively agree with the distortion mea-
surements shown in Figs. 9 and 10. The shell and stack were
both machined to tolerances of 0.0254 mm. So the actual
mismatch is within633% of the modeled value, which
would make exact distortion predictions difficult for a spe-
cific transducer.

Finally, the model computed the distortion’s dependence
on the ac voltage. Figure 14 is a contour plot of distortion in
frequency-ac voltage space for a fixed bias voltage of 3.85
kV. In this case, the plot’s vertical dimension represents in-
creasing or decreasing the ac voltage magnitude. The figure
clearly shows that increasing the ac voltage increased the
level of distortion, so an optimum ac voltage did not exist.
The reader should view this plot as the operating envelope
for the transducer for a given level of distortion. For ex-

ample, if the distortion should not exceed 5% for a particular
application, the 5% contour defines the maximum ac voltage
that can be applied to the device. The maximum voltage in
turn defines the maximum SL possible for the fixed distor-
tion level.

IV. CONCLUSIONS

This paper introduces a new transducer model that simu-
lates nonlinear material behavior in electrostrictive ceramics.
The model predicts SL and acoustical distortion in the fre-
quency domain as a function of the drive voltage parameters.
The results offer guidance selecting the optimum dc bias
voltage that minimizes distortion for a given material and
transducer configuration. The model also defines the maxi-
mum ac voltage that could be applied to the device for a
given level of distortion and predicted the resulting SL. This

FIG. 12. Waterfall plot of each harmonic’s relative SL as a function of
frequency for the transducer at the optimum bias point~V52.0 kVRMS and
V053.4 kV!. The SLs are referenced to the peak SL of the primary har-
monic. The result shows that distortion was minimized when the second
harmonic (m52) was lower than the third and fourth harmonics atv0

53 kHz.

FIG. 13. Contour plot of the distortion level in frequency-dc voltage space
for a fixed ac voltage of 2.0 kVRMS and an initial mismatchD0 of 0.254 mm.
Compared with Fig. 12, this result shows the strong effect of prestress on the
optimum bias point.

FIG. 14. Contour plot of the distortion level in frequency-ac voltage space
for a fixed dc bias of 3.85 kV. This plot defines the operating envelope for
a transducer with a fixed distortion requirement.
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paper shows that electrostrictive transducers can be designed
to minimize the effects of nonlinear material behavior with-
out completely sacrificing the electrostrictor’s acoustic
power advantage. The results also show that the level of
prestress on the electrostrictively active driver does not sig-
nificantly affect the SL of the transducer’s primary harmonic.
However, the prestress strongly affects the level of distortion
and the optimum dc bias point for the device.

The experimental measurements on the 4.5-kHz trans-
ducer generally agreed with the model results; measured and
predicted resonances were within 300 Hz. However, the re-
sults of the comparison also indicated that the model was
overconstrained by the acoustic impedance of the equivalent
sphere approximation. The mechanicalQ of the transducer
was higher than predicted~2.7 vs 1.3!, and the electrical
conductance was lower than predicted~1150 vs 1400ms at
4.6 kHz!. In addition, the wavelengths of some of the higher
harmonics were equivalent or even smaller than the major
radius of the shell; the equivalent sphere approximation was
invalid for the 4th harmonic and higher. Improved transducer
predictions require the use of boundary element methods to
model the near-field acoustic radiation. The acoustic imped-
ance would be computed using the normalized velocities of
the shell’s eigenmodes. This approach is currently being in-
vestigated, and the results of an improved model will be
reported in the future. The nonlinear electrostrictive model
could also be validated using simpler transducer configura-
tions ~for example, a Tonpilz projector!; however, to the au-
thors’ knowledge, no experimental data on electrostrictive
nonlinearity in these configurations currently exist.
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APPENDIX A: FLEXTENSIONAL SHELL AND
RADIATION IMPEDANCE

A lumped parameter approximation of the water-loaded
flextensional shell’s impedance was computed using the
finite-element method and a simple approximation of the
acoustic loading. The impedanceZ(v) computed character-
izes the force response to a stack velocity of frequencyv,
and was represented as the equivalent circuit shown in Fig.
3~b!.

Using the ABAQUS general purpose finite-element
program,13 modal analysis was performed on the uncon-

strained shell without the stack or surrounding water to com-
pute the impedancesZ1 , Z2 , and Z3 . The analysis deter-
mined the free shell’s natural frequencies (V j ) and mode
displacements (f j ). The mode displacements were a func-
tion of positionz in the shell, and were normalized by the
maximum displacement. Only the symmetric quadrupole
mode (j 51), the octopole mode (j 52), and the membrane
mode (j 53) were computed. The effective mass per length
of shell for a mode was

mj5E
Ashell

rshellf j•f j dA, ~A1!

whereAshell represents the cross-sectional area of the shell.
The modal participation factor,G j , for the stack force is the
displacement of thej th mode (f j ) at the shell–shim point of
contact.

Using the modal summation method,14 the shell’s kine-
matics with the acoustic load was constructed from the
eigenmodes of the finite-element analysis. The shell’s dis-
placements,a, under load were defined in terms of the mode
shapes as

a5(
j 51

3

f j~j!qj~ t !. ~A2!

qj is the generalized coordinate for thej th mode, and by
orthogonality it satisfied the linear vibration equation,

d2qj

dt2
1V j

2qj5
1

mj
S 2F~ t !G j

W
2E

s
p~ t,s!f j~s!•n~s!dsD ,

~A3!

where S is the arc length of the shell’s surface,n is the
outward normal of the shell surface, ands is the position on
the shell surface.F is the force exerted by the stack, andp is
the acoustic pressure on the shell.V j is the eigenfrequency
of the j th mode. We are interested in the shell’s response to
a single harmonic, soF, p, andqj are single harmonic func-
tions of frequencyv with complex amplitudesF̄, p̄, andq̄ j ,
respectively. Using Eq.~A2!, the velocity at the shell–shim
interface was

vshim~v!5(
j 51

3

v j~v!5 iv(
j 51

3

G j q̄ j~v!, ~A4!

which is depicted in the lumped circuit of Fig. 3~b!. v j rep-
resents the velocities of the quadrupole, octopole, and mem-
brane branches. The normal velocity at a point on the shell’s
surface was given by

vshell~v,s!5 iv(
j 51

3

f j~s!•n~s!q̄ j~v!. ~A5!

TABLE AI. Modal finite-element results for the 4.5-kHz flextensional shell.

Mode V/2p ~kHz! mj ~kg/m! G j Vj ~m!

Quadrupole
( j 51)

4.66 0.7295 20.2927 5.92331022

Octopole (j 52) 23.76 0.8261 20.2203 2.95031022

Membrane
( j 53)

29.8 1.2203 0.9919 8.46631022
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The specific acoustic radiation impedance was approximated
by an equivalent radiating sphere, so the pressure at the
shell’s surface was related to the shell velocity by

p̄~s!5
Zwater~v!

SW
nshell~v,s!, ~A6!

whereZwater is the radiation impedance of a spherical source
with the same surface area as the shell,SW. Replacing Eqs.
~A5! and ~A6! with Eq. ~A3!, yielded

2v2q̄ j~v!1V j
2q̄ j~v!

5
1

mj
S 2F̄~v!G j

W
2

ivZwater~v!

SW (
k51

3

q̄k~v!K jkD , ~A7!

where

K jk5E
s
fk~s!•n~s!f j~s!•n~s!ds. ~A8!

Equation~A7! represents a system of three linear algebraic
equations, which determined the generalized coordinates in
terms of the stack force (q̄ j /F̄). Solving this system and
using Eq.~A4!, the velocity at the point of contact with the
shim was

vshim~v!5(
j 51

3

Yj~v!F̄~v!5
F̄~v!

Zshell~v!
, ~A9!

where the mechanical admittanceYj for the j th mode was
defined as

Yj5 ivG j

q̄ j~v!

F̄~v!
. ~A10!

The inverses of these admittances were the impedances
Z1 , Z2 , and Z3 shown in Fig. 3.Zshell(v) was the total
mechanical impedance of the water-loaded shell, which re-
sisted the velocity of the shim. The results of the finite-
element modal analysis are listed in Tables AI and AII for
the 4.5-kHz shell described in Sec. III. The material proper-
ties for the shell’s aluminum are given in Table II.

The impedance of the shim was modeled as theT
circuit15 depicted in Fig. 3~b!, where the impedance of the
elements was

Zshim~v!5
mshimv i

2

and ~A11!

Z2
shim~v!52

Kshimv i

2
.

The mass and stiffness of the shim were

mshim5rshimALshim

and ~A12!

Kshim5
A

sshimLshim,

respectively.rshim, sshim are the shim’s density and compli-
ance, and are recorded in Table II. Solving the lumped cir-
cuit, total impedance seen by the stack was

Z~v!5Z1
shim~v!1

Z2
shim~v!„Z1

shim~v!1Zshell~v!…

Z1
shim~v!1Z2

shim~v!1Zshell~v!
,

~A13!

which was used in the force boundary condition of Eq.~1!.
The real static stiffnessK seen by the stack was obtained

in a similar manner. The result was

K5
KshimKshell

Kshim1Kshell, ~A14!

where

1

Kshell5(
j 51

3 2G j
2

mjWV j
2 . ~A15!

Equation~A14! was also used in the force boundary condi-
tion of Eq. ~1!.

The finite-element results also determined the mismatch
between the shell/shims and the electroactive stack in Eq.
~1!. By design, an initial mismatch ofDo existed after trans-
ducer assembly. However, the actual mismatch decreased
when the device was submerged in water, and the hydrostatic
pressure,po, opened the shell. Using modal superposition
for this static case, the shell opened by

u52po(
j 51

3
G jVj

mjV j
2 ~A16!

at the shell to shim interface.Vj was defined as

Vj5E
s
f~s!•n~s!ds. ~A17!

Ignoring the deformation of the shim, the actual mismatch
was approximately

D5Do1po(
j 51

3
G jVj

mjV j
2 ~A18!

when the device was submerged. This value was used in Eqs.
~1! and ~20!.

APPENDIX B: SHELL SURFACE VELOCITIES AND
SOURCE LEVELS

After solving the loaded actuator problem, the stack ve-
locity spectrum,vstack(v), was converted into a SL spectrum
for the transducer. Two intermediate computations involved

TABLE AII. Ki j for the 4.5-kHz flextensional shell from modal finite-element analysis.

K11 ~m! K22 ~m! K33 ~m! K12 ~m! K13 ~m! K23 ~m!

5.66831022 6.73931022 4.59231022 25.03331023 3.33931022 1.75831022

aDefinition of Ki j given in the text.
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computing the shim’s end velocity from the stack’s velocity,
and the shell’s average surface velocity from the shim’s end
velocity. Once the shell’s average velocity was determined,
the SL was computed assuming spherical radiation into the
water.

The velocity of the shim’s end in terms of the stack
velocity was computed from theT circuit shown in Fig. 3~b!
as

vshim~v!5
Z2

shim~v!vstack~v!

Z1
shim~v!1Z2

shim~v!1Zshell~v!
. ~B1!

Applying modal superposition, the average surface velocity
of the shell was

^vshell~v!&5 iv(
j 51

3
Vjq̄i~v!

S
, ~B2!

where Vj was defined by Eq.~A17!. Using Eq. ~A4!, Eq.
~B2! in terms of the shell’s branch velocities,v j , was

^vshell~v!&5(
j 51

3
Vjv i~v!

SG j
. ~B3!

From Eq.~A9!, Eq. ~B3! became

^nshell~v!&5
F̄~v!

S (
j 51

3
VjYi~v!

G j

5
Z~v!nshim~v!

S (
j 51

3
VjYi~v!

G j
, ~B4!

which related the shell’s velocity to the shim’s end velocity.
Given the shell’s velocity, the pressure field and SL were
computed, assuming spherical acoustic radiation described
by Kinsleret al.16 SL was computed for the pressure field at
1 m from the source’s center relative to 1mPa. For wave-
lengths greater than the shell’s average dimension, this ap-

proximation gave a reasonable estimate of the far-field radia-
tion.
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Vortex sound in bass-reflex ports of loudspeakers. Part I.
Observation of response to harmonic excitation
and remedial measuresa)
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At high sound pressure levels a bass-reflex port produces blowing sounds, especially in the case of
small loudspeaker boxes with narrow bass-reflex ports. The blowing sounds are caused by vortex
shedding of the acoustic flow at the end of the port at high flow velocities. It has been found that
acoustic standing waves in the longitudinal direction of the port are excited in a pulsatile manner by
the periodically generated vortices. This is demonstrated by time history measurements of the
blowing sounds of a loudspeaker system with a bass-reflex port driven by a harmonic signal.
Broadband turbulence sound appears to be weaker than these deterministic sounds. It has been
found that, near the 1-kHz port resonance frequency, the power level of the blowing sounds can be
reduced by 8 dB by using a port cross section that diverges gradually toward both port ends with a
slope angle at the port ends of about 6°, and rounding the edges at both port ends. ©1998
Acoustical Society of America.@S0001-4966~98!00909-6#

PACS numbers: 43.10.Ln, 43.38.Ja, 43.28.Ra@SLE#

INTRODUCTION

In the case of so-called bass-reflex boxes or vented loud-
speaker boxes,1,2 a port is applied. The port is an open pipe
connecting the volume of air enclosed within the box with its
surrounding environment. The port contributes to the sound
reproduction in the lowest part of the frequency range around
the Helmholtz frequency of the port-box system. Without a
port, the box volume would have to be approximately a fac-
tor of 2 larger to achieve the same low-frequency acoustical
performance. The typical improvement that can be obtained
with a port is shown in Fig. 1.

The Helmholtz frequency can be calculated with the
formula:1

f Helmholtz5
c

2p
A S0

LeffV
, ~1!

where c is the speed of sound,S0 is a reference cross-
sectional area of the port,V is the volume of the box, andLeff

is defined as

Leff5E
0

L S0

S~x!
dx. ~2!

In this equationL is the physical length of the port andx is
the axial coordinate along the port axis. The port’s effective
length Leff should additionally be corrected for end correc-
tions. Appropriate end corrections can be found in the
literature.1,3

In the case of boxes with a small box volumeV, the port
cross-sectional areaS0 has to be small on account of a lim-
ited physical port lengthL and a given Helmholtz frequency

f Helmholtz @see Eq.~1!#. This means that in small boxes, with
a small cross-sectional port areaS0 , the acoustic flow veloc-
ity in the port has to be high in order to obtain a sound
pressure level at low frequencies that is comparable with the
sound pressure level that can be obtained with larger bass-
reflex systems. The high air velocities which occur in such
small ports cause vortex shedding, leading to blowing sounds
and nonlinear acoustic losses. These blowing sounds are par-
ticularly annoying with respect to the reproduction of percus-
sion or bass music.

In this article it will be shown that vortices are generated
at both ends of the port during each cycle, and that these
vortices excite acoustic standing waves in the longitudinal
direction of the port in an impulsive manner. The spectrum
of the blowing sounds appears to be dominated by these port
resonances. Turbulent boundary layer noise was found to not
be important because the critical Reynolds number for the
onset of turbulence in oscillating viscous boundary layers is
not achieved.4

Using time-history measurements of the acoustic pres-
sure inside and outside the loudspeaker box, the determinis-
tic behavior of the blowing sounds will be shown for both a
standard and an improved bass-reflex port geometry.

In the final part of the article the dominant physical phe-
nomena will be summarized and port geometry alterations
for minimizing the blowing sound will be presented.

I. VISUALIZATION BY MEANS OF THE SCHLIEREN
METHOD

The objective of the visualization was to obtain a better
understanding of the physics of the air flow coming out of a
bass-reflex port at high air speeds. Carbon-dioxide gas (CO2)
was used for the visualization of the flow by means of the
Schlieren method.5 The port used for this experiment was a

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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cylindrical port with rounded edges. The CO2 was injected
through porous walls made from sinter bronze around the
port exit. With the aid of a stroboscope it was possible to
take pictures at fixed moments of the oscillating period. A
sketch of the test setup is shown in Fig. 2. The results are
presented in Fig. 3.

As can be seen in Fig. 3, the vortex shedding takes place
at the transitional area of the air flowing out of the port and
the stagnant surrounding air. The mushroom-shaped vortices
are produced each time the air flows out of the port. When
the loudspeaker is driven at a frequency of for instance 45
Hz, a vortex will be generated 45 times per second at one
end of the port and 45 times per second at the other end of
the port. It can be seen in Fig. 3 that a vortex is generated
during outflow and that this vortex moves away from the
port. The vortex sounds produced by this mushroom-shaped
vortex are the unwanted blowing sounds. Each time a vortex
is generated, unwanted noises are produced. When a sharp-
edged port termination is used, vortices are also observed
during flow into the port in addition to vortices due to flow
out of the port.

II. 1
2l ACOUSTIC PORT RESONANCE

It was found that the periodic vortex shedding gives rise
to a periodic excitation of acoustic resonances of the port.
The first acoustic resonance corresponds to the1

2l acoustic
wave in the longitudinal direction of the port. The resonance

frequencyf 1 of this fundamental acoustic mode and its har-
monics (f 2 , f 3 ,...) caneasily be calculated with the formula

f n'
nc

2Leff
, ~3!

wheren is an integer (n51,2,3,...). Measurements on a cy-
lindrical bass-reflex port with a physical lengthL50.16 m
and a cross-sectional radiusa50.01 m yielded a fundamen-
tal resonance frequency of about 955 Hz, which agrees well
with the above equation, with due allowance for the port’s
end effects.

The power spectral density of the sound pressure, mea-
sured at a distance of 1 m, is shown in Fig. 4. In this figure
it can be clearly seen that the12l acoustic resonance at about
1 kHz is strongly excited. The harmonics of this resonance
are also excited, but less strongly than the fundamental bass-
reflex port mode at 1 kHz.

Although the loudspeaker was driven by an electrical
signal with a frequency of 45 Hz only, harmonics of 45 Hz
are also present. These harmonics, which are all 20 dB or
more below the 45-Hz signal, are caused by harmonic dis-
tortion of the loudspeaker itself. This was confirmed by sepa-
rate response measurements of the loudspeaker.

The width of the resonance peak at 1 kHz is rather large,
which indicates that the resonance is strongly damped. Fig-
ure 4 shows the power spectral density of the sound pressure
for various air velocities in the port. At low velocity ampli-
tudes the damping of the 1-kHz resonance is due mainly to
acoustic radiation into open space. At higher amplitudes the
quality factor decreases due to dissipation of acoustic energy

FIG. 1. A sealed cabinet versus a bass-reflex cabinet.

FIG. 2. Visualization test setup.

FIG. 3. Schlieren visualization of the vortex shedding for successive in-
stants of the half-period of the harmonic cycle;~a!—the vortex develops;
~b!, ~c!, and~d!—the vortex moves away from the port.
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by convective effects. The quality factorQ, which is defined
as the resonance frequency divided by the half-power band-
width of the resonance~23 dB bandwidth!, can be estimated
on the basis of Fig. 4 to be about 50 for air velocity ampli-
tudes between 0 and 2 m/s, and about 20–30 for air velocity
amplitudes between 10 and 20 m/s.

Theory indicates that the quality factor for a two-sided
open pipe with flanged ends due to acoustical radiation at the
1
2l acoustic port resonance frequency equals

Q5
L2

2pa2 , ~4!

where it is assumed that only plane waves propagate (l
@a). For a port with a physical lengthL50.16 m and a
cross-sectional radiusa50.01 m this yields a quality factor
of 35. Assuming the port to be unflanged at both ends, the
quality factor equals 70. In reality, the quality factor lies
between these two values, which is in good agreement with
the observed quality factor of the system at low air veloci-
ties.

The reduction of the quality factorQ at high air veloci-
ties is due to a transfer of energy from the acoustic oscilla-
tion of the port at 1 kHz to the free jet formed during the
vortex shedding at the driving frequency. In this jet energy is
dissipated by turbulence.6

III. HIGH-FREQUENCY SOUND PRESSURE
COMPONENTS

To illustrate the periodic nature of thel/2 port reso-
nance excitation, the blowing sounds of a bass-reflex system
driven at 40 Hz were measured in the time domain. The
sound pressure signal was filtered using a high-pass filter.
Below 500 Hz the filter reduces the level of the signal by
more than 30 dB. The sound pressure was measured at a
distance of 1 m from the port in a free-field condition~in an

anechoic room! for both a port with sharp edges and a gradu-
ally converging–diverging port. No time averaging was em-
ployed. The results are shown in Fig. 5.

At this point it is interesting to consider the relationship
between the sound pressure inside the box and the speed of
the air particles in the port. Assuming nonlinear effects and
friction not to be important for the flow in the port itself, the

FIG. 4. Power spectral density of the sound pressure generated by a cylin-
drical bass-reflex port with sharp edges measured at a distance of 1 m for
port velocity amplitudes ranging from 1 to 30 m/s, physical port lengthL
50.16 m, port cross-sectional radiusa50.01 m, loudspeaker driven at a
single frequency of 45 Hz.

FIG. 5. High-pass filter results at the same sound pressure levels in the
loudspeaker box at 40 Hz and at the same effective port lengthsLeff . Driv-
ing frequency 40 Hz.~a! Cylindrical port with sharp ends. Physical port
length L50.13 m, port cross-sectional radiusa50.01 m. Solid line: high-
frequency sound pressure signal at 1-m distance outside box. Dashed line:
sound pressure inside box.~b! Gradually converging–diverging port with
rounded edges as shown in Fig. 6. Solid line: high-frequency sound pressure
signal at 1-m distance outside box. Dashed line: sound pressure inside box.
~c! Estimated port velocity~qualitatively!, corrected for a time delay of 3
ms. Positive velocity indicates flow of air out of the loudspeaker box.
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moment in time at which flow reversal takes place is ap-
proximately the same as the moment in time at which the
sound pressure in the loudspeaker box reaches its maximum
or its minimum. In fact, during outflow, the sound pressure
in the loudspeaker box will~in a first-order approximation!
decrease because particles of air leave the box volume, and
vice versa. On the basis of this reasoning the time depen-
dency of the velocity in the port is deduced as shown in Fig.
5~c!. A positive velocity indicates flow of air out of the box.
Note that a small time delay of about 3 ms should be taken
into account for the acoustic waves to travel from the loud-
speaker port to the microphone at 1-m distance. The velocity
in the port shown in Fig. 5~c! was corrected for this time
delay.

The high-frequency components of the sound radiated
from the port with sharp ends@Fig. 5~a!# clearly show a
pulsatile behavior. The high-frequency blowing sounds have
a deterministic character rather than a stochastic character.
The frequency of these noises clearly corresponds to thel/2
resonance of the port, as also illustrated by the frequency
domain results in Fig. 4. Each time the acoustic resonance is
excited, the high-frequency~1 kHz! component increases
sharply. After this excitation an exponential decay is ob-
served. Note that a pulsatile excitation takes place both dur-
ing flow of air out of the box and during flow of air into the
box.

As already mentioned above, a typical value of the qual-
ity factor Q of the port is about 50. The decay observed in
Fig. 5~a! corresponds reasonably well to this value.

The high-frequency blowing sounds that are radiated
from the gradually converging–diverging port with rounded
port edges as shown in Fig. 6 appear to be more complex
than those radiated from the port with sharp ends@see Fig.
5~b!#. The high-frequency pulses are produced at less distinct
moments in time in comparison with the high-frequency
blowing sounds that are radiated from the port with sharp
ends.

It is important to realize that the blowing sound is not a
broadband turbulence noise filtered by the port but a deter-
ministic, pulsatile response of the port to vortex shedding.
This phenomenon of pulsatile excitation of a pipe resonance
by vortex shedding inspired Powell7 to develop his theory of
vortex sound. To quote Powell:7 ‘‘While watching a locomo-
tive blow off steam soon after becoming interested in the
subject of aerodynamically generated noise, the author was
struck by the fact that each time that a particularly large eddy
formed on the edge of the turbulent steam jet he heard a very

definite impulsive sound. This focused attention upon the
idea that the origin of aerodynamic sound might be attributed
to theprocess of formationof eddies, or vortices.’’

Similar things happen in the present case of the bass-
reflex port. In this case the vortices are periodically gener-
ated, resulting in a definite impulsive sound.

IV. MEASURES FOR REDUCING BLOWING SOUND

A significant reduction in the impulse due to vortex
shedding can be achieved by gradually widening the port
toward both port ends to obtain a converging–diverging port
cross section as shown in Fig. 6. Reducing the port cross
section in the middle of the port and widening the port to-
ward both port ends effectively increases the cross-sectional
area at both port ends, while maintaining a certain effective
lengthLeff . Because a larger port cross-sectional area at the
port ends reduces the local air velocity, vortices are less
likely to be generated, or will be less intense.

It is essential to widen the port toward both port ends as
the flow is directed both inward and outward. The widening
angle of the port should not be too large to avoid the risk of
flow separation within the port. As a rule of thumb a slope
angle of between 3° and 12° is proposed, but larger angles
may be considered.

It is also important to round the port edges at both port
ends. Rounding the edges at both ends eliminates the vortex
shedding at the inlet side of the port and can considerably
reduce the vortex shedding at the port’s outlet side. Further-
more, rounding a port also has the advantage that any vorti-
ces produced will radiate noise less efficiently than vortices
produced at a sharp port end. However, the rounding radius
should not be too large because otherwise the blowing
sounds may increase.8

A converging–diverging port with a slope angle of 6° at
the port ends with rounded edges as shown in Fig. 6 will now
be considered as well as a cylindrical port with sharp edges.
The blowing sounds of these ports are shown in Fig. 7 at the
same sound power levels at the driving frequency. From

FIG. 6. A gradually converging–diverging port cross section, with rounded
port edges. Physical port lengthL50.13 m, radius of rounded edgeR
50.005 m, port cross-sectional radius in the middle of the porta59.45
31023 m, widening angle at the port ends 6°. Effective port lengthLeff

corresponds to a cylindrical port with sharp edges (L50.13 m, a
50.01 m).

FIG. 7. Sound power level spectrum of blowing sounds for a cylindrical
port with sharp edges~physical lengthL50.13 m, port radiusa50.01 m!
and a gradually widening port with rounded edges as shown in Fig. 6 at the
same sound power levels at the driving frequency. Driving frequency is 40
Hz. Radiated sound power at 40 Hz is 90 dB.
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these results it can be inferred that the sound power of the
blowing sounds at the port resonance frequency of about 1.1
kHz are reduced by about 8 dB. The less dominant broad-
band noises in the frequency range from a few hundred Hertz
to 3000 Hz are also reduced by about 8 dB. The vortices
produced by the gradually widening port with rounded port
ends are obviously less strong.

In a widening port geometry the exact location of the
point of separation will vary depending on the air velocity.
Because of the importance of the location of the point of
separation with respect to the vortex shedding and the related
production of blowing sounds and nonlinear acoustic losses,
it is interesting to determine this point of separation. In part
II of this paper a method will be presented for estimating the
point of flow separation indirectly on the basis of a measure-
ment of the sound pressure inside the loudspeaker box and a
measurement of the sound pressure at a distance of 1 m from
the port exit.

V. CONCLUSIONS

The high velocities in the port of a bass-reflex loud-
speaker system driven at the Helmholtz frequency can cause
serious vortex shedding, especially in the case of small
boxes. The vortices created by the acoustic air flow have
been visualized by means of a Schlieren method. It has been
shown that the blowing sounds generated by the shedding of
the vortices are dominated by deterministic noise rather than
by broadband noise. This deterministic sound consists
mainly of a single frequency which corresponds to the1

2l
acoustic resonance of the port. The port resonance is excited
in a pulsatile manner by the periodically generated vortices.

A reduction in the level of these blowing sounds can be

obtained by modifying the port geometry to minimize the
vortex shedding. The key in the design of a port with a
minimum amount of blowing sounds due to vortex shedding
is the point of flow separation from the wall at which vorti-
ces are formed. The larger the radius at which separation
occurs, the less intense the vortex shedding will be.

A significant reduction in the vortex shedding can be
obtained by gradually widening the port cross section toward
both port ends to obtain a converging–diverging port cross
section and rounding both port edges. With the adapted port
geometry vortex shedding at the inlet side of the port is
eliminated, and vortex shedding at the outlet side of the port
is reduced significantly. A reduction of 8 dB in the sound
power level of the blowing sounds relative to the sound
power level of the blowing sounds radiated from a port with
sharp ends has been demonstrated. This was a reduction not
only in the level of the deterministic sounds but also in the
~less dominant! broadband noise.
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Vortex sound in bass-reflex ports of loudspeakers. Part II.
A method to estimate the point of separationa)
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In part I of this paper, the vortex shedding that may occur in a bass-reflex port of a loudspeaker
system was discussed. At the Helmholtz frequency of the bass-reflex port, air is pumped in and out
at rather high velocities, vortex shedding occurs at the end of the port, and blowing sounds are
generated. It was explained that the key in the design of a port with a minimum of blowing sounds
is the point of flow separation from the wall at which vortices are formed. This paper presents a
method for estimating the point of separation for an unsteady flow like the flow through a
bass-reflex port. Assuming that the flow can be described by a potential flow up to the point where
flow separation occurs, it was found that the point of separation can be estimated on the basis of
measurement of the sound pressure inside the loudspeaker box and measurement of the sound
pressure at a distance of 1 m from the port exit. Application of the proposed technique to a
cylindrical port with rounded edges at both port ends revealed that the point of separation is
determined by the particle displacement rather than by the particle velocity. It was also found that
a good indicator of the onset of severe vortex shedding is the Strouhal number based on the radius
of curvature of the port edges. ©1998 Acoustical Society of America.@S0001-4966~98!01009-1#

PACS numbers: 43.10.Ln, 43.38.Ja, 43.28.Ra@SLE#

INTRODUCTION

In part I of this paper it was explained that a significant
reduction in the blowing sounds of a port can be obtained by
gradually widening the port cross section toward both port
ends to obtain a converging–diverging port cross section and
rounding both port edges. The key factor in judging a port
with respect to the production of unwanted vortices and the
related blowing sounds is the place in the port where the
vortex is generated.

In a converging–diverging port or a cylindrical port with
rounded port edges the separation does not occur at a fixed
place on the wall surface, and is dependent on the air veloc-
ity amplitude. As the cross-sectional area of the port at which
flow separation from the wall occurs determines the local air
velocity at the point of separation~at a given fixed sound
power!, it also determines the intensity of the vortices
formed. A smaller local air velocity amplitude results in a
less intense vortex.

Because of the importance of the point of separation
with respect to the vortex shedding and the related produc-
tion of blowing sounds and nonlinear acoustic losses, it is
interesting to determine the point of separation. This paper
presents a method for estimating the point of flow separation
on the basis of measurement of the sound pressure inside the
loudspeaker box and measurement of the sound pressure ra-
diated from the port into free space. The method employs an
analytical model based on the unsteady Bernoulli equation.

All the measurements were carried out for a cylindrical
port with rounded port ends. A sketch of the outlet of the

port is shown in Fig. 1. The physical length of the port
equals 0.13 m, the cross-sectional radiusa0 of the cylindrical
part of the port equals 0.01 m and the radius of curvatureR
at both port ends equals 0.02 m.

I. THE UNSTEADY BERNOULLI EQUATION

Because flow with a high Reynolds number through
relatively short pipes is considered, the effect of friction can
be neglected except in the case of flow separation. At the
Helmholtz resonance frequency the flow in the port is com-
pact and can locally be assumed to be incompressible. Fur-
thermore, it is assumed that the velocity vectors in the port
are directed in the longitudinal direction of the port only, and
that the velocity and pressure in the port depend on the axial
coordinatex only.

Using these assumptions, the flow within the port can be
described by a 1-D potential flow up to the point of flow
separation. Furthermore, the abovementioned restrictions
justify the use of a particular form of the unsteady Bernoulli
equation, which reads1

]f~x,t !

]t
1

u2~x,t !

2
1

p~x,t !

r0
5constant, ~1!

whereu(x,t) is the velocity in thex direction of the port,
p(x,t) is the sound pressure,r0 is the mean fluid density and
f(x,t) is the flow potential defined by

f~x,t !5E
0

x

u~x8,t !dx8. ~2!

Consider a cylindrical port whose edges are both rounded as
indicated in Fig. 1. The cross section of the main cylindrical
part of the port is denoted byS0 . The cross-sectional area of
the port at an arbitrary pointx is denoted byS(x) ~which
equalsS0 in the main cylindrical part!. The air velocity in the

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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main cylindrical part of the port is denoted byu0(t). Making
use of the incompressible flow approximation, the velocity
u(x,t) at an arbitrary pointx in the port can be written as

u~x,t !5
S0u0~ t !

S~x!
. ~3!

The potentialf can be written as

f~x,t !5E
0

x

u~x8,t !dx85E
0

x S0u0~ t !

S~x8!
dx8

5 l eff~x!u0~ t !, ~4!

where the effective lengthl eff(x) is defined similar to the
definition of Leff given in part I of this paper:

l eff~x!5E
0

x S0

S~x8!
dx8. ~5!

Note thatu0(t) does not depend onx and can therefore be
separated from the integral overx8 in Eq. ~4!.

With these definitions, the unsteady Bernoulli equation
becomes

]

]t
@ l eff~x!u0~ t !#1

1

2
u2~x,t !1

p~x,t !

r0
5constant. ~6!

Note that the first term in Eq.~6! is a term which takes the
inertia of the air into account.

II. POINT OF SEPARATION

In this section the unsteady Bernoulli equation~6! will
be used to determine the point of separation. It will be as-
sumed that the port flow can be described by a frictionless
incompressible potential flow up to the point where the flow
separates from the port wall. As the point where the flow
separates changes with the flow direction, the unsteady Ber-
noulli equation is applied along different trajectories during
flow of air into the loudspeaker box and during flow of air
out of the box. These two cases will be described below.

In the situation in which air flows out of the loudspeaker
box the unsteady Bernoulli equation is applied along trajec-
tory 1, from point 1A inside the loudspeaker box to point 1B

where the flow separates~see Fig. 2!. At point 1A the veloc-
ity u and the accelerationu̇ both vanish. The origin of the
axial coordinatex is chosen to coincide with point 1A in this
case, sol eff(x1A) vanishes; the positive direction ofx is di-
rected out of the box and a positive velocityu denotes flow
of air out of the box. At point 1B the velocityu is unknown.
The sound pressure at point 1B is small and can be assumed
to be negligible. We implicitly assume quasi-steady behavior
of the free jet formed by the vortex shedding. Application of
the unsteady Bernoulli equation along this trajectory yields

pbox

r0
5

]

]t
@ l eff~x1B!u0#1

1

2
u1B

2 ~u.0!, ~7!

where pbox is the acoustic pressure inside the loudspeaker
box ~at point 1A! and u1B is the velocity at the point of
separation. Using the relationship given by Eq.~3! the veloc-
ity u1B can also be expressed in terms of the velocity in the
cylindrical part of the portu0 .

In the situation in which air flows into the loudspeaker
box the unsteady Bernoulli equation is applied along trajec-
tory 2, from point 2A far away from the box to point 2B
where the flow separates~see Fig. 2!. At point 2A the veloc-
ity u, accelerationu̇, and sound pressurep all vanish. The
origin of the axial coordinatex is chosen to coincide with
point 2A in this case, sol eff(x2A) vanishes; the positive di-
rection of x remains directed out of the box and a positive
velocity u denotes flow of air out of the box. This choice
implies thatx2B is a negative number, sol eff(x2B) is also
negative. At point 2B the acoustic pressure is assumed to be
equal to the acoustic pressure in the loudspeaker boxpbox,
which is measured by a microphone inside the box. Hence,
application of the unsteady Bernoulli equation along this tra-
jectory yields

05
]

]t
@ l eff~x2B!u0#1

1

2
u2B

2 1
pbox

r0
~u,0!. ~8!

In this equationu2B can be expressed in terms ofu0 using
the relationship given by Eq.~3!.

Merging of Eqs.~7! and ~8! into one unifying equation
yields

05
]

]t
@ l eff~x1B,2B!u0#1

1

2 S S0

S~x1B,2B! D
2

u0
26

pbox

r0
, ~9!

where use has been made of Eq.~3! and where the ‘‘2’’ sign
applies for trajectory 1 and the ‘‘1’’ sign applies for trajec-
tory 2.

FIG. 1. Cylindrical port with rounded edges.

FIG. 2. Trajectories of air flowing out~1! and flowing into~2! the loud-
speaker box.
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By measuring the sound pressure in the box,pbox, and
the velocity in the port,u0 , it should in principle be possible
to calculate pointsx1B andx2B using Eq.~9!. In this case the
points of separationx1B andx2B , which determine the effec-
tive length of the portl eff and the cross-sectional areaSat the
points of separation 1B and 2B, are the only unknown vari-
ables in this set of equations. However, due to measuring
errors the instantaneous time-varying point of separation
cannot be determined accurately with the aid of these equa-
tions and the physical quantities measured. Therefore, the
time-averaged point of separation will be determined instead.
It will be assumed that the point of separation, by approxi-
mation, does not change in time. It will also be assumed that
the points of separation during inflow and outflow are the
same (x1B52x2B). Using these assumptions, in an absolute
sense, the effective lengths come to be equal to each other, as
do the cross-sectional areas at the points of separation:

l eff~x1B!52 l eff~x2B!, ~10!

S~x1B!5S~x2B!. ~11!

III. DETERMINING THE PARTICLE VELOCITY IN THE
PORT

Application of the unsteady Bernoulli equations in-
volves the air velocityu0 in the cylindrical part of the port.
This velocity in the port can be determined in two ways, i.e.,
directly via laser Doppler anemometry, or indirectly via mea-
surement of the sound pressure radiated by the port. Both
methods will be explained below.

The viscous boundary layer is very thin in the present
application, and the cross-sectional main velocity profile is
flat. The dimensionless parameter that determines the veloc-
ity profile is the shear-wave number, which is defined as

Sh5A n

va2. ~12!

The shear-wave number is the ratio of the thickness of the
boundary layerd, which equalsd5A(2n/v), and the port’s
cross-sectional radiusa. It gives the ratio of viscous effects
and inertia effects.2 In the present case the boundary layer
thickness will be approximately 0.3 mm for air oscillating
with a frequency of 50 Hz. Compared with the cross-
sectional radiusa of 0.01 m, this is small. The velocity pro-
file may hence be considered flat. The difference between the
core velocity and the mean flow velocity~i.e., volume flux
divided by cross-sectional area! is expected to be less than
3%.

A. Laser doppler anemometry

A direct method for determining the velocity of the air
particles in the port involves using laser Doppler
anemometry.3 Laser Doppler anemometry using a Dantec
FlowLite combined with a Dantec 57N10 burst spectrum
analyzer was performed at two points, i.e., in the main flow
at a point half-way along the centerline and at a point along
the centerline, 1 cm in front of the port.

In order to be able to measure the velocity inside the
port we used a port made of glass having a wall thickness of

1.4 mm. Because of the unknown influence of refraction of
the laser beam passing the glass cylinder the measurements
are to be interpreted qualitatively, not quantitatively. No spe-
cial measures needed to be taken in the measurement of the
velocity by means of laser Doppler anemometry in front of
the port.

The air flow was seeded by means of smoke. Because of
the very small smoke particles~submicron in size! the error
due to the inertia of the smoke particles is small.

The measurement procedure was as follows. During a
period of about 10 s the velocity of about 10 000 particles
was measured with the aid of laser Doppler anemometry.
The loudspeaker of the bass-reflex system was driven at a
frequency of about 50 Hz. Hence, the velocity of only 20
particles are measured per cycle. In order to obtain more
datapoints per period for purpose of presentation, some post-

FIG. 3. Air velocity measurements obtained using laser Doppler anemom-
etry; ~a! laser Doppler anemometry measurement inside the port, half way
along the centerline;~b! laser Doppler anemometry measurement along the
centerline, 1 cm in front of the port; dotted: laser Doppler anemometry,
Solid: Estimated velocity of a potential flow.
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processing was performed. The time labels of the measure-
ment points were modified so that they all lay within the first
three cycles by shifting the time labels by an integer multiple
of the period timeT. The exact value of the period timeT
was determined by fitting the data with a sinusoidal function
with a variable period timeT, a variable amplitude, a vari-
able phase and a variable dc offset in a least square sense.

The results obtained for a rather large velocity amplitude
of 20 m/s in the main cylindrical part of the port can be seen
in Fig. 3. The air velocity inside the port appears to have
remained sinusoidal, also at large velocity amplitudes. More
particles were measured around the maxima and minima of
the velocity than around the abscissa. This difference is due
to the greater effectiveness of laser Doppler anemometry at
high particle velocities~because of the larger particle flux
through the probe volume!.

From the results obtained in front of the port it can be
inferred that the velocity is much smaller during inflow than
during outflow. This is rather obvious as during inflow the
flow can be considered a potential flow. Air particles will
move towards the inlet of the port from all directions, as
illustrated in Fig. 4. However, during outflow, at air veloci-
ties high enough for flow separation to occur~i.e., at a Strou-
hal number St5va/u of an order of 1 or smaller!, the flow
will be concentrated in a jet coming out of the port and
vortices will be generated at the transition of moving air and
stagnant air as observed in the flow visualization presented in
part I of this paper. This causes the air speed in the jet to be
much higher than the air speed during inflow in front of the
port. The flow measured at the outlet of the port can be
thought to consist of a small sinusoidal velocity due to the
potential flow@indicated in Fig. 3~b! by a solid line# and a
high velocity due to vortices and jet formed by flow separa-
tion.

B. Measurement of radiated sound pressure

An indirect way of determining the air velocity in the
port is to measure the sound pressure radiated from the port.
Using the relationships that exist between the radiated sound
pressure and the volume velocity of the air movement in the
port, the mean port velocity can be determined. Because the
velocity profile is flat, the mean velocity can easily be trans-
lated into the core velocity.

The relationship used here follows from classical linear
acoustics in which it is assumed that the radiation behavior
of the bass-reflex port can be described by a compact acous-
tic source. This is justified if the acoustic wavelength is

much larger than the dimensions of the bass-reflex port,
which is certainly true in the present case. The relationship
reads:4

p~r ,t !5 i û
vr0pa2

4pr
ei ~vt2kr !, ~13!

wherea is the inner radius of the bass-reflex port andr is the
distance from the port where the sound pressure is measured.
Note that this relationship holds for radiation into a free field
~a 4-p field!. Because at low frequencies the baffling effect
of the loudspeaker box is negligible due to the long wave-
lengths, this is justified.

The sound pressure measurements were performed at a
distance of 1 m from the exit of the port. In order to elimi-
nate chaotic fluctuations induced by the pulsating air stream
from the port, the microphone was placed at an angle of 45°
relative to the axis of the port.

However, because the anechoic room in which the mea-
surements were performed appeared to not be completely
anechoic at frequencies below 100 Hz, the results have to be
corrected to allow for the reflections of the anechoic room.
This is done as follows. At very low port velocities~i.e., at
Strouhal numbers St@1) the flow will not separate. As sepa-
ration does not occur, the effective length becomesLeff

5leff(L), whereL is the physical length of the port. Applying
the unsteady Bernoulli equation 9, the air velocityu0 can be
determined using the known effective length and the sound
pressurepbox inside the box. The difference between the ve-
locity u0 obtained in this manner and that obtained indirectly
in the measurement of the sound pressure at a distance of 1
m from the exit of the port yields a correction factor. This
correction factor accounts not only for the reflections in the
anechoic room, but also for the uncertainty of the exact dis-
tance between the microphone and the bass-reflex port. We
assume this correction factor to be independent of amplitude.
Note that the correction factor needs to be redetermined for
different driving frequencies as the interference in the
anechoic room is dependent on frequency.

C. A comparison of the two methods

In this section the velocity amplitude of the flow in the
port measured by means of laser Doppler anemometry and
that determined indirectly via measurement of the sound
pressure at 1-m distance from the port in an anechoic room
will be compared.

In Fig. 5 the velocity amplitudes obtained using these
two methods are compared at different values of the loud-
speaker voltage. The velocity amplitude obtained indirectly
via measurement of the sound pressure radiated from the port
is shown with and without correction for the reflections of
the anechoic room. It can be seen in Fig. 5 that the velocity
amplitudes obtained with laser Doppler anemometry are
about 10% lower than that obtained indirectly via measure-
ment of sound pressure. As already mentioned, the laser
Doppler results are to be interpreted qualitatively, not quan-
titatively, as these results may show systematic errors due to
laser beam distortion by the walls of the port.

FIG. 4. Sinklike inflow~left! and jetlike outflow~right!.
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IV. DETERMINATION OF THE POINT OF
SEPARATION; A CYLINDRICAL PORT WITH
ROUNDED EDGES

The time-averaged point of separation was determined
for a port of physical lengthL50.13 m, a cross-sectional
radius of the cylindrical parta050.01, and a radius of cur-
vatureR50.02 m at both port ends, as shown in Fig. 1. The
measurements were performed in an anechoic room. The
sound pressure was measured both inside the loudspeaker
box and outside the box at a distance of 1 m from the exit of
the port and at an angle of 45° relative to the axis of the port.
As explained above, the measurements of the sound pressure
at 1-m distance were corrected to allow for reflections in the
anechoic room at low frequencies.

The point of separation is expressed by the variablex,
which is directed along the port axis and has its origin at the
end of the cylindrical part of the port. Hence,x50 corre-
sponds to the point where the curvature just begins~imme-
diate separation! and x50.02 m corresponds to the point
where the port passes into the baffle of the loudspeaker box
~no separation at all!. A valid range for the parameterx is
between these two values.

A number of driving frequencies were considered: 40
Hz, 50 Hz, and 60 Hz. The results are shown as functions of
the particle displacement amplitude and particle velocity am-
plitude in Figs. 6 and 7, respectively. The point of separation
seems to be determined by the particle displacement and not
by the particle velocity, as most of the curves in Fig. 6 co-
incide, especially at high values of the particle displacement,
whereas they do not coincide in Fig. 7. A dimensionless
quantity that determines flow separation in case of an un-
steady flow is given by the Strouhal number based on the
radius of curvature of the edgesR as proposed by Peters
et al.:5

StR5
vR

u
. ~14!

In the present case, separation begins at particle displace-

ments of about 0.02 m~see Fig. 6!, which corresponds to
StR51. From these data we may infer that rounded edges are
a quite effective remedial measure as long as StR.1.

V. CONCLUSIONS

An objective indicator of a certain port geometry’s abil-
ity to suppress blowing sounds is the point of separation. The
larger the diameter at which separation occurs, the smaller
the effect of vortex shedding due to the reduced local veloc-
ity.

The proposed method for estimating the time-averaged
point of separation on the basis of measurement of the acous-
tic pressure inside the loudspeaker box and measurement of
the sound pressure at a distance of 1 m from the port exit has
been applied to a cylindrical port with rounded port edges at
different driving frequencies and amplitudes. It is shown that
the point of separation is determined by particle displace-
ment and not by particle velocity. In particular, the Strouhal
number StR5vR/u based on the radius of curvature of the
edges seems to be a good indicator of the onset of severe

FIG. 5. Velocity amplitude measured by means of laser Doppler anemom-
etry and that obtained indirectly via measurement of the sound pressure at a
distance of 1 m from the port exit and at an angle of 45° relative to the axis
of the port.

FIG. 6. Point of separation as a function of the particle displacement am-
plitude in the cylindrical part of the port and Strouhal number StR .

FIG. 7. Point of separation as a function of the particle velocity amplitude in
the cylindrical part of the port.
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vortex shedding. It was found that rounding the edges is a
quite effective remedial measure as long as StR.1.
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An acoustically soft or hard sphere which is covered by a penetrable concentric spherical shell
disturbs the propagation of an incident wave field emanating from a point source. The source is
located in the exterior of the coated sphere. The medium, occupying the shell, is considered to be
lossy while the dimensions of the coated sphere are much smaller than the wavelength of the
incident field. For the case of a soft sphere covered with a penetrable lossy shell, the exact low
frequency coefficients of the zeroth and the first order for the near field as well as the first and
second order coefficients for the normalized scattering amplitude are obtained. In the case of the
coated hard sphere, the zeroth and the first order coefficients of the near field, as well as the leading
nonvanishing coefficient of the normalized scattering amplitude, which is of the second order, are
obtained. For both cases of the soft and the hard sphere, the scattering and the absorption cross
sections are calculated. The effect of the coating is expressed in terms of specific constants. A
detailed discussion of the results and their physical meaning is included. For a sphere with a soft
core and a point source located more than five radii away from the scatterer, or for a sphere with a
hard core and a point source located more than two radii away from the scatterer, the results
obtained are almost the same as if the scatterer was excited by a plane wave. ©1998 Acoustical
Society of America.@S0001-4966~98!06010-X#

PACS numbers: 43.20.Bi, 43.20.Fn@ANN#

INTRODUCTION

Scattering problems with an incident field generated at a
point are not so customary in the literature of applied math-
ematics. Indeed, it comes as a surprise that the first reference
that one can find is that of Jones in 1956,1 while collected
results for scattering of point source fields by simple shapes
are included in the work of Bowmanet al.2 We refer also to
the book3 by Jones. Some results can also be found in the
seismology literature, especially in the books by Aki and
Richards4 and that of Ben-Menahem and Singh.5 Even more
seldom in the literature are the corresponding low frequency
results for scattering by small obstacles.6–8

On the other hand, there is great interest for such applied
problems, which comes mainly from the theory of composite
materials, the theory of acoustic emission, the theoretical
analysis of biological studies at the cell level, from nonde-
structive testing and evaluation, from geophysics, from mod-
eling in medicine and health sciences, from scattering prob-
lems connected to environmental data analysis, and from the
fact that a point source field is much easier realizable in a
laboratory. Nevertheless, the most important argument for
scattering from point source illumination is due to the fact
that the far field data, used in inversion algorithms, involve
one more parameter than the case of plane wave illumina-
tion. This extra parameter concerns the distance between the
point of excitation and the scatterer, and it is very useful in
identifying the location of the scatterer via intersecting
spheres.6–8 In the above applications, the interest is concen-

trated on small scatterers which identifies the realm of low
frequencies.

In a series of articles we have studied the problem of
scattering of a modified point source field by a soft, or hard
sphere,6 by a sphere with an impedance boundary condition
on its surface,7 and by a penetrable sphere which could have
either lossy, or lossless interior.8 In these articles we pro-
vided analytic low frequency approximations for all possible
boundaries, or transmission conditions of acoustic scattering.
Of course, an analytic solution for such complicated prob-
lems is not possible if we abandon the simplicity of spherical
geometry, but even the sphere is very useful in many appli-
cations, especially in the low frequency region. Furthermore,
an analytic solution is always useful for testing computa-
tional algorithms and codes. Although the single sphere re-
sults are useful, the real interest, as far as the previously
mentioned applications are concerned, is concentrated on the
coated small scatterers. Biological cells involve a central
nucleus coated by a cytoplasmic shell, granular material in-
volve coated granules, nondestructive evaluation usually
concerns the identification of core media within coated ob-
jects, human organs also form scattering obstacles buried
within the body, and air or water pollutants are covered by
all kind of substances.

The present work initiates a study of the effects that
small coated scatterers have on the propagation of a point
source field. It investigates the cases where the core is either
an acoustically soft or hard scatterer which is covered with a
lossy penetrable material. The case of a lossless coating is
readily obtained if the compressional viscosity, which is re-
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sponsible for the energy losses, is set equal to zero. The
geometry of the scattering region is that of two concentric
spheres and the point source is located in the exterior of
both. Closed form near field solutions, accurate toO(k2) are
obtained for the cases where the core behaves as a soft or as
a hard sphere. The corresponding far field expressions are
also provided in analytic form. A particular modification of
the point source field allows recovery of all the correspond-
ing results for plane wave excitation and comparison of the
results in both cases.

Section I furnishes the mathematical formulation of the
problem and explains the physical parameters involved. The
low frequency theory of the two problems corresponding to
the soft and to the hard coated sphere is developed in Sec. II.
In Sec. III we provide the first two low frequency coeffi-
cients of the near field and the scattering amplitude, as well
as the leading nonvanishing approximation of the scattering
and the absorption cross section, for the case of the soft core
scatterer. This is a very long task but only the final results are
given. The same results, as in Sec. III, but for the hard core
scatterer are provided, again in final form, in Sec. IV. In Sec.
V we reduce all the results contained in Secs. III and IV to
the case of plane wave excitation. Every known result,2,6–11

that can be deduced from the content of the present work, has
been reconfirmed, while particular attention has been given
to the form of the results as to clearly indicate the effects that
the core and the coating have upon the scattered field. The
last section, Sec. VI, contains detailed numerical and physi-
cal discussion of the results obtained. This includes the de-
pendence of the scattering and absorption cross sections on
the mass density ratio, the thickness of the spherical shell,
and the distance of the point source form the scatterer.

I. FORMULATION OF THE PROBLEM

We consider two concentric spheres inR3 with radii a0

and a, wherea0,a. We denote byS0 and S the sphere of
radius a0 and a, respectively. The exterior toS domain is
denoted byV1 and the spherical shell betweenS0 and S is
denoted byV2. Within V1 and at a distancer 0.a from the
center of the spheres, a point source is located emanating a
time harmonic acoustic field at the frequencyv. We choose
a coordinate system with its origin at the center of the
spheres and itsx3-axis along the line connecting the origin
with the point source, which is then located at the pointr0

5(0,0,r 0).
Suppressing the harmonic time dependence exp$2ivt%

and assuming the appropriate modification of the point
source radiation, which is able to recover the corresponding
plane wave results,6 we specify the incident excess pressure
field that illuminates the sphere as

ur0

i ~r !5
r 0

ur2r0u
eik~ ur2r0u2r 0!, ~1!

whererÞr0 andk stands for the wave number inV1.
Obviously, for fixed directionr̂0 ,

lim
r 0→`

ur0

i ~r !5e2 ik r̂0•r, ~2!

where the limit describes plane wave incidence in the direc-
tion 2 r̂0 . Here, and in what follows, the hat on the top of a
vector indicates the corresponding unit directional vector.

We assume thatV1 is occupied by a linear, homoge-
neous, isotropic, and lossless acoustic medium characterized
by the phase velocityc1, the mass densityr1, the mean
compressibilityg1, and vanishing compressional viscosity
d150. A similar medium fills the spherical shellV2 which
is characterized by the corresponding physical parameters
c2, r2, g2, and d2. The medium inV2 could be either
lossy whered2.0, or lossless, whered250. This geometri-
cal configuration is given in Fig. 1.

The scattering problem we consider here is the follow-
ing. We want to find the total excess pressure field

u1~r !5ur0

i ~r !1us~r !, rPV12$r0%, ~3!

where the scattered fieldus is defined for r .a, and the
interior excess pressure fieldu2 in V2, which solve the
equations

~D1k2!u1~r !50, rPV12$r0% ~4!

and

~D1~k2!2!u2~r !50, rPV2, ~5!

respectively, wherek2 is the wave number inV2.
The interior wave numberk2 is complex for lossy me-

dia and it is related tok through the expression3,8,12

~k2!25hc
2k25S c1

c2D 2 k2

12 ivd2g2 5h2
k2

12 ivd2g2 ,

~6!

wherehc is the complex andh is the real index of refraction
connecting the mediaV1 andV2. The branch of the square
root is so chosen as to satisfy the dissipation condition
Im$k2%>0. For lossless mediad250, Im$k2%50 and hc

5h.
Since the incident field is also generated in the finite

domain it is the total fieldu1 that has to satisfy the Som-
merfeld radiation condition

FIG. 1. Geometry of the scattering problem.
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lim
r→`

r F ]

]r
2 ik Gu1~r !50 ~7!

uniformly over the unit sphereS2 of the three dimensional
Euclidean space.

On sphereS we demand the transmission conditions

u1~r !5u2~r !, rPS ~8!

and

]

]n
u1~r !5B~12 ikc1d2g2!

]

]n
u2~r !, rPS, ~9!

where]/]n denotes outward normal differentiation and

B5
r1

r2 . ~10!

Conditions~8! and ~9! describe the continuity of the excess
pressure field, as well as that of the normal component of the
velocity field, as we cross the penetrable boundaryS. On the
surfaceS0 of the core we assume, either the Dirichlet bound-
ary condition

u2~r !50, rPS0 , ~11!

which describes the fact thatS0 cannot sustain any pressure
and identifiesS0 as an acoustically soft boundary, or the
Neumann boundary condition

]

]n
u2~r !50, rPS0 , ~12!

which states that the normal velocity field vanishes, and
identifiesS0 as an acoustically hard boundary. In either case,
the excess pressure fieldu2 does not penetrate into the inte-
rior of S0 .

If we denote by

h~kur2r 8u!5
eikur2r8u

ikur2r 8u
~13!

the dimensionless fundamental solution for the Helmholtz
operator with wave numberk, then the exterior fieldu1 as-
sumes the well known integral representation

u1~r !5ur0

i ~r !1
ik

4p E
S
Fu1~r 8!

]

]n8
h~kur2r 8u!

2h~kur2r 8u!
]

]n8
u1~r 8!Gds~r 8!, ~14!

where the integral term is defined inV1 and the incident
field in V12$r0%.

In the far field we have the asymptotic form

us~r !5g~ r̂ !h~kr !1OS 1

r 2D , r→`, ~15!

where the scattering amplitudeg enjoys the representation

g~ r̂ !52
ik

4p E
S2

F ]

]n8
u1~r 8!1 ik~ r̂•n̂8!u1~r 8!G

3e2 ik r̂–r8 ds~r 8! ~16!

for r̂PS2. Representation~14! provides the scattered field
everywhere outside the scatterer as a distribution of point
sources of the monopole and of the dipole kind overS. On
the other hand, representation~16! furnishes the angular de-
pendence of the scattered field, far away from the scattering
region, as the superposition of plane waves with amplitudes
and directions of propagations distributed overS, while the
radial dependence is that of a monopole at the origin.

Once the scattering amplitude is obtained, the scattering
cross section is given by

ss5
1

k2 E
S2

ug~ r̂ !u2 ds~ r̂ !. ~17!

Similarly, for lossy coating, the absorption cross section,
which does not vanish, is given by the formula

sa5
1

k
ImE

S
u1~r !S ]

]n
u1~r ! D *

ds~r !, ~18!

where a star indicates complex conjugation and the extinc-
tion cross section is given by the formula

se5ss1sa . ~19!

Expression~18! furnishes the absorption cross section in
terms of a surface integral over the exterior boundaryS of
the scatterer. A straightforward application of Green’s sec-
ond identity, as well as conditions~8!, ~9!, Eq. ~5!, and for-
mula ~6!, can be used to obtain the following expression

sa5
B

k
Im E

S0

u2~r !S ]

]n
u2~r ! D *

ds~r !

1Bc1d2g2 Re E
S
u2~r !S ]

]n
u2~r ! D *

ds~r !

1Bh2k2
c1d2g2

11~kc1d2g2!2 E
V2

uu2~r !u2 dn~r !,

~20!

which providessa in terms of a volume integral over the
spherical shellV2 and two surface integrals over the interior
and the exterior boundaries of the shell. In particular, for the
soft or the hard core, the first integral on the right hand side
of ~20! vanishes and we arrive at

sa5Bc1d2g2 Re E
S
u2~r !S ]

]n
u2~r ! D *

ds~r !

1Bh2k2
c1d2g2

11~kc1d2g2!2 E
V2

uu2~r !u2 dn~r !.

~21!

If the spherical shell has zero compressional viscosityd2,
thensa vanishes and the medium inV2 is lossless.

II. GOVERNING EQUATIONS AT LOW FREQUENCY

In the case where the wavelength of the incident field is
much larger than the radius of the exterior sphere low fre-
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quency techniques can be applied13 and the scattering prob-
lem is reduced to a sequence of potential problems than can
be solved iteratively.11

We consider the expansions

ur0

i ~r !5
r 0

ur2r0u (
n50

`
~ ik !n

n!
@ ur2r0u2r 0#n ~22!

and

ikh~kur2r 8u!5 (
n50

`
~ ik !n

n!
ur2r 8un21 ~23!

for the incident field and the fundamental solution, as well as
the expansions

u1~r !5 (
n50

`
~ ik !n

n!
un

1~r ! ~24!

and

u2~r !5 (
n50

`
~ ik !n

n!
un

2~r ! ~25!

for the total and the interior field.
Note that every low frequency coefficient of the incident

field has the same monopole singularity at the source point
r0 , while the corresponding monopole singularity atr 8 of
the fundamental solutionikh appears in the leading term
alone.

Substituting the above expansions into Eqs.~4!, ~5!, the
transmission conditions~8!, ~9!, and boundary conditions
~11!, ~12!, we arrive, for eachn50,1,2,..., at equations

Dun
1~r !5n~n21!un22

1 ~r !, rPV12$r0% ~26!

and

Dun
2~r !5n~n21!h2(

r50

n22
~n22!!

r!
~c1d2g2!n222rur

2~r !,

rPV2, ~27!

the transmission conditions

un
1~r !5un

2~r !, rPS ~28!

and

]

]n
un

1~r !5BF ]

]r
un

2~r !2nc1d2g2
]

]r
un21

2 ~r !G ,
rPS, ~29!

as well as the boundary condition

un
2~r !50, rPS0 ~30!

for the soft core, or

]

]n
un

2~r !50, rPS ~31!

for the hard core.
Note that dispersion relation~6! is recast in~27! as a

geometric series in (ikc1d2g2).
Similarly, from integral representation~14! we obtain

the following asymptotic behavior of the total field as
r→1`

un
1~r !5

r 0

ur2r0u @ ur2r0u2r 0#n

2
1

4p (
r51

n S n
r D E

S
ur2r 8ur21

]

]n8
un2r

1 ~r 8!ds~r 8!

2
1

4p (
r52

n S n
r D ~r21!E

S
ur2r 8ur23~r2r 8!

–n̂8un2r
1 ~r 8!ds~r 8!1OS 1

r D . ~32!

The low frequency expansion of scattering amplitude~16!
assumes the form

g~ r̂ !5
1

4p (
n50

1`
~ ik !n11

n! (
r50

n S n
r D ~21!r11

3E
S
~ r̂–r 8!r

]

]n8
un2r

1 ~r 8!ds~r 8!

1
1

4p (
n50

1`
~ ik !n12

n! (
r50

n S n
r D ~21!r11

3E
S
~ r̂–r 8!r~ r̂–n̂8!un2r

1 ~r 8!ds~r 8! ~33!

for r̂PS2.
Once the expansion forg is obtained, the corresponding

expansion for the scattering cross section is readily drawn
from ~17!. Using formula~21! and a straightforward applica-
tion of Gauss’s theorem, we can express the absorption cross
section in the following form:

sa5Bc1d2g2h2(
n50

`

k2n12 (
s50

n

(
r50

2n22s

~21!n2r
~c1d2g2!2s

~2n22s!! S 2n22s
r D E

V2
ur

2~r 8!u2n22s2r
2 ~r 8!dy~r 8!

1Bc1d2g2 (
n50

`
k2n

~2n!! (
r50

2n

~21!n2rS 2n
r D E

S
ur

2~r 8!
]

]n8
u2n2r

2 ~r 8!ds~r 8!. ~34!
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In the above expression ofsa the contribution from the shell
V2 and the one from the transmission surfaceS are explicit.
Note that the contribution from the surface integral overS is
by two orders of magnitude higher than the contribution
from the volume integral over the shellV2.

III. THE COATED SOFT SPHERE

The Rayleigh approximation for the near field is ob-
tained by solving the following boundary value problems:

Du0
1D

~r !50, rPV62$r0%, ~35!

Du0
2D

~r !50, rPV2, ~36!

u0
1D

~r !5u0
2D

~r !, rPS, ~37!

]

]n
u0

1D
~r !5B

]

]n
u0

2D
~r !, rPS, ~38!

u0
2D

~r !50, rPS0 , ~39!

u0
1D

~r !5
r 0

ur2r0u
1OS 1

r D , r→`, ~40!

where the superscriptD indicates Dirichlet boundary condi-
tions on the coreS0 . Long calculations, which are not in-
cluded here, lead to the following exact solution for the lead-
ing low frequency approximation of the near field, for the
soft sphere which is coated with a lossy medium:

u0
1D

~r !5 (
n50

` S r

r 0
D n

Pn~cosu!

1 (
n50

`

@Kn~12 l 2n11!21#

3S a

r 0
D nS a

r D n11

Pn~cosu! ~41!

and

u0
2D

~r !5 (
n50

`

KnS r

r 0
D n

Pn~cosu!

2 (
n50

`

KnS a0

r 0
D nS a0

r D n11

Pn~cosu!, ~42!

wherePn stand for the Legendre polynomials, the parameter

l 5
a0

a
P~0,1! ~43!

indicates the thickness of the shell, and

Kn5
2n11

~nB1n11!1~n11!~B21!l 2n11 ~44!

for everyn50,1,2,... . References 12 and 14 contain all the
basic expansions and functions needed.

Note that at the zeroth order of approximation the solu-
tion depends solely on the density ratioB. Hence, we can
eliminate the shell by takingB→1. In that case,Kn→1 and
solution~41! recover the corresponding solution@Ref. 6, Eq.
~34!# for the single soft sphere. Consequently, the constants
Kn provide the effect of the coating. Furthermore, since for
r ,r 0

r 0

ur2r0u
5 (

n50

` S r

r 0
D n

Pn~cosu! ~45!

the first series in expression~42! for u0
D2 shows that the shell

modifies each interior harmonic component of the incident
field through multiplication byKn . We also indicate here
that the Rayleigh approximation is not influenced by the
lossy character of the shell.

Next, we look at the first order approximation which is
determined as the solution of the equations

Du1
1D

~r !50, rPV12$r0%, ~46!

Du1
2D

~r !50, rPV2, ~47!

which satisfy the transmission conditions

u1
1D

~r !5u1
2D

~r !, rPS, ~48!

]

]n
u1

1D
~r !5BF ]

]n
u1

2D
~r !2c1d2g2

]

]n
u0

2D
~r !G ,

rPS, ~49!

the boundary condition

u1
2D

~r !50, rPS0 , ~50!

and assumes the asymptotic form

u1
1D

~r !5r 0S 12
r 0

ur2r0u D
2

1

4p E
S

]

]n
u0

1D
~r !ds~r !1OS 1

r D ,

r→`. ~51!

In this case, the lossy character of the shell enters the scene
through the transmission condition~49! where the constants
d2 andg2 appear for the first time.

In solving this complicated interior–exterior boundary
transmission value problem we first calculate the integral in
~51!, which by virtue of orthogonality and expression~41!
gives

2
1

4p E
S

]

]n
u0

1D
~r !ds~r !52a0K0B. ~52!

Then a long series of tedious calculations leads to the fol-
lowing form of the solution:
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u1
1D

~r !5a0K0BS a0K0B

r
21D2r 0(

n51

` S r

r 0
D n

Pn~cosu!

2a(
n51

`

@Kn~12 l 2n11!21#S a

r 0
D n21S a

r D n11

3Pn~cosu!1Bc1d2g2 (
n50

`

Kn
2 12 l 2n11

2n11

3@n1~n11!l 2n11#S a

r 0
D nS a

r D n11

Pn~cosu! ~53!

in the exterior mediumV1, and

u1
2D

~r !5K0
2Bl~a2c1d2g2!S a0

r
21D2r 0(

n51

`

KnS r

r 0
D n

3Pn~cosu!1a0(
n51

`

KnS a0

r 0
D n21S a0

r D n11

3Pn~cosu!1Bc1d2g2 (
n51

`

Kn
2 n1~n11!l 2n11

2n11

3F S r

r 0
D n

2S a0

r 0
D nS a0

r D n11GPn~cosu! ~54!

within the shellV2.
If the medium in the shell is lossless, thend250 and

the last series in bothu1
1 and in u1

2 vanish. Then, expres-
sions~53! and ~54! solve the corresponding problem for the
soft sphere with lossless coating. On the other hand,B→1,
Kn→1, d250 recovers the first order approximation of the
single soft sphere case@Ref. 6, Eq.~38!#. Along the same
line, we can take the limita0→0, or l→0, of ~41!, ~42! and
of ~53!, ~54! to arrive at the zeroth and the first order low
frequency coefficients for the lossy sphere respectively, or
for the lossless sphere, if we also setd250.8

The approximation of the far field, based on the knowl-
edge ofu0

6 andu1
6 , is derived from~33! as

gD~ r̂ !52
ik

4p E
S

]

]n8
u0

1D
~r 8!ds~r 8!

1
k2

4p E
S
F ]

]r 8
u1

1D
~r 8!2~ r̂–r 8!

]

]n8
u0

1D
~r 8!

1~ r̂–n̂8!u0
1D

~r 8!Gds~r 8!,1O~k3!, k→0.

~55!

Using the values of integrals~A1!–~A4! in the Appendix, we
arrive at the following expression for the scattering ampli-
tude

gD~ r̂ !52 i ~ka!lK 0B

1~ka!2F2 lK 0
2BS lB1

1

a
c1d2g2~12 l ! D

1
a

r 0
~K1~12 l 3!21!P1~cosu!G1O~~ka!3!,

ka→0. ~56!

From ~17! and ~56! we easily obtain the following leading
term approximation for the scattering cross section:

ss
D54pa2l 2K0

2B21O~~ka!2!

54p~a0K0B!21O~~ka!2!, ka→0. ~57!

In the same fashion, from~34! we obtain

sa
D5Bc1d2g2E

S
u0

2D
~r !

]

]n
u0

2D
~r !ds~r !1O~~ka!2!,

ka→0, ~58!

and a lengthy evaluation of the integral yields

sa
D54paBc1d2g2 (

n50

` Kn
2

2n11 S a

r 0
D 2n

~12 l 2n11!

3~n1~n11!l 2n11!1O~~ka!2!, ka→0. ~59!

The far field expressions~56!, ~57!, and ~59! reduce to the
corresponding formulae for the soft sphere whenB51 and
d250,6 to the lossy penetrable sphere whenl 50, and to a
lossless penetrable sphere whenl 50 andd250.8 Again, the
constantsKn are to be interpreted as the influence of the
coating, so thatKn51 for B51.

IV. THE COATED HARD SPHERE

Indicating all the relative fields with a superscriptN to
denote the Neumann boundary condition on the surfaceS0 of

the core, the Rayleigh approximationu0
6N

for the coated hard
sphere has to satisfy the equations

Du0
1N

~r !50, rPV12$r0%, ~60!

Du0
2N

~r !50, rPV2, ~61!

the transmission conditions

u0
1N

~r !5u0
2N

~r !, rPS, ~62!

]

]n
u0

1N
~r !5B

]

]n
u0

2N
~r !, rPS, ~63!

the Neumann boundary condition

]

]n
u0

1N
~r !50, rPS, ~64!
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and the asymptotic form

u0
1N

~r !5
r 0

ur2r0u
1OS 1

r D , r→`. ~65!

The particular constants that play the role thatKn played for
the soft core case are now given by

Ln5
2n11

~nB1n11!2n~B21!l 2n11 ~66!

for every n50,1,2,... . Here againB→1 implies that Ln

→1, and theLn’s specify the effect that the coating has on
the problem of scattering by a hard sphere.

The solution of~60!–~65! assumes the form

u0
1N

~r !5 (
n50

` S r

r 0
D n

Pn~cosu!

1 (
n51

` FLnS 11
n

n11
l 2n11D21G

3S a

r 0
D nS a

r D n11

Pn~cosu! ~67!

and

u0
2N

~r !5 (
n50

`

LnS r

r 0
D n

Pn~cosu!

1 (
n51

`

Ln

n

n11 S a0

r 0
D nS a0

r D n11

Pn~cosu!.

~68!

Similarly, since

E
S

]

]n
u0

1N
~r !ds~r !50, ~69!

the first order low frequency coefficient solves the following
problem:

Du1
1N

~r !50, rPV12$r0%, ~70!

Du1
2N

~r !50, rPV2, ~71!

u1
1N

~r !5u1
2N

~r !, rPS, ~72!

]

]n
u1

1N
~r !5BF ]

]n
u1

2N
~r !2c1d2g2

]

]n
u0

2N
~r !G ,

rPS, ~73!

]

]n
u1

2N
~r !50, rPS0 , ~74!

and

u1
1N

~r !5r 0S 12
r 0

ur2r0u D1OS 1

r D , r→`. ~75!

Another sequence of long calculations concludes the solution
of ~70!–~75! that follows:

u1
1N

~r !52r 0(
n51

` S r

r 0
D n

Pn~cosu!

2a(
n51

` FLnS 11
n

n11
l 2n11D21G S a

r 0
D n21S a

r D n11

3Pn~cosu!1Bc1d2g2 (
n51

`

Ln
2 n

2n11

3S 11
n

n11
l 2n11D ~12 l 2n11!S a

r 0
D nS a

r D n11

3Pn~cosu! ~76!

and

u1
2N

~r !52r 0(
n51

`

LnS r

r 0
D n

Pn~cosu!

2a0(
n51

`

Ln

n

n11 S a0

r 0
D n21S a0

r D n11

Pn~cosu!

1Bc1d2g2 (
n51

`

Ln
2 n

2n11
~12 l 2n11!F S r

r 0
D n

1
n

n11 S a0

r 0
D nS a0

r D n11GPn~cosu!. ~77!

All special cases of the single hard sphere6 and the lossy or
lossless penetrable case8 are recoverable from the above so-
lutions.

Expressions~55! for the scattering amplitude hold for
the case of the hard core too, and the integrals involved are
given by~A5!–~A8! in the Appendix. The final form ofgN is

gN~ r̂ !5~ka!2
a

r 0

L1

3 F11
1

2
l 32B~12 l 3!GP1~cosu!

1O~~ka!3!, ka→0. ~78!

Similarly, the scattering cross-section formula~17! yields

ss
N54pa2~ka!2S a

r 0
D 2 L1

2

27 F11
1

2
l 32B~12 l 3!G2

1O~~ka!4!, ka→0. ~79!

Formula~58! provides the leading approximation to the hard
core sphere as well, and after the calculations are performed
we conclude that
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sa
N54paBc1d2g2 (

n51

`
n

2n11
Ln

2S a

r 0
D 2n

~12 l 2n11!

3S 11
n

n11
l 2n11D1O~~ka!2!, ka→0. ~80!

Note that while for the coated soft sphere the low frequency
order of the scattering and the absorption cross section are
the same, for the coated hard sphere the absorption cross
section is by two orders of magnitude more prominent than
the scattering cross section.

V. REDUCTION TO PLANE WAVE INCIDENCE

As we explained in the beginning of Sec. I, our point
source field is so modified by amplitude and phase as to be
able to transform to a plane wave when the source ap-
proaches infinity. In fact, by~2! it is a plane wave propagat-
ing in the direction2 r̂0 . By considering the same limiting
case ofr 0→` in our results, in Secs. III and IV, we confirm
the following plane wave incidence counterparts. For the
near fields corresponding to the soft core case, we obtain

u0
1D

~r !512
B

11~B21!l

a0

r
, ~81!

u0
2D

~r !5
1

11~B21!l S 12
a0

r D , ~82!

and

u1
1D

~r !5
Ba0

11~B21!l FBa01c1d2g2~12 l !

11~B21!l

1

r
21G

2rP1~cosu!

2
~12 l !32B~112l 3!

~B12!12~B21!l 3

a3

r 2 P1~cosu!, ~83!

u1
2D

~r !5
B~a02 lc1d2g2!

@11~B21!l #2 S a0

r
21D

2
3

~B12!12~B21!l 3 S r 2
a0

3

r 2 D P1~cosu!,

~84!

FIG. 2. The normalized absorption cross section,s̄a
D , for B51021 as a

function of shell thickness~l! and distance from the source (r s). ~a! 3-D
plot; ~b! intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.

FIG. 3. The normalized absorption cross section,s̄a
D , for B5221 as a

function of shell thickness~l! and distance from the source (r s). ~a! 3-D
plot; ~b! intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.
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which, for d250, coincide with Formulae~100!, ~101!,
~102!, ~103! in Ref. 10.

Similarly, in the far field we obtain

gD~ r̂ !52 i ~ka!
Bl

11~B21!l
2~ka!2

Bl

@11~B21!l #2

3FBl1~12 l !
c1d2g2

a G1O~~ka!3!,

ka→0 ~85!

for the scattering amplitude,

ss
D54pa2F Bl

11~B21!l G
2

1O~~ka!2!, ka→0 ~86!

for the scattering cross section, and

sa
D54pa

Bc1d2g2l ~12 l !

@11~B21!l #2 1O~~ka!2!, ka→0

~87!

for the adsorption cross section. Again, for lossless coating,
~85! and ~86! are included in~110! and ~111! in Ref. 10,
respectively.

Note that, as the source approaches infinity, the contri-
bution from the highest multipole to every approximation of
g vanishes.

In the case of the coated hard sphere the corresponding
reductions to plane wave incidence are

u0
1N

~r !51, u0
2N

~r !51, ~88!

u1
1N

~r !52rP1~cosu!

1
~2B11!~12 l 3!23

~B12!2~B21!l 3

a3

2r 2 P1~cosu!, ~89!

u1
2N

~r !52
3a0

~B12!2~B21!l 3 S r

a0
1

a0
2

2r 2D P1~cosu!

~90!

for the near field, while in the far field the leading term
approximations given by~78!, ~79!, and ~80! are all zero.
Hence, the interaction of a coated hard sphere with an inci-

FIG. 4. The normalized absorption cross section,s̄a
D , for B51 as a func-

tion of shell thickness~l! and distance from the source (r s). ~a! 3-D plot; ~b!
intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.

FIG. 5. The normalized absorption cross section,s̄a
D , for B52 as a func-

tion of shell thickness~l! and distance from the source (r s). ~a! 3-D plot; ~b!
intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.
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dent low frequency field is weaker when the incident field is
a plane wave than when it is a spherical wave.

VI. DISCUSSION AND CONCLUSIONS

In this section we discuss how the scattering cross sec-
tion and the absorption cross section are dependent on the
main physical and geometrical parameters of the problem. In
particular, we observe that radiusa of the exterior sphere, the
phase velocityc1 of the surrounding medium, and the mean
compressibilityg2 as well as the compressional viscosityd2

of the material that occupies the spherical shell, enter expres-
sions~59! and~80! for the absorption cross section in a linear
multiplicative way. Therefore, the interesting parameters of
the problem are the ratioB of the mass densities, the param-
eter l that determines the thickness of the penetrable shell,
and the parameter

r s5
a

r 0
~91!

that specifies the distance between the source and the scat-
terer.

The parameterB is a positive number which takes values
less than one whenever the mass density in the shell is larger
than the mass density of the exterior medium, and larger than
one in the opposite case. IfB51, then the mass density of
the spherical shell coincides with the mass density of the
surrounding medium and the shell influences the scattering
process only through the different mean compressibilities
within V2 and V1. The geometric parameterl varies be-
tween the value zero, which corresponds to a penetrable
sphere8 and the value one, which recovers either the soft or
the hard sphere,6 according to whether the surface of the core
is assumed to be soft or hard. The parameterr s also varies
between zero and one. It actually varies between the zero
value, which corresponds to plane wave excitation, and to
some value strictly less than one, since atr s51 the point
source lies on the surface and our formulation of scattering
theory fails. In this case we deal with a radiation rather than
a scattering problem. Note that all three basic parameters,B,
l, andr s , are dimensionless.

We start our discussion with the case where the core has
a soft surface, i.e.,S0 is a pressure release boundary. From
~44! and ~57! we obtain

FIG. 6. The normalized absorption cross section,s̄a
D , for B510 as a func-

tion of shell thickness~l! and distance from the source (r s). ~a! 3-D plot; ~b!
intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.

FIG. 7. The normalized absorption cross section,s̄a
N , for B51021 as a

function of shell thickness~l! and distance from the source (r s). ~a! 3-D
plot; ~b! intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.
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s̄s
D5

ss
D

4pa2 5F11
1

lB
2

1

BG22

1O~k2!, k→0 ~92!

from which it follows that the leading low frequency ap-
proximation, or Rayleigh approximation, of the scattering
cross section is a monotonically increasing function ofl. In
other words, the thinner the shell the larger the scattering
cross section. Asl→1, the core disappears and~57! recovers
the well known Rayleigh approximation for a soft sphere

ss
soft54pa21O~k2!, k→0, ~93!

which is the maximum value ofss
D as a function ofl. At the

other end, asl→0 the soft core disappears and we deal with
a penetrable sphere for which the leading approximation of
the scattering cross section is of orderk2.

Since

]s̄s
D

]B
5

2Bl2~12 l !

~ lB112 l !3.0, ~94!

it follows that the scattering cross section is also an increas-
ing function ofB.

Hence for given shell thickness and mass density inV1,
as the mass density of the shell decreases the corresponding
scattering cross section increases.

From our previous discussion on the variation ofB andl,
it follows that the quantity (lB112 l ) is always positive so
that no resonance occurs. We remark finally that the location
of the point source has no influence on the leading term of
ss

D , which coincides with the scattering cross section~86!
for plane wave incidence.

A similar analysis of the scattering cross section~79!
which provides the Rayleigh approximation for the case of a
hard core leads to

s̄s
N5

3ss
N

pa4k2 5r s
2F21 l 322B~12 l 3!

21 l 31B~12 l 3! G2

1O~k2!, k→0,

~95!

where the denominator is always positive.
The dependence onr s is obvious. The further away the

point source, the less the scattering cross section, and for
plane wave excitation thek2-term vanishes leaving the Ray-
leigh approximation ofss

N to be of orderk4.
Rewriting ~95! as

FIG. 8. The normalized absorption cross section,s̄a
N , for B5221 as a

function of shell thickness~l! and distance from the source (r s). ~a! 3-D
plot; ~b! intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.

FIG. 9. The normalized absorption cross section,s̄a
N , for B51 as a func-

tion of shell thickness~l! and distance from the source (r s). ~a! 3-D plot; ~b!
intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.

1939 1939J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Arnaoudov et al.: The coated sphere and a point source



s̄s
N5r s

2F12
3B

3/~12 l 3!211BG2

1O~k2!, k→0, ~96!

we observe that the scattering cross section is an increasing
function of l. Hence, as the thickness of the shell diminishes,
the scattering cross section increases and it assumes its maxi-
mum value

ss
hard5

pa6k2

3r 0
2 1O~k4!, k→0 ~97!

at l 51, which recovers the hard sphere.6 On the other end,
casel 50 which corresponds to a penetrable sphere recovers
the scattering cross section of a penetrable scatterer8 which is
given by

ss
penet5

4pa6k2

3r 0
2 S B21

B12D 2

1O~k4!, k→0. ~98!

In order to see the dependence on the physical parameterB,
we rewrite~95! as

s̄s
N5r s

2F 3~21 l 3!

21 l 31B~12 l 3!
22G2

1O~k2!, k→0, ~99!

which shows that the scattering cross section increases along
with the mass density in the spherical shell. Asr2→`,
B→0, and~95! recovers the hard sphere result~97!.

Next, we turn to the more interesting behavior of ab-
sorption cross sections~59! and ~80! with respect to the pa-
rametersB, l and r s .

A numerical investigation of the convergence of the se-
ries in ~59! shows that 15 terms secure practically the exact
value of the series atr s50.8 and the convergence is much
better for smaller values ofr s . The valuer s50.8 locates the
point source one-fourth of the radiusa away form the exte-
rior sphereS. If the point source comes even closer to the
scatterer, then the number of terms needed to calculate the
value of the series increases drastically and asr s→a the
series diverges.

Figures 2, 3, 4, 5, and 6 show 3-D plots and correspond-
ing 2-D intersections of the normalized absorption cross sec-
tion

FIG. 10. The normalized absorption cross section,s̄a
N , for B52 as a func-

tion of shell thickness~l! and distance from the source (r s). ~a! 3-D plot; ~b!
intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.

FIG. 11. The normalized absorption cross section,s̄a
N , for B510 as a

function of shell thickness~l! and distance from the source (r s). ~a! 3-D
plot; ~b! intersections~from top to bottom! at r s54/5, 1/2, 1/3, 1/5, 0.
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sa
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4pac1d2g2
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~2n11!~12 l 2n11!~n1~n11!l 2n11!

@~n11!~12 l 2n11!1B~n1~n11!l 2n11!#2

3r s
2n1O~k2!, k→0. ~100!

for B51021, 221, 1, 2, and 10, respectively. Note thats̄a
D

has a maximum which is translated from thinner shells to
thicker shells as the mass density of the shell decreases. In
fact, a relatively thin shell filled with a high mass density
material absorbs more energy than a thicker shell with the
same mass density. This seems to be a consequence of the
low frequency character of the problem which allows the
sphere to live in a succession of global compressions and
global detonations setting the scatterer in small vibrations.
On the other hand, if the shell is occupied by a low density
material, it is a very thick shell that absorbs more energy. In
this case, the incident pressure field is ‘‘strong’’ enough to
impose vibrations to a thicker but ‘‘lighter’’ shell. When the
mass densities withinV2 andV1 are equal, then maximum
absorption occurs whenever the radius of the core is approxi-
mately 60% of the exterior radius.

It is obvious that many more results can be drawn from
Figs. 2 to 6, but the most interesting geometrical conclusion
is that when the source is located at a distance of more than
five radii from the center of the scatterer, then the results are
the same with the relative results corresponding to plane
wave excitation. In other words, a modified point source five
characteristic dimensions of the scatterer away from its cen-
ter is ‘‘seen’’ by the scatterer almost as a plane wave. Fur-
thermore, it seems that the point source should be less than
two characteristic dimensions from the center of the obstacle
in order to obtain significant discrepancy between the point
source and plane wave excitation.

Figures 7, 8, 9, 10, and 11 provide the corresponding
behavior of the normalized absorption cross section

s̄a
N5

sa
N

4pac1d2g2

'B(
n51

25
n~2n11!~12 l 2n11!~n111nl2n11!

~n11!@nB~12 l 2n11!1n111nl2n11#2

3r s
2n1O~k2!, k→0 ~101!

for the hard core case. Note that in order to secure the same
accuracy in the evaluation of the series, 25 terms have been
used for the worst case wherer s50.8. It is obvious from the
plots that a scatterer with a hard core is less sensitive to the
spherical characteristics of the point source fields, and in fact
for a point source two radii away from its center no signifi-
cant differences between point source and plane wave exci-
tation is registered. In the cases ofB51021, 221, 1, and 2,
the absorption is stronger when the point source is close to
the scatterer and decreases monotonically to zero as the
thickness of the shell decreases. Nevertheless, for a shell
with low mass density we observe, in Fig. 11, that if the

source is close to the scatterer a local maximum of the ab-
sorption occurs in the thin shell neighborhood.
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APPENDIX

The values of the integrals appearing in~55!, whenever
the core has a soft surface, are

2
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When the surfaceS0 of the core is hard, the four integrals in
~55! assume the following values
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The Bremmer series solution of the wave equation in generally inhomogeneous media, requires the
introduction of pseudodifferential operators. In this paper, sparse matrix representations of these
pseudodifferential operators are derived. The authors focus on designing sparse matrices, keeping
the accuracy high at the cost of ignoring any critical scattering-angle phenomena. Such matrix
representations follow from rational approximations of the vertical slowness and the transverse
Laplace operator symbols, and of the vertical derivative, as they appear in the parabolic equation
method. Sparse matrix representations lead to a fast algorithm. An optimization procedure is
followed to minimize the errors, in the high-frequency limit, for a given discretization rate. The
Bremmer series solver consists of three steps: directional decomposition into up- and downgoing
waves, one-way propagation, and interaction of the counterpropagating constituents. Each of these
steps is represented by a sparse matrix equation. The resulting algorithm provides an improvement
of the parabolic equation method, in particular for transient wave phenomena, and extends the latter
method, systematically, for backscattered waves. ©1998 Acoustical Society of America.
@S0001-4966~98!06109-8#

PACS numbers: 43.20.Bi@ANN#

INTRODUCTION

Directional wave field decomposition is a tool for ana-
lyzing and computing the propagation of waves in configu-
rations with a certain directionality, such as the waveguiding
structure in Fig. 1. The method consists of three main steps:
~i! decomposing the field into two constituents, propagating
upward or downward along a preferred direction,~ii ! com-
puting the interaction of the counterpropagating constituents,
and~iii ! recomposing the constituents into observables at the
positions of interest. The method is beneficial because it can
be computationally efficient and it can be used to separate
different propagation phenomena, which is of importance in
the interpretation and inversion of measurements.

In the frequency-domain Bremmer series approach to
modeling, we encounter pseudodifferential operators in the
directional ~de!composition, in the downward and up-ward
propagation or continuation, and in the reflections and trans-
missions due to variations in medium properties in the pre-
ferred direction~De Hoop1!. For the numerical implementa-
tion, we employ a total rational-approximation approach to
find, upon discretization, sparse matrix representations of
these pseudodifferential operators. The rational approxima-
tion has its roots in the parabolic equation~PE! method
~Claerbout2 and Tappert3!, and has been extended and ex-
plored by Ma,4 Greene,5 Halpern and Trefethen,6 and

Collins.7 The rational approximation should be carried out in
a delicate way, to ensure conservation of acoustic power
flow, see also Collins and Westwood.8 The Bremmer series
generates systematically the backscattered field, a topic in-
vestigated by Collins and Evans,9 and Collins.10 For fixed
sampling rates, allowing the numerical grid to be coarse, we
consider optimizations of the matrix representations for the
three steps,~de!composition, propagation, and interaction,
such that the numerical dispersion is minimized. The idea of
optimization was exploited by Collins11 and Cederberg
et al.;12 the numerical dispersion was carefully analyzed by
Trefethen,13 Beaumontet al.,14 and Holberg.15,16

The improvement in accuracy and efficiency, and exten-
sions of rational approximation techniques remain to get sig-
nificant attention. Recent advances in the application to ex-
ploration seismics can be found in Graves and Clayton17 and
Rühl et al.18 They controlled the errors at large scattering
angles by initiating the propagation with a transversely ho-
mogeneous background phase shift. In the field of integrated
optics, the PE method was introduced by Flecket al.19 Vari-
ous extensions of the PE-style method have been developed
since then. These are now known as beam propagation meth-
ods ~BPMs!. Examples of present BPMs are the method of
lines,20 the mode expansion method,21 and wide-angle meth-
ods based upon higher-order rational approximations.22–24

For a recent overview we refer to Hoekstra.25 For the devel-
opments in ocean acoustics, we refer the reader to Collins.7,26a!Electronic mail: mdehoop@dix.mines.edu
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A recent overview of PE methods in underwater acoustics is
given by Lee and Pierce.27

The discretization of the ‘‘one-way’’ wave equation, the
propagation step, is based on the third-order Thiele-type
continued-fraction approximation of the left vertical wave-
slowness symbol. We enforce the associated vertical slow-
ness operator to be self-adjoint~‘‘energy-conserving’’!, as
the exact one is self-adjoint in the realL2. This implies that
we depart from the principal symbol analysis of De Hoop.1

The one-way wave equation is thus approximated by a par-
tial differential equation. By discretizing the transverse de-
rivatives ~the Laplace operator! according to a rational ap-
proximation of its spectrum, the partial differential equation
is transformed into a system of ordinary differential equa-
tions. The solution of this system is formally written as a
product integral. The exponent in the discretized version of
the product integral is then replaced by its (n,n)-Padéap-
proximation. Such a procedure guarantees numerical stabil-
ity. We will pay most attention to the~1,1!-Padéapproxima-
tion, which yields the Crank–Nicholson implicit finite-
difference scheme in the preferred direction. The resulting
algebraic equations, which now involve sparse matrices, can
be solved rapidly with standard procedures available in vari-
ous software libraries. In two dimensions, direct matrix in-
versions are carried out; in three dimensions, iterative tech-
niques should be applied.

The vertical phase and group slownesses associated with
the ultimate system of algebraic equations can be evaluated
and are used to analyze the numerical artifacts introduced by
the various rational approximations. The accuracy of the ver-
tical group slowness as compared with the exact vertical
slowness is indicative for the numerical anisotropy; the dif-
ference between the vertical phase and group slownesses is
indicative for the numerical dissipation. To arrive at an op-
timal system of algebraic equations, fixing the bandwidth of
the wave field and the sampling rate, a simultaneous optimi-
zation of the Thiele-type approximation, the transverse
finite-difference, and the vertical finite-difference representa-

tions are carried out. Since the optimization will depend on
the medium’s wave speed, the optimal parameter set will
vary with frequency and position as well. The optimization
procedure is repeated for the composition, decomposition,
reflection, and transmission operators. With the various ma-
trix representations, the Bremmer coupling series solution of
the wave equation can now be computed. For typical me-
dium fluctuations, as a rule of thumb, one needs to consider
three terms of this series to obtain an accurate representation.
A general,a priori, rule for how many terms one should
compute is hard to give, however. In this respect, note that in
the Fourier domain the Bremmer series does not necessarily
converge.

The outline of the paper is as follows. In the next sec-
tion, a summary of the method of directional decomposition,
leading to a coupled system of one-way wave equations is
given. In Sec. II, the concept of generalized slowness surface
is introduced, which is used in representations of the Green’s
functions of the one-way wave equations. In Sec. III, the
Bremmer coupling series and its numerical implementation
are discussed. The remainder of the paper is dedicated to the
derivation and optimization of approximate, sparse, matrix
representations. In Sec. IV, the one-way wave equations are
discretized for the purpose of solving for the one-way
Green’s functions. In Sec. V, transverse, transparent bound-
aries are introduced. In Sec. VI, the optimization procedure
for the one-way propagation is explained. Sections VII and
VIII contain the discretizations and optimizations of the~de!
composition and interaction operators. Finally, our algorithm
is illustrated in Sec. IX by various numerical examples.

I. DIRECTIONAL WAVE FIELD DECOMPOSITION

For the details on the derivation of the Bremmer cou-
pling series solution of the acoustics wave equation, we refer
the reader to De Hoop.1 Here we restrict ourselves to a sum-
mary of the method. Our configuration is two dimensional.

Let p5acoustic pressure@Pa#, vr5particle velocity
@m/s#, r5volume density of mass @kg/m3#,
k5compressibility@Pa21#, q5volume source density of in-
jection rate@s21#, and f k5volume source density of force
@N/m3#. We assume that the coefficientk is smooth, and that
r is constant, for the purpose of wave field decomposition.
Furthermore, we assume that these functions are constant
outside a compact domain. This provision enables us to for-
mulate the acoustic wave propagation, when necessary, as a
scattering problem in a homogeneous embedding. The
smoothness entails that the singularities of the wave field~in
particular the ones in the neighborhood of the wave arrival!
arise from the ones in the signatures of the source distribu-
tions. The formation of caustics, associated with multipath-
ing of characterictics, is captured in the numerical procedure
developed in this paper.

We carry out our analysis in the time-Fourier domain.
To show the notation, we give the expression for the acoustic
pressure

p̂~xm ,v!5E
t50

`

exp~2 ivt !p~xm ,t !dt, Im$v%,0. ~1!

FIG. 1. A sample configuration. Between the entrance and the exit levels,
the configuration’s medium may vary in the vertical and horizontal direc-
tions. Outside that region the medium is constant.
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Under this transformation, assuming zero initial conditions,
we have] t→ iv. In the Fourier domain, the acoustic wave
field satisfies the system of first-order equations

]kp̂1 ivr v̂k5 f̂ k , ~2!

ivk p̂1] r v̂ r5q̂. ~3!

The change of the wave field in space along a direction of
preference can now be expressed in terms of the changes of
the wave field in the direction transverse to it. The direction
of preference is taken along thex2 axis ~or ‘‘vertical’’ axis!
and the remaining~‘‘transverse’’ or ‘‘horizontal’’! coordi-
nate is denoted byx1 .

Since we allow the medium to vary with all coordinates
and hence also with the preferred direction, we are forced to
carry out the wave field decomposition from the system of
first-order equations rather than the second-order scalar
Helmholtz equation.

A. The reduced system of equations

The procedure requires a separate handling of the hori-
zontal component of the particle velocity. From Eqs.~2! and
~3! we obtain

v̂15 ir21v21~]1p̂2 f̂ 1!, ~4!

leaving, upon substitution, the matrix differential equation

~]2d I ,J1 ivÂI ,J!F̂J5N̂I , ÂI ,J5ÂI ,J~x1 ,D1 ;x2!,
~5!

D1[
i

v
]1 ,

in which the elements of the acoustic field matrix are given
by

F̂15 p̂, F̂25 v̂2 , ~6!

the elements of the acoustic system’s operator matrix by

Â1,15Â2,250, ~7!

Â1,25r, Â2,152D1~r21D1!1k, ~8!

and the elements of the notional source matrix by

N̂15 f̂ 2 , N̂25D1~r21 f̂ 1!1q̂. ~9!

It is observed that the right-hand side of Eq.~4! and ÂI ,J

contain the spatial derivativeD1 with respect to the horizon-
tal coordinate only.D1 has the interpretation ofhorizontal
slownessoperator. Further, it is noted thatÂ1,2 is simply a
multiplicative operator.

To ensure that the medium is smooth, we employ
equivalent medium averaging at any point over a box that is
twice the spatial sample size.~This procedure is derived from
the one by Coates and Schoenberg28 for smoothing disconti-
nuities making use of the equivalent medium averaging of
Schoenberg and Sen.29!

B. The coupled system of one-way wave equations

To distinguish up- and downgoing constituents in the
wave field, we shall construct an appropriate linear operator
L̂ I ,J with

F̂ I5L̂ I ,JŴJ , ~10!

that, with the aid of the commutation relation (]2L̂ I ,J)
5@]2 ,L̂ I ,J#, transforms Eq.~5! into

L̂ I ,J~]2dJ,M1 ivL̂J,M !ŴM52~]2L̂ I ,J!ŴJ1N̂I , ~11!

as to makeL̂J,M , satisfying

ÂI ,JL̂J,M5L̂ I ,JL̂J,M , ~12!

a diagonal matrix of operators. We denoteL̂ I ,J as the com-
position operator andŴM as the wave matrix. The expres-
sion in parentheses on the left-hand side of Eq.~11! repre-
sents the two so-calledone-waywave operators. The first
term on the right-hand side of Eq.~11! is representative for
the scattering due to variations of the medium properties in
the vertical direction. The scattering due to variations of the
medium properties in the horizontal direction is contained in
L̂J,M and, implicitly, in L̂ I ,J .

To investigate whether solutions of Eq.~12! exist, we
introduce the column matrix operatorsL̂ I

(6) according to

L̂ I
~1 !5L̂ I ,1 , L̂ I

~2 !5L̂ I ,2 . ~13!

Upon writing the diagonal entries ofL̂J,M as

L̂1,15Ĝ~1 !, L̂2,25Ĝ~2 !, ~14!

Eq. ~12! decomposes into the two systems of equations

ÂI ,JL̂J
~6 !5L̂ I

~6 !Ĝ~6 !. ~15!

By analogy with the case where the medium is translation-
ally invariant in the horizontal direction, we shall denote
Ĝ(6) as thevertical slownessoperators. Notice that the op-
eratorsL̂1

(6) compose the acoustic pressure and that the op-
eratorsL̂2

(6) compose the vertical particle velocity, whereas
the elements ofŴM may be physically nonobservable.

In De Hoop1 an Ansatz procedure has been followed to
solve the generalized eigenvalue–eigenvector problem~15!
in operator sense: in theacoustic-pressure normalization
analog we have

@ L̂2
~6 ! ,Â2,1Â1,2#50. ~16!

In this normalization we find the vertical slowness operator
to be

Ĝ~1 !52Ĝ~2 !5Ĝ5Â1/2, Â5Â2,1Â1,2, ~17!

while the generalized eigenvectors constitute thecomposi-
tion operator

L̂5S Â1,2 Â1,2

Ĝ 2Ĝ
D . ~18!

Note that we have decomposed the pressure~up to a multi-
plication by density! viz., according toF̂15F̂1

11F̂1
2 , F̂1

1

5Â1,2Ŵ1 , andF̂1
25Â1,2Ŵ2 . In terms of the inverse vertical

slowness operator,Ĝ215Â21/2, the decompositionoperator
then follows as

L̂215
1

2 S Â1,2
21 Ĝ21

Â1,2
21 2Ĝ21D . ~19!
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Using the decomposition operator, Eq.~11! transforms into

~]2d I ,M1 ivL̂I ,M !ŴM52~ L̂21! I ,M~]2L̂M ,K!ŴK

1~ L̂21! I ,MN̂M , ~20!

which can be interpreted as a coupled system of one-way
wave equations. The coupling between the counterpropagat-
ing components,ŴM , is apparent in the first sourcelike term
on the right-hand side, which can be written as

2L̂21~]2L̂ !5S T̂ R̂

R̂ T̂
D , ~21!

in which T̂ and R̂ represent thetransmissionand reflection
operators, respectively. In the acoustic-pressure normaliza-
tion analog, for constant density, we thus find

R̂52T̂5 1
2Ĝ

21~]2Ĝ!. ~22!

II. THE ONE-WAY WAVE PROPAGATOR

To arrive at a coupled system of integral equations that
is equivalent to Eq.~20! and that can be solved in terms of a
Neumann expansion, we have to invert the operator occur-
ring on the left-hand side. We setĜ(6)5(]21 ivĜ(6))21.
The one-sided elementary kernelsĜ (6)(x1 ,x2 ;x18 ,x28) asso-
ciated with these operators are the so-called one-way Green’s
functions. They satisfy the equations

]2Ĝ ~6 !1 ivĜ~6 !Ĝ ~6 !5d~x12x18!d~x22x28!, ~23!

together with the condition of causality.
Now, considerĜ5Ĝ(1), Ĝ 5Ĝ (1), and Ĝ5Ĝ(1). The

operatorĜ acts on a test fieldû as

~Ĝû!~x1 ,x2!

5E
zPR

E
x18PR

Ĝ ~x1 ,x2 ;x18 ,z!û~x18 ,z!dx18 dz. ~24!

Let us define the initial-value problem of determining a func-
tion Û(x1 ,x2 ;z) satisfying

~]21 ivĜ!Û50 for x2>z, Û~x1 ,z;z!5û~x1 ,z!.
~25!

Then it is observed that

~Ĝû!~x1 ,x2!5E
z52`

x2
Û~x1 ,x2 ;z!dz. ~26!

A. The product integral

We observe that the vertical slowness operators at dif-
ferent levels ofx2 do not necessarily commute with one an-
other due to the heterogeneity of the medium. Thus we arrive
at a ‘‘time’’-ordered product integral representation30 of the
one-sided propagators@cf. Eq. ~25!# associated with the one-
way wave equations, where ‘‘time’’ refers to the vertical
coordinatex2 ,

Û ~6 !~ .,x2 ;x28!

56H~7@x282x2# !

3H )
z5x28

x2

exp@2 ivĜ~6 !~ .,z!dz#J û~ .,x28!. ~27!

In this expression, the operator ordering is initiated by exp
@2ivĜ(.,x28)dz# acting on û(.,x28) followed by applying
exp@2ivĜ(.,z)dz# to the result, successively for increasing
z.

If the medium in the interval@x28 ,x2# were weakly vary-
ing in the vertical direction, the Trotter product formula can
be applied to the product integral in Eq.~27!. This results in
the Hamiltonian path integral representations for the Green’s
functions,

Ĝ ~6 !~x1 ,x2 ;x18 ,x28!

56H~7@x282x2# !

3E
P

D~x19 ,a19!3expF2 ivE
z5x28

x2
dz$a19~dzx19!

1ĝ~6 !~x19 ,z,a19!%G , ~28!

P being a set of paths@x19(z),a19(z)# in ~horizontal! phase
space satisfyingx19(z5x28)5x18 , x19(z5x2)5x1 . In Eq.
~28!, ĝ (6) is the so-called left symbol ofĜ(6), i.e.,

Ĝ~6 !~x1 ,D1 ;x2!exp~2 iva1x1!

5ĝ~6 !~x1 ,x2 ,a1!exp~2 iva1x1!. ~29!

The path integral in Eq.~28! is to be interpreted as the lattice
multivariate integral

Ĝ ~6 !(x1 ,x2 ;x18 ,x28)

56H(7[x282x2]) lim
M→`

E )
i 51

M

(v/2p)da1
~ i !

3 )
j 51

M21

dx1
~ j !expF2 iv(

k51

M

$a1
~k!~x1

~k!2x1
~k21!!

1ĝ~6 !(x1
~k! ,zk2 1

2M
21Dx2 ,a1

~k!)M 21Dx2J , ~30!

with x1
(0)5x18 , x1

(M )5x1 , andDx25x22x28 . All the integra-
tions are taken over the interval~2`,`!, M 21Dx2 is the step
size inz, and (x1

( j ) ,a1
( j )) are the coordinates of a path at the

discrete valuesz j of z as j 51,...,M . If Dx2 is sufficiently
small, the lattice integral reduces to the caseM51:

Ĝ ~6 !~x1 ,x2 ;x18 ,x28!.6H~7@x282x2# !E ~v/2p!da19

3exp@2 iv$a19~x12x18!

1ĝ~6 !~x1 ,x22 1
2Dx2 ,a19!Dx2%#. ~31!
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B. The generalized slowness surface

In the acoustic pressure normalization analog, the char-
acteristic differential operator@cf. Eq. ~17!# is given by

Â52D1D12r21~D1r!D11r22~D1r!~D1r!

2r21~D1D1r!1kr, ~32!

with left symbol Â5Â21Â11Â0 , in which

Â252a1
21kr, Â152r21~D1r!a1 ,

~33!
Â052r21~D1

2r!1r22~D1r!2.

In our configuration, we haveÂ15Â050, since we assume
the density to be constant. InÂ2 we can substitutec5
(kr)21/2, the wave speed in the medium.

Using the composition rule for symbols of pseudodiffer-
ential operators, the operator equationĜ25Â @cf. Eq.~17!# is
transformed into a characteristic equation for the correspond-
ing left symbols,

2~v/2p!E
x18PR

E
a18PR

ĝ~x1 ,a18!exp@ iv~x12x18!~a12a18!#

3ĝ~x18 ,a1!da18dx181Â~x1 ,a1!50. ~34!

This equation defines the generalized slowness surface and
has solutionsĝ (6), which appear in the thin-slab one-way
Green’s functions~31!. The two branches areĝ (6)(x1 ,a1)
such that Im$ĝ(1)(x1,a1)%<0 and Im$ĝ(2)(x1,a1)%>0. These
choices are consistent with the condition thatĜ (6) are both
causal. Due to the up/down symmetry of the medium we
have ĝ (1)52ĝ (2). Note that asv→` the composition of
symbols tends to an ordinary multiplication, and the solution
of Eq. ~34! reduces to the principal parts of the symbols. The
principal part of the vertical slowness symbol corresponds to
the vertical component of gradient of travel time, in accor-
dance with the eikonal equation~which can be obtained from
the high-frequency approximation of the path integral, see
De Hoop1!.

III. THE GENERALIZED BREMMER COUPLING
SERIES

A. The coupled system of integral equations

Applying the operators with kernels given by Eq.~28! in
Eq. ~20! we obtain a coupled system of integral equations. In
operator form, they are given by

~d I ,J2K̂ I ,J!ŴJ5ŴI
~0! , ~35!

in which Ŵ(0) denotes the incident field. In our configuration
the domain of heterogeneity will be restricted to the slab
(0, x2

exit#, see Fig. 1, and the excitation of the waves will be
specified through an initial condition at the levelx250, viz.,

Ŵ1
~0!~x1 ,x2!5E

x18PR
Ĝ ~1 !~x1 ,x2 ;x18,0!Ŵ1~x18,0!dx18 ,

~36!
Ŵ2

~0!~x1 ,x2!50,

in the range of interest,x2P@0, x2
exit#; the second equation

reflects the assumption that there is no excitation below the

heterogeneous slab. The integral operators in Eq.~35! are
given by

~K̂1,1Ŵ1!~x1 ,x2!5E
z50

x2 E
x18PR

Ĝ ~1 !~x1 ,x2 ;x18 ,z!

3~ T̂Ŵ1!~x18 ,z!dx18 dz, ~37!

~K̂1,2Ŵ2!~x1 ,x2!5E
z50

x2 E
x18PR

Ĝ ~1 !~x1 ,x2 ;x18 ,z!

3~R̂Ŵ2!~x18 ,z!dx18 dz, ~38!

~K̂2,1Ŵ1!~x1 ,x2!5E
z5x2

x2
exit E

x18PR
Ĝ ~2 !~x1 ,x2 ;x18 ,z!

3~R̂Ŵ1!~x18 ,z!dx18 dz, ~39!

~K̂2,2Ŵ2!~x1 ,x2!5E
z5x2

x2
exit E

x18PR
Ĝ ~2 !~x1 ,x2 ;x18 ,z!

3~ T̂Ŵ2!~x18 ,z!dx18 dz. ~40!

They describe the interaction between the counterpropagat-
ing constituent waves.

We can represent the action of the one-sided Green’s
kernels by product integrals, viz.,

Ŵ1
~0!~ .,x2!5H )

z850

x2

exp@2 ivĜ~1 !~ .,z8!dz8#J Ŵ1~ .,0!,

~41!

while

~K̂1,1Ŵ1!~ .,x2!5E
z50

x2 H )
z85z

x2

exp@2 ivĜ~1 !~ .,z8!dz8#J
3~ T̂Ŵ1!~ .,z!dz, ~42!

and so on.

B. Bremmer series

If v52 is ~and a15 ia1
sP iR) with s real and suffi-

ciently large, the Neumann expansion can be employed to
invert (d I ,J2K̂ I ,J) in Eq. ~35!. Such a procedure leads to the
Bremmer coupling series,

ŴI5(
j 50

`

ŴI
~ j ! ,

in which ŴI
~ j !5K̂ I ,JŴJ

~ j 21! for j >1, ~43!

can be interpreted as thej-times reflected or scattered wave.
This equation indicates that the solution of Eq.~35! can be
found with the aid of an iterative scheme. We will consider
only a finite and small number of terms of the series in Eq.
~43! and in fact take the frequenciesv close to real-valued.
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C. An iterative scheme

To arrive at an iterative scheme for the solution of Eq.
~35!, consider thej-times reflected constituent wave. We
split the interval@0, x2

exit# into M thin slabs with thickness
Dx2 . Set

ŴI
~ j !~ .,kDx2!5 Î I ,1

~ j !~ .,k!1 Î 1,2
~ j !~ .,k!, ~44!

j 51,2,..., andk50,1,...,M , where@cf. Eq. ~43!#

Î I ,1
~ j !~ .,k!5~K̂ I ,1Ŵ1

~ j 21!!~ .,kDx2!, ~45!

Î I ,2
~ j !~ .,k!5~K̂ I ,2Ŵ2

~ j 21!!~ .,kDx2!. ~46!

Upon comparison with Eq.~42! we find that

Î 1,1
~ j !~ .,k!5E

z50

kDx2H )
z85z

kDx2

exp@2 ivĜ~1 !~ .,z8!dz8#J
3X̂1,1

~ j !~ .,z!dz, ~47!

with X̂1,1
( j )(.,z)5(T̂Ŵ1

( j 21))(.,z). Similarly,

Î 1,2
~ j !~ .,k!5E

z50

kDx2H )
z85z

kDx2

exp@2 ivĜ~1 !~ .,z8!dz8#J
3X̂1,2

~ j !~ .,z!dz, ~48!

Î 2,J
~ j !~ .,k!52E

z5kDx2

x2
exit H )

z85z

kDx2

exp@2 ivĜ~2 !~ .,z8!dz8#J
3X̂2,J

~ j !~ .,z!dz, ~49!

with X̂1,2
( j )~.,z!5(R̂Ŵ2

( j 21))~.,z!, X̂2,1
( j )(.,z)5(R̂Ŵ1

( j 21))(.,z),
andX̂2,2

( j )(.,z)5(T̂Ŵ2
( j 21))(.,z). In a configuration with con-

stant density, we haveR̂52T̂ and hence

X̂2,1
~ j !52X̂1,1

~ j ! and X̂1,2
~ j !52X̂2,2

~ j ! .

To construct the iteration scheme, we carry out the following
steps. LetP̂ denote the thin slabpropagator@cf. Eq. ~31!#

P̂~ .,k!5H )
z85~k21!Dx2

kDx2

exp@2 ivĜ~1 !~ .,z8!dz8#J .

~50!

Then, using the semigroup property,

Î 1,1
~ j !~ .,k!5H )

z85~k21!Dx2

kDx2

exp@2 ivĜ~1 !~ .,z8!dz8#J
3E

z50

~k21!Dx2H )
z85z

~k21!Dx2

exp@2 ivĜ~1 !~.,z8!dz8#J
3X̂1,1

~ j !~ .,z!dz

1E
z5~k21!Dx2

kDx2 H )
z85z

kDx2

exp@2 ivĜ~1 !~ .,z8!dz8#J
3X̂1,1

~ j !~ .,z!dz, ~51!

which can be written as

Î 1,1
~ j !~ .,k!5 P̂~ .,k! Î 1,1

~ j !~ .,k21!1Q̂1,1
~ j !~ .,k!, ~52!

where

Q̂1,1
~ j !~ .,k!5E

z5~k21!Dx2

kDx2 H )
z85z

kDx2

exp@2 ivĜ~1 !~ .,z8!dz8#J
3X̂1,1

~ j !~ .,z!dz. ~53!

Recursion relations similar to the one in Eq.~52! can be
found for the other elements ofÎ , viz.,

Î 1,J
~ j !~ .,k!5 P̂~ .,k! Î 1,J

~ j !~ .,k21!1Q̂1,J
~ j !~ .,k!

for k51,2,...,M ,
~54!

Î 2,J
~ j !~ .,k!5 P̂~ .,k11! Î 2,J

~ j !~ .,k11!1Q̂2,J
~ j !~ .,k!

for k5M21, M22,...,0.

Here

Q̂1,J
~ j !~ .,k!5E

z5~k21!Dx2

kDx2 H )
z85z

kDx2

exp@2 ivĜ~1 !~ .,z8!dz8#J
3X̂1,J

~ j !~ .,z!dz, ~55!

Q̂2,J
~ j !~ .,k!5E

z5~k11!Dx2

kDx2 H )
z85kDx2

z

exp@ ivĜ~2 !~ .,z8!dz8#J
3X̂2,J

~ j !~ .,z!dz. ~56!

The initial values for the recursive scheme~54! are given by

Î 1,J
~ j !~x1,0!50, ~57!

Î 2,J
~ j !~x1 ,M !50, ~58!

again, for j 51,2,... .

D. Numerical issues

The implementation of the iterative scheme is as fol-
lows. It is initiated by the calculation of the incident field,
Ŵ1

(0) , according to

Ŵ1
~0!~ .,kDx2!5 P̂~ .,k!Ŵ1

~0!~ .,~k21!Dx2!

for k51,2,...,M , ~59!

see Fig. 2, with the initial condition

Ŵ1
~0!~ .,0!5Ŵ1~ .,0!, ~60!

according to Eq.~36!. During the forward propagation, at
each of the discrete levels,X̂J,1

(1) are computed and stored;
X̂J,2

(1) are set to zero. The procedure is continued by the back-
ward propagation defined by the second recursion in Eq.
~54!. At each of the discrete levels,Ŵ2

(1) is computed@Eq.
~44!# and used to calculateX̂J,2

(2) ; the latter quantity is stored
as before. The scheme continues to switch from backward to
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forward propagation based on the first recursion in Eq.~54!,
and so on.

To evaluate the elements ofQ̂( j ), we apply the trapezoi-
dal rule. Then

Q̂1,J
~ j !~ .,k!. 1

2Dx2@X̂1,J
~ j !~ .,kDx2!

1 P̂~ .,k!X̂1,J
~ j !~ .,~k21!Dx2!#, ~61!

Q̂2,J
~ j !~ .,k!.2 1

2Dx2@X̂2,J
~ j !~ .,kDx2!

1 P̂~ .,k11!X̂2,J
~ j !~ .,~k11!Dx2!#, ~62!

which formulas are accurateO „(Dx2)2
….

The whole numerical scheme is elucidated in a flow
chart, Fig. 3. In the remainder of this paper, we will derive
approximate, sparse matrix representations forĜ, P̂, Ĝ21,
and T̂.

IV. SPARSE MATRIX REPRESENTATION OF THE
PROPAGATOR

Consider the homogeneous one-way wave equation@cf.
Eq. ~20!#

]2Ŵ1
~0!1 ivĜŴ1

~0!50, x2P~0,x2
exit#, ~63!

which is satisfied by the leading-order term of the Bremmer
series. In this section we will derive a sparse matrix repre-
sentation for its propagator,P̂(.,k). In the following ap-
proximations, we will maintain the hyperbolicity of the time-
domain-equivalent equations, but we will deform the
postcritical regime.

A. Approximating the vertical slowness leading to a
partial differential equation

The principal part of the left vertical wave-slowness
symbol is given by@cf. Eq. ~34!#

ĝpp~x1 ,x2 ,a1!5@c22~x1 ,x2!2a1
2#1/2. ~64!

In the upper left corner of Fig. 4,cĝpp is shown. The interval
ca1P@0,1# corresponds to wave propagation under an angle
of 0°–90° and is called the precritical region. The interval
ca1P(1,̀ ) corresponds to the evanescent wave constituents
and is called the postcritical region.

For our numerical scheme, we consider Thiele’s third-
order continued fraction’s approximation of the left symbol
~see Serafini and De Hoop31 and De Hoop and De Hoop32!

FIG. 2. The levels at which the field is calculated.

FIG. 3. Flow chart of the numerical implementation of the Bremmer
coupling series.

FIG. 4. The exact vertical slowness~left column! and its Thiele approxi-
mants withb151/2, b251/8, b351/2 ~middle! and with b150.531, b2

50.364, b350.825 ~right!. In the upper left figure the dotted line corre-
sponds to the imaginary part of the vertical slowness, while in the two other
upper figures the dotted lines correspond to the real part of the exact vertical
slowness. The figures in the second row show the differences between the
approximants and the exact expression. In the bottom row, the real parts of
the vertical slownesses as functions of complexa1 are shown. The contour
lines correspond to the values 0.1,0.2,...,2.0.
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ĝpp
III 5

1

c
1@12b3c2a1

2#21@2b1ca1
21b2c3a1

4#. ~65!

The wavefront associated with this approximation is free
from artificial singularities in a cone of propagation angles
about vertical, unlike the second-order approximation that is
commonly used. The operator associated with this left sym-
bol is not symmetric nor self-adjoint. To create a symmetric
Thiele approximation, we extract the local wave speedc
from the square root expression; the vertical slowness opera-
tor then becomes

Ĝ'c21/2~11J!1/2c21/2, ~66!

where

J[2cD1
2~c• !. ~67!

This approximation is valid for small values of the commu-
tator @c,D1#, which will be the case for media varying
smoothly on the scale of the dominant wavelength.

The third-order Thiele approximation is now applied to
the symbol of the operator (11J)1/2. This leads to a sym-
metric operatorĜIII , the principal symbol of which still
equals the expression in Eq.~65!,

ĜIII 5c21/2$11@11b3J#21@b1J1b2J2#%c21/2. ~68!

The internal structure ofĜIII is such that its symbol captures
some of the contributions beyond the principal part. From
now on we will freely omit the superscriptIII .

According to Thiele’s formula, we haveb151/2, b2

51/8, andb351/2. The parameters,b1 , b2 , andb3 , how-
ever, can be adjusted by minimizing the difference between
the exact spectral-domain vertical slowness and its
continued-fraction approximation, defined by Eq.~65!, with
respect to theL2 norm, over all the propagating modes~i.e.,
the real slowness surface!. In this minimization, we must be
aware of the fact that the pole@at (a1

g)25c22b3
21# intro-

duced by the Thiele-type approximation will lie outside the
precritical region of thea1 plane. The optimization proce-
dure can be viewed as a replacement of Thiele’s continued
fraction by Newton interpolation. Using an optimization rou-
tine based on the simplex method,33 the valuesb150.526,
b250.364, andb350.825 are obtained.

In case the propagation angles appearing in the wave
field are restricted, the optimization should be carried out
accordingly. This type of optimization was also considered
by Lee and Suh34 and followed by Bunks.35

Figure 4 shows the exact and approximated vertical
slownesses withb1 , b2 , andb3 set to Thiele’s values and
set to optimal values, respectively. In the second row of fig-
ures the differences with the exact slowness are drawn. In the
bottom row the real part of the vertical slownesses as a func-
tion of complex-valuedca1 is shown. In these pictures we
recognize the singularities in the vertical slownesses: a
branch cut fromca151 to 1` in the exact vertical slowness
and poles at& and 1.10 for the two approximated vertical
slownesses, respectively. Since no singularities are present
on the imaginary axis, the approximation is accurate for a
large range of imaginary values ofca1 .

Fundamental differences between the approximate and
exact vertical slownesses occur near the singularities in the
horizontal slowness plane. Since it is impossible to approxi-
mate a branch cut with a finite set of poles from a rational
approximation, we have to restrict ourselves to approximat-
ing the precritical wave propagation as complete as possible.
The influences of the artificial postcritical wave propagation
must then be suppressed. A dissipation trick can be designed
for that purpose.

B. The dissipation trick

To suppress artifacts, and aliasing~which may arise
from the discretization to be carried out in the horizontal
direction!, from the large horizontal wave-number compo-
nents, we may replace the real frequencyv by a complex
one,

v85v~12 iV!,

just in the expression forivĜ @and later inM̂ and M̂8, see
Eqs.~80!#. In a homogeneous medium, it implies per Fourier
component or plane wave,A(x2 ,a1 ,v)exp(2iva1x1), an
amplification factor of the form

uA~x21Dx2 ,a1 ,v!/A~x2 ,a1 ,v!u

5expF2
vDx2

2cQ~a1 ,v,iV!G . ~69!

The amplification factor is attenuative in nature. TheQ fac-
tor is given by

Q~a1 ,v,iV!5
1

Im$2cĝ III ~a1 ;v~12 iV!!%
, ~70!

and is plotted in Fig. 5. HereV is assumed to be very small
~V!1!. This particular complexification results in a local
bandlimitation filter, suppressing the artifacts associated with
the postcritically propagating modes.

FIG. 5. TheQ factor~left! and the corresponding amplification factor~right!
associated with the dissipation trick in the third-order Thiele approximation;
b150.526,b250.364, andb350.825. The relative imaginary circular fre-
quencyV50.02. Note that the notch occurs beyond the critical angle.
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C. The comoving frame of reference

To reduce discretization artifacts in the vertical deriva-
tive, the numerical computations are done in a comoving
frame of reference, traveling in the direction of preference.
The accuracy is improved, since this transformation enables
us to take into account the leading phase shift exactly. The
change of frame yields~see Claerbout2!

ĥ~xk ,v!5exp@ ivt~xk!#Ŵ1
~0!~xk ,v!, ~71!

in which

t~xk!5E
z50

x2
c21~x1 ,z!dz ~72!

is the local vertical travel time. Substituting Eq.~71! into Eq.
~63! leads to

]2ĥ1 iv@exp~ ivt!Ĝ exp~2 ivt!2c21#ĥ50. ~73!

D. Discretization in the transverse direction

First, we introduce the discretization in the transverse
direction, of the partial differentiation]1

2. ~In three-
dimensional wave propagation this would be the two-
dimensional Laplace operator.! Our starting point is a low-
order, implicit, finite-difference approximation. The
spectrum or symbol of the resulting operator is a rational
function in horizontal slowness. The medium has to be
smooth on the scale of the size of the operator. A uniform
grid is employed in the horizontal direction. The horizontal
sampling interval is denoted asDx1 .

The discretization of the one-dimensional Laplace op-
erator is formulated in terms of recursive filters based on the
nearest-neighbors interaction~see Mitchell and Griffiths36!.
Our recursive filter acting on a functionĥ is defined through

~11a2d1
2!^]1

2ĥ&5~Dx1!22a1d1
2ĥ, ~74!

where

d1
2ĥ5ĥ~x11Dx1!22ĥ~x1!1ĥ~x12Dx1!. ~75!

In Eq. ~74!, 1 denotes the identity and̂]1
2ĥ&5^]1

2&ĥ repre-
sents the approximate Laplace operator having acted onĥ.
Using a Taylor series expansion ofĥ at x16Dx1 aboutx1 ,
the valuesa151 anda251/12 are found~see Mitchell and
Griffiths36!. Then ^]1

2&5]1
21O „(Dx1)4

…. For a finite-
bandwidth solution generated with a given sampling interval,
however, we leave this order estimate, and usea2 as a pa-
rameter to improve the overall accuracy. Requiring that in
the limit Dx1↓0 the spectrum of̂]1

2& tends to the spectrum
of the Laplace operator up the lowest order, leads necessarily
to a151. The parametera2 is then determined by minimiz-
ing nonlinearly the difference between the approximate and
the exact Laplace operator spectra with respect to theL2

norm over the Nyquist interval. Thus a more accurate ap-
proximate spectrum is obtained over the spatial bandwidth as
a whole. Using an optimization routine based on the simplex
method,37 the valuea250.130 is obtained. It is noted, how-
ever, that if it is known beforehand that the actual spatial
bandwidth of the wave field to be extrapolated is limited by
a horizontal wave number less the Nyquist wave number

k1,Nyq5p/Dx1 , the optimization should be carried out over
this sub-band only.

Figure 6 illustrates the spectra of the exact and the ap-
proximate Laplace operators with optimal values and Taylor
values for a1 and a2 , respectively. The approximated
Laplace operator has poles at

a15a1
L5~vDx1!21$6arccos@12 1

2a2
21#12mp%, ~76!

(m50,61,62,...). In practicea2,1, and these poles are
situated in the complexa1 plane at Re$a1%5p/(vDx1) ~de-
termined by the Nyquist theorem!, far away from the real
axis.

The poles of the approximate Laplace operator carry
over in the approximation of the vertical slowness operator.
The vertical slowness symbol becomes periodic in accor-
dance with the Nyquist theorem, and the Laplace poles are
slightly shifted:

a1
L→~vDx1!21$6arccos@12 1

2~a2
211vDx1b3!#

12mp%, ~77!

see Fig. 7. For example, takinga250.130,b350.825, and a
sampling rate of 8 points per wavelength, the poles are lo-
cated at

FIG. 6. The spectra or symbols of the approximate]1
2 operators witha2

51/12 ~upper left! and a250.130 ~upper right!. The bottom figures show
the corresponding differences with the exact spectra, which are also dotted
in the upper figures. We setv51 s21 andDx15pm.

FIG. 7. The third-order Thiele approximation of the vertical slowness sym-
bol including the spectrum of the discretized Laplace operator (a250.130,
b150.526,b250.364,b350.825, and a sampling rate of eight points per
wavelength!. The poles are located ata1.1.102, 6.898, 9.102,... .
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a1
g561.102318m and a1

L56~422.4010i !18m.
~78!

E. The system of ordinary differential equations

Substituting^]1
2&, i.e., Eq. ~74! into Eq. ~67! and the

result into the one-way wave equation~73! with vertical
slowness~68!, we obtain a system of ordinary differential
equations of the form

M̂]2ĥ1 ivM̂8Ĉ21ĥ50. ~79!

The operators involved areM̂5M̂(x2 ,v;x1 ,d1
2,Dx1), M̂8

5M̂8(x2 ,v;x1 ,d1
2,Dx1), andĈ5Ĉ(x2 ,v;x1 ,d1

2,Dx1); they
are sparse, viz., 3, 5, and 3 bands, respectively, and are given
by

M̂•5~11a2d1
2!„c21/2 exp~2 ivt!•…

1b3b8c22d1
2
„c3/2 exp~2 ivt!•…,

~80!
M̂8•5b1b8c22~11a2d1

2!~d1
2~• !!

1b2b8
2c24d1

2
„c2d1

2~• !…,

while

Ĉ•5exp~ ivt!c21/2~11a2d1
2!•, ~81!

with horizontal sampling rate parameter

b85~vDx1 /c!22. ~82!

The quantity 2pb8 equals the number of grid points per
wavelength in the local medium.

F. Integration of the vertical derivative

The solution of Eq.~79! can formally be written as a
product integral. This product integral will have to be evalu-
ated, recursively, for every propagation step with sizeDx2 .
The product integral is given by@see also Eq.~27!#

ĥ~ .,x21Dx2!

5 )
z5x2

x21Dx2

exp@2 iv~M̂21M̂8Ĉ21!~ .,z!dz#ĥ~ .,x2!. ~83!

It is approximated by

ĥ~ .,x21Dx2!

.exp@2 ivDx2~M̂21M̂8Ĉ21!~ .,x21 1
2Dx2!#ĥ~ .,x2!.

~84!

To speed up the computations, the exponent is approximated
by the solution of a unitary matrix equation. The (n,n)-Padé
approximants can be used for this purpose. They are given
by ~see Numerical Recipes38!

exp~Z!

.H 11b9Z

12b9Z
, lowest order:~1,1!,

S 11b11Z

12b11Z
D S 11b10Z

12b10Z
D , higher order:~2,2!,

~85!

where

Z[Dx2]2ux211/2Dx2
, ~86!

is the derivative that appears in Eq.~79!. The higher the
order of the approximation, the larger the stepsizeDx2 can
be. For stability considerations of the associated higher-order
implicit finite-difference schemes, see Widlund.39

According to Pade´’s formula, we haveb95 1
2. Instead of

taking this exact value, we letb9 be a free parameter for an
optimization procedure. Minimizing the difference for the
precritical wave constituents, givesb950.766 for two points
per wavelength,b950.540 for five points per wavelength,
andb950.510 for ten points per wavelength. The~1,1!-Padé
approximation of the exponent yields the well-known
Crank–Nicholson scheme~see Richtmeyer and Morton40!, in
our notation given by

~M̂Ĉ!~x21 1
2Dx2!~d iĥ8~x2!!

5~2 ib9vDx2!

3M̂8~x21 1
2Dx2!„ĥ8~x2!1ĥ8~x21Dx2!…, ~87!

with

~d iĥ8!~x2!5ĥ8~x21Dx2!2ĥ8~x2!, ~88!

where

ĥ8~z!5Ĉ21~x21 1
2Dx2!ĥ~z! for zP~x2 ,x21Dx2#.

~89!

The scheme Eq.~87! should be interpreted as a centered
difference approximation of the vertical derivative, and
hence is accurate up toO „(Dx2)3

….

G. Propagator matrix

To arrive at an explicit matrix representation for the one-
way propagator, we introduce the array,

ĥi~x2 ,v!5ĥ~x1i ,x2 ,v!, ~90!

wherex1i5 iDx1 , and i 51,...,Nx1
labels the samples in the

tranverse direction. In this notation, with the aid of Eqs.~87!
and ~89!, the approximate one-way wave propagation can
finally be written in the matrix form

ĥi~x21Dx2 ,v!

5Ĉi j ~Â21! jkÂkl8 ~Ĉ21! lmux211/2Dx2
ĥm~x2 ,v!, ~91!

where the matricesÂ, Â8, andĈ are functions ofx2 andv,

and are constructed from the operatorsM̂, M̂8, andĈ:

Â5M̂Ĉ1 ib9vDx2M̂8, ~92!

Â85M̂Ĉ2 ib9vDx2M̂8. ~93!

The matricesÂ and Â8 contain five nonvanishing bands,
while Ĉ has three nonvanishing bands only. Observe that

Â8~v!5Â~2v!, ~94!

thus Â8(v)5Â(v) if v is real-valued~V50!.
The numerical scheme following Eq.~91! involves two

matrix-vector multiplications and twice solving a matrix
equation per propagation step:
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Ĉlmĥm8 ~x2 ,v!5ĥl~x2 ,v!, ~95!

ĥk9~x2 ,v!5Âkl8 ĥl8~x2 ,v!, ~96!

Âjkĥk8~x21Dx2 ,v!5ĥ j9~x2 ,v!, ~97!

ĥi~x21Dx2 ,v!5Ĉi j ĥ j8~x21Dx2 ,v!. ~98!

The last step adjusts for the change to the comoving frame of
reference. Introduce the diagonal matrixT, representing the
change of frame, with diagonal elements@cf. Eq. ~71!#

Tmm~x2!5exp@ ivt~x1m ,x2!#. ~99!

Then the propagator matrix@cf. Eqs.~50! and ~91!# is given
by

^P̂~k11!& im5T~x21Dx2! i i 8Ĉi 8 j~Â21! jk

3Âkl8 ~Ĉ21! lmux211/2Dx2
. ~100!

The Appendix contains a discussion on absorbing boundary
conditions to which the matrixÂ is subjected. Several tech-
niques exist for carrying out the matrix inversions.41 The
inversion of the tridiagonal matrixĈ in Eq. ~95! is carried
out by forward/backward substitution~see Numerical
Recipes38!.

V. THE VERTICAL PHASE AND GROUP SLOWNESSES

Let ĝph and ĝg denote the vertical phase and vertical
group slownessassociated with a real-valued plane wave,
respectively. We will analyze the accuracy of our numerical
scheme with the aid of these quantities. The analysis of the
accuracy of finite-difference propagation schemes with phase
and groupvelocitiescan be found in Trefethen.13 Beaumont
et al.14 and Holberg15,16 assessed and improved the accuracy
of such schemes.

A. General considerations

Substitute a plane-wave constituent into Eqs.~71! and
~98!:

Ŵ1
~0!~xk ,v!5exp~2 ivĝphDx2!exp@2 iva1Dx1#,

~101!

or, in the moving frame of reference,

ĥ~xk ,v!5exp~ ivt!exp~2 ivĝphDx2!

3exp@2 iva1Dx1#. ~102!

We then obtain theamplification factor of the finite-
difference scheme~see Richtmeyer and Morton40!,

a21a85exp@2 ivĝphDx2#exp@ ivc21Dx2#, ~103!

in which ĝph, a, anda8 are the left symbols of the numerical
representation forĜ, A, andA8, respectively. For a homoge-
neous medium~constantc!, we find

a5Ai i 12Ai i 11 cos~va1Dx1!

12Ai i 12 cos~2va1Dx1!, ~104!

independent ofi, together with a similar expression fora8,
replacing A by A8. For real-valued v, we have
a8~v!5a~2v!, thusua21a8u51 in a homogeneous medium.

The symbol of the finite difference scheme is the vertical
phase slownessĝph given by

ĝph~a1 ,v!5c212
log~a21a8!

ivDx2
, ~105!

which reduces, ifv is real-valued, to

ĝph~a1 ,v!5c211
2

vDx2
arg~a!. ~106!

From the vertical phase slowness the vertical group slowness
ĝg can be derived, viz.,

ĝg5]v~vĝph!5ĝph1v~]vĝph!. ~107!

The termc(]vĝph) can be identified with the delay of the
envelope per wavelength. Together with Eq.~103! this leads
to

ĝg~a1 ,v!5c212 i ~Dx2!21$a21]va2~a8!21]va8%,
~108!

and reduces, ifv is real-valued, to

ĝg~a1 ,v!5c2122~Dx2!21 Im$a21]va%. ~109!

It is observed thatĝph andĝg are functions of the horizontal
and vertical sampling rates per wavelengths,c/(vDx1) and
c/(vDx2). Note thatĝg2ĝ is indicative for the numerical
anisotropy, whereasĝph2ĝg is indicative for the numerical
dissipation.

B. Optimization

The vertical phase and group slownesses are functions
of our parameters$b1 ,b2 ,b3 ,a2 ,b9 ,V% arising from the
various approximations made to arrive at a sparse matrix
representation for the propagator. So far, we have found two
distinct parameter sets: one arising from consistent rational
expansions, and one arising from stepwise optimization. For
a sampling rate of 5 points per wavelength in both the hori-
zontal and vertical directions (Dx15Dx250.2l) the phase
and group slownesses for the first parameter set are shown in
Fig. 8. The exact vertical slowness is shown in the same
graph. Significant deviations are observed for large propaga-
tion angles. The parameter set corresponding to the stepwise
optimization leads to a better result~Fig. 9!. In the stepwise
optimization, however, it is hard to control the movement of
the poles in the complex horizontal slowness plane, intro-
duced by the approximations. One can control this move-
ment in an optimization scheme of the phase and group
slownesses for all parameters together; then one expects a
more accurate result as well.

The optimization of the phase and group slownesses re-
sults in a minimization of numerical anisotropy and numeri-
cal dissipation for the precritical wave constituents. In the
optimization procedure special attention must be paid to the
contraint that the poles of a stay outside the precritical region
in thea1 plane. The overall optimization is carried out for an
objective function given by the sum of the squared differ-
ences betweenĝg and ĝ, and ĝph and ĝg. The results are
illustrated in Fig. 10, as before for five points per wave-
length. From numerical tests, we find that the accuracy re-
mains more or less the same when we vary the transverse
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sampling rate from 5 down to 2.5 points per wavelength,
keeping the vertical sampling rate the same. The procedure is
even less sensitive to the vertical sampling rate.

So far, the optimization procedure was focused on the
real slowness surface. However, as we have seen in the pre-
ceeding sections, the approximations lead to artifacts in the
postcritical regime. In fact, the postcritical constituents have
been mapped on propagating constituents~slow waves!. We
have designed a dissipation trick to attenuate these constitu-
ents. Besides this trick, some of the artificial constituents are
forced to leave the computational domain through the trans-
parent boundary conditions. The dissipation trick induces a
complexification of the parameters used in the optimization,

and hence it seems to be natural to complexify the optimiza-
tion procedure accordingly~see also Collins42!. Pursuing this
complexification, the optimization procedure is extended
with the constraint that the postcritical power is attenuated
strongly while the attenuation/amplification in the precritical
region is kept minimal~less than 5%!. The resulting param-
eter set is shown in the fourth column of Table I. The first
column of this table represents the expansion values, and the
second column represents the values obtained by stepwise
optimization. The accuracy of the complex parameter set is
illustrated in Fig. 11.

We note, however, that the complexification of param-
eters is not always desired. For example, in the application of
our numerical scheme to long-range propagation in low-
lossy waveguides, the accumulative power loss is of key im-
portance. In such configurations, we setV50 and keep the
parameters real. The optimization leads to the third column
of Table I.

FIG. 8. The phase slowness~upper left! and the group slowness~upper
right! associated with the discretized, approximate, one-way wave equation
with b151/2, b251/8, b351/2, a251/12,b951/2, and a sampling rate of
five points per wavelength. The exact vertical wave-slowness symbol is
dotted. In the bottom row the difference between the phase slowness and the
group slowness, and the difference between the group slowness and the
exact slowness are plotted.

FIG. 9. The phase slowness~upper left! and the group slowness~upper
right! associated with the discretized, approximate, one-way wave equation
with b150.526,b250.364,b350.825,a250.0888,b950.529, and a sam-
pling rate of five points per wavelength. The exact vertical wave-slowness
symbol is dotted. In the bottom row the difference between the phase slow-
ness and the group slowness, and the difference between the group slowness
and the exact slowness are plotted.

FIG. 10. The phase slowness~upper left! and the group slowness~upper
right! associated with the discretized, approximate, one-way wave equation
with b150.486,b250.349,b350.841,a250.114,b950.529, and a sam-
pling rate of five points per wavelength. The exact vertical wave-slowness
symbol is dotted. In the bottom row the difference between the phase slow-
ness and the group slowness, and the difference between the group slowness
and the exact slowness are plotted.

TABLE I. The parameter sets for propagation.

Parameter set 1 2 3 4

Dx1 /l 0.2 0.2 0.2 0.2
Dx2 /l 0.2 0.2 0.2 0.2
Re$b1% 1/2 0.526 0.486 0.5104
Im$b1% 0 0 0 20.0340
Re$b2% 1/8 0.364 0.349 0.2207
Im$b2% 0 0 0 20.0131
Re$b3% 1/2 0.825 0.841 0.6685
Im$b3% 0 0 0 20.0310
Re$a2% 1/12 0.089 0.114 0.1207
Im$a2% 0 0 0 0.0063
Re$b9% 1/2 0.540 0.529 0.4679
Im$b9% 0 0 0 20.0066
V 0 0 0 0.0406
Figures 8 9 10 11

12 13
18
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The poles arising in vertical phase slowness, for the dif-
ferent parameter sets, are given in Table II.

C. A numerical example

We illustrate the final, optimized, one-way propagation
by computing the wave field excited by a line source in a
homogeneous medium. The wave speed of the medium is
chosen to bec51900 m/s. The numerical grid consists of 99
points along thex1 direction and 60 points along thex2

direction. The discretization step is 16 m in both directions.
Given a source-signature with trapezoidal spectrum with cor-
ner frequencies 10, 20, 25, and 40 Hz, we encounter sam-
pling rates of 2.97 to 11.9 points per wavelength. The line
source is located atx15800 m, x250 m, and we will show
snapshots of the pressure field at 0.3 s. The source is a ver-
tical force. For this configuration we have analytic expres-
sions.

In Fig. 12 the snapshot is shown using the first param-
eter set, while in Fig. 13 the snapshot for the fourth param-
eter set is shown. The left parts of the figures (0,x1

,800 m) represent the numerical solutions, while the right
parts (800,x1,1600 m) represent the exact solution. The
errors occurring in Fig. 13 are illustrated in Fig. 14, the ab-
solute ones for 0,x1,800 m and the relative ones for 800

,x1,1600 m. From this figure we find that the relative er-
ror at the numerical wave front is less than 2.5% up to angles
of approximately 65°. Repeating this accuracy analysis for
the other parameter sets, we conclude that the approxima-
tions are acceptable up to 20°, 40°, and 80° for the standard
parabolic approximation, parameter set 1, and parameter set
3, respectively. The third parameter set is more accurate for
higher angles than the fourth parameter set; however, post-
critical artifacts remain apparent in the numerical results ob-
tained with this real-valued parameter set.

VI. SPARSE MATRIX REPRESENTATIONS OF THE
„DE…COMPOSITION OPERATORS

The computation of the generalized Bremmer coupling
series starts with the decomposition of the initial field into
up- and downgoing constituents in accordance with Eq.~19!.
Upon completing the calculation of a sufficiently large num-
ber of terms of the Bremmer coupling series, the constituents

FIG. 11. The difference between the real parts of the phase slowness and the
group slowness~upper left!, and the difference between the real parts of the
group slowness and the exact slowness~upper right!. The middle row shows
the imaginary parts of the phase slowness~left! and the group slowness
~right!. The parameter set is given in column 4 of Table I. Two sampling
rates are shown: five points per wavelength~solid line! and ten points per
wavelength~dotted line!. The bottom figure shows the imaginary parts of
the phase slowness~solid line! and the group slowness~dotted line on a
larger scale!.

TABLE II. The poles of the numerical vertical phase slowness.

Parameter set Pole 1 Pole 2

1 1.458810.2807i 1.713511.3074i
2 1.105420.0040i 2.289911.7530i
3 1.076220.0271i 1.368611.1214i
4 1.597421.1406i 1.181620.1211i

FIG. 12. Snapshot at 0.3 s of a vertical line force source response in a
homogeneous medium (c51900 m/s). The right-hand side is obtained ana-
lytically, while the left-hand side is obtained with our numerical scheme.
Here we used parameter set 1 of Table I.

FIG. 13. Snapshot at 0.3 s of a vertical line force source response in a
homogeneous medium (c51900 m/s). The right-hand side is obtained ana-
lytically, while the left-hand side is obtained with our numerical scheme.
Here we used parameter set 4 of Table I.
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are recomposed into observables with the aid of Eq.~18!. In
these procedures, the operatorĜ and its inverse must be com-
puted. Here using the results of Sec. IV, we will derive
sparse matrix representations for these operators.

A. The composition operator

The composition operator contains the vertical slowness
operator. To find a sparse matrix representation for this op-
erator, we use the same approximation as in Eq.~68! for
one-way wave propagation. We write, however, the fraction
in a slightly different way,

ĜIII 5c21/2$11b4J1@11b3J#21b5J%c21/2, ~110!

with

b45
b2

b3
, b55b12

b2

b3
. ~111!

We set

ĜIII 5Ĝ1
III 1Ĝ2

III , ~112!

with

Ĝ1
III 5c21/2$11b4J%c21/2,

~113!
Ĝ2

III 5c21/2$@11b3J#21b5J%c21/2.

Substituting discretization Eq.~74! into Eq. ~67! and the re-
sult into these operators, yields

~11a2d1
2!~c21/2^Ĝ1

III ĥ&!

5@~11a2d1
2!c221b4b8c22d1

2#~c1/2ĥ!,
~114!

@~11a2d1
2!c221b3b8c22d1

2#~c3/2^Ĝ2
III ĥ&!

5b5b8c22d1
2~c1/2ĥ!.

The two equations contain tridiagonal matrices only. Hence
they can be solved rapidly with the forward/backward sub-
stitution procedure~see Numerical Recipes38!.

B. The decomposition operator

The decomposition operator essentially contains the in-
verse of the vertical slowness operator. Using approximation
~68! as before, we find that

c1/2ĜIII c1/25b2@11b3J#21@b2
211b2

21~b11b3!J1J2#.
~115!

Factoring the operator between brackets, yieldsb2
21

1b2
21(b11b3)J1J25@b62J#@b72J#. Then it is

straightforward to invert the vertical slowness operator, viz.,

~ ĜIII !21

5c1/2$b2
21@b72J#21@b62J#21@11b3J#%c1/2.

~116!

Observe that the symbol of this operator has two poles on
both sides of the origin~the zero crossings ofĝ III ).

Using the factorization, we decompose the inverse ver-
tical slowness into three operators,

~ ĜIII !215Ŷ3
21Ŷ2

21Ŷ1 , ~117!

with

Ŷ15@11b3J#c1/2, Ŷ25@b62J#,
~118!

Ŷ35@b72J#b2c21/2.

The inverse vertical slowness operator is then applied in two
steps,

Ŷ2„Ŷ3~~ ĜIII !21ĥ!…5Ŷ1ĥ,

which involves twice solving an equation. Substituting Eq.
~67!, with the aid of Eq.~74! the two equations are dis-
cretized

@b6~11a2d1
2!2b8c22d1

2c2#„c21^Ŷ3~~ ĜIII !21ĥ!&…

5@~11a2d1
2!1b3b8c22d1

2c2#~c21/2ĥ!,
~119!

b2@b7~11a2d1
2!2b8c22d1

2c2#„c23/2^~ ĜIII !21ĥ&…

5~11a2d1
2!„c21^Ŷ3~~ ĜIII !21ĥ!&….

The associated tridiagonal matrices are inverted using the
forward/backward substitution procedure~see Numerical
Recipes38!.

C. A numerical example

At the computational boundaries we apply, as before,
the Robin boundary conditions~Appendix!. We also employ
an optimization procedure for the~de!composition operators,
considering the parameter subset$b1 ,b2 ,b3 ,a2 ,V%. To
avoid instabilities, we have to move the poles arising in the
symbols of the approximate operators into the complex hori-
zontal slowness plane. Table III contains the outcome of the
optimization for a sampling rate of five points per wave-
length. Figure 15 shows the symbols of the composition op-
erator for different values ofV.

To demonstrate the effect of wave field decomposition,
we have computed the pressure excited by a line explosion
source. The configuration was otherwise the same as in Figs.
12 and 13. Figure 16 shows a snapshot at 0.3 s. Note that the

FIG. 14. The absolute error (0,x1,800 m) and the relative error (800
,x1,1600 m) of the snapshot shown in the previous figure. The relative
error is in percent.
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artificial head wave enforces the approximate wave front to
be vertical at the level of the source. The radiation pattern
becomes close to isotropic as it should.

VII. SPARSE MATRIX REPRESENTATIONS OF THE
REFLECTION/TRANSMISSION OPERATORS

Up to principal parts, we can simplify the reflection and
transmission operators@cf. Eq. ~22!# since then

]2Ĝ. 1
2 Ĝ21

„~]2c22!•…. ~120!

Substituting this approximation into Eq.~22! yields

R̂. 1
4 Â21

„~]2c22!•…; ~121!

no rational approximation is required to arrive at a sparse
matrix representation, and its validity extends into the post-
critical regime. To stay conceptually close to the original
expression~22! we replace]2c22 by 2c21]2c21. This re-
placement is justified only prior to applying the finite-
difference ~FD! approximation. In this approximation, we
have

1

2
c]2c21→

FD 1

Dx2

c21~x211/2Dx2!2c21~x221/2Dx2!

c21~x211/2Dx2!1c21~x221/2Dx2!
,

~122!

which resembles theexact reflection coefficient at normal
incidence.

On principal symbol level, the operator ordering can be
further interchanged. Thus the reflection operator can be
written in the symmetric form

R̂. 1
2c

21/2~]2c21!1/2Â21
„c21/2~]2c21!1/2

•…. ~123!

This form guarantees that the reflection/transmission opera-
tors vanish in any region where the medium isx2 invariant.
Upon discretizing this equation, using Eqs.~32! and~74!, we
get

2@~11a2d1
2!c221b8c22d1

2#„~]2c21!21/2c1/2^R̂ĥ&…

5~11a2d1
2!„c21/2~]2c21!1/2ĥ…. ~124!

It is noted that the free change of order of operators in the
frequency domain is accurate only near the diagonal of the
integral kernel of their composition.

A. A numerical example

The discretized reflection operator contains only two
free parameters:a2 and V, through b8 . To optimize for
these parameters, we would have to consider every possible
change in wave speed. It turns out, however, that the optimi-
zation is rather insensitive to the medium changes, so that we
can restrict ourselves to using a single parameter set,a2

51/12, V50.1. The value ofV is taken positive, to move
the pole at 90° propagation angle into the complex horizontal
slowness plane.

TABLE III. The parameter set for~de!composition.

Parameter set 28

Dx1 /l 0.2
Dx2 /l 0.2
Re$b1% 0.526
Im$b1% 0
Re$b2% 0.364
Im$b2% 0
Re$b3% 0.825
Im$b3% 0
Re$a2% 0.13
Im$a2% 0
V 0.01

FIG. 15. The real part of the symbol of the vertical slowness~composition!
operator~upper figure! and its difference with the exact symbol~lower fig-
ure!. The dotted line corresponds to the real part of the exact slowness
symbol; the other lines correspond tob150.526, b250.364, b350.825,
and a250.130, whileV equals 0~solid line!, 0.01 ~dashed line!, and 0.1
~dashdot line!.

FIG. 16. Snapshot of an explosion line source in a homogeneous medium
(c51900 m/s). The right-hand side is obtained analytically, while the left-
hand side is obtained with our numerical scheme.
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Figure 17 shows the symbol of the discretized reflection
operator fora251/12 andV50.0 ~the plane-wave reflection
coefficient!. In this figure are also shown the symbols for
V50.05 andV50.1, as well as the exact reflection coeffi-
cient. In Fig. 18 we show a snapshot of the pressure field
corresponding to the first two terms of the Bremmer series,
excited by a vertical line force in a two-layer medium. The
numerical grid, and the position of the source, are the same
as in Figs. 12 and 13. The upper medium has a wave speed
c51900 m/s and the lower medium has a wave speedc5
3800 m/s. The interface is located atx25400 m, and the
snapshot time is 0.3 s, as before. The reflection and transmis-
sion are accurately modeled; the head wave, however, is only
mimicked by our numerical scheme~for details, see De
Hoop and De Hoop43!.

VIII. NUMERICAL SIMULATIONS

In this section, we show examples of wave field model-
ing in various configurations, using our Bremmer coupling

series algorithm. First, we consider two examples that origi-
nate from integrated optics. Here we have translated those
configurations into their acoustic counterparts. Second, we
consider an example from exploration seismics, viz., a salt
structure embedded in a sparse system of sedimentary layers.

If Nv denotes the number of frequencies relevant for the
wave field computations,Nx1

denotes the number of discreti-
zation points of the configuration in the horizontal direction
as before,M denotes the number of thin slabs of the configu-
ration, i.e., the number of discretization points in the pre-
ferred direction as before, then the computational effort per
term in the Bremmer series is of the order 2Nv5Nx1

M ~the
factor 2 accounts for the propagator on the one hand and the
reflection operator on the other hand; the factor 5 reflects the
maximum number of nonvanishing bands in the matrices en-
countered in our numerical scheme!. For waveguiding prob-
lems,Nv is either one or small; for transient phenomenaNv

will be proportional to the number of time samples to be
modeled. Our optimization approach allows us to employ a
coarse computational grid; typically we sample the wave
field by 2.5–5 points per wavelength.

A. Waveguide

Our first example is, in fact, a benchmark test~see Nolt-
ing and März44!. It considers the propagation of a single
mode through a waveguide~see, for example, Vassallo45!,
oriented under different angles with respect to the numerical
grid. The details of this test configuration can be found in
Nolting and März.44 The wave speed is approximately 1825
m/s inside the waveguide and 1900 m/s outside. The wave-
guide has a thickness of approximately 180 m. The fre-
quency is 190 Hz. We take a numerical grid with 779 points
along thex1 direction and 1360 points along thex2 direction.
The discretization step is approximately 1.5 m in both direc-
tions ~about 6.7 points per wavelength!. The total length of
the waveguide is 2.04 km. In this simulation, we used the
third ~real-valued! parameter set. In this waveguide there ex-
ist only 11 discrete modes.

Two of the waveguiding modes~the fundamental and
the tenth mode! are launched into the waveguide. In the first
experiment the wall of the waveguide is parallel to thex2

axis. In the second experiment, the waveguide is tilted with
respect to the computational coordinate system by 20°. The
field at the output level plane is compared with original field
at the input level plane. Theoretically, these fields must be
identical. Figure 19 shows the fundamental mode at the end
of the vertical waveguide, while Fig. 20 shows the funda-
mental mode at the end of the tilted waveguide. Figures 21
and 22 are the same, but for the tenth-order mode. For the
vertical waveguide, the symbols account for all the interac-
tions; for the tilted waveguide, an interplay between the
Bremmer coupling and the symbol interactions takes place.
Up to the tenth-order mode the results are satisfactory. It is
conjectured that some of the radiating modes can be properly
modeled with our scheme as well.

B. Block

In the second example, we investigate the time-
harmonic plane wave interaction in a homogeneous medium

FIG. 17. The real part of the symbols of the discretized and the exact~dotted
line! reflection operators~plane-wave reflection coefficients!. The differ-
ences between the discretized and exact symbols are plotted in the lower
figure. The wave speed equals 1 above and 2 below the interface. We used
a251/12 andV50,0.1,0.05~solid, dashed, and dashdot lines, respectively!.

FIG. 18. Reflection and transmission at an interface.
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(c51900 m/s) with a square block~sized 100 by 100 m!
with significantly smaller wave speed (c51344 m/s). The
frequency is 19 Hz. The numerical grid contains 99 points
along thex1 direction and 60 points along thex2 direction.
We plot only 59 points along thex1 direction. The discreti-
zation step is 5 m in both directions~14 points per wave-
length inside the heterogeneity!. Full, accurate, numerical re-
sponses have been presented by Martinet al.46 Our results,
shown in Fig. 23, are very similar to theirs.~The right half of
the figure is the Bremmer series solution, the left half is the
full solution obtained by an iterative integral-equation tech-
nique based upon minimizing an integrated square error cri-
terion.! Figure 24 corresponds to the second term of the
Bremmer coupling series, while Fig. 25 shows the field cor-
responding to the leading term of the Bremmer coupling se-
ries. The higher-order terms in the Bremmer series become
rapidly smaller. For the calculations we used parameter set 4;
in the reflection operator, we setV50.02.

C. Geological dome

As a third example, we consider the salt model of Fig.
26. This model contains three sedimentary layers. The wave
speed is constant in the upper and bottom layers, while the
wave speed varies in the left part of the middle layer. An
approximate, transient vertical line force is applied atx1

51600 m,x250 m. Figures 27–29 show snapshots at 0.75
s. For the calculations we used parameter set 4. The numeri-
cal grid contains 199 points in thex1 direction and 156
points in thex2 direction. The discretization step is 16 m in
both directions. We used parameter set 4. In Fig. 27 we have
calculated the first six terms of the Bremmer coupling series.
Figures 28 and 29 show snapshots of the leading term and
the second term of the series.

This example illustrates that our approximate scheme
models the transmitted and reflected body waves accurately
up to large scattering angles. Also the line diffraction at the
major kink of the second deepest interface is captured by the

FIG. 19. The fundamental waveguiding mode at the entrance level~upper
figure! and at the exit level~bottom figure!. The waveguide is not tilted with
respect to the coordinate system.

FIG. 20. The fundamental waveguiding mode at the entrance level~upper
figure! and at the exit level~bottom figure!. The waveguide is tilted with an
angle of 20° with respect to the coordinate system.~Leading term of the
Bremmer coupling series only.!

FIG. 21. The tenth-order waveguide mode at the entrance level~upper fig-
ure! and at the exit level~bottom figure!. The waveguide is not tilted with
respect to the coordinate system.

FIG. 22. The tenth-order waveguide mode at the entrance level~upper fig-
ure! and at the exit level~bottom figure!. The waveguide is tilted with an
angle of 20° with respect to the coordinate system.~Leading term of the
Bremmer coupling series only.!
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method. Some head wave~postcritical! energy is mimicked
by the artifacts of our approximations, but is inaccurate.

IX. DISCUSSION OF THE RESULTS

We have developed a fast numerical implementation of
the Bremmer coupling series in two dimensions, for scatter-
ing angles up to critical. The key ingredient was a rational
approximation of the vertical slowness in terms of the hori-
zontal slowness. Our scheme has added to the various exist-
ing one-way wave propagation and BPM schemes in the fol-
lowing ways: we considered the third-order Thiele
approximation rather than the first- or second-order one, to
enhance the accuracy and to remove artificial body waves
around the vertical direction; we enhanced the accuracy by
optimizing the phase and group slowness surfaces for any
desired sampling rates; we have improved the transformation
to a moving frame of reference; we introduced~de!composi-
tion operators to incorporate any desired source- or receiver-
type with the appropriate radiation characteristics; we have

taken care of the backscattered field with the aid of the
Bremmer coupling series. The backscattered field includes
phenomena like turning ray waves. Though we have shown
results in two dimensions only, the algorithm can be readily
extended to three dimensions by employing a hexagonal grid
in the horizontal directions~for reference, see Mersereau,47

and Peterson and Middleton48!.
We have illustrated the generalized Bremmer series with

rational approximation with various examples. The examples
have been taken from the different fields of application of the
method. With a view to exploration geophysics, the wave-
guide is associated with coal beds. Figure 16 represents the
wave-equation migration-operator response, the tangents to
the front defining the dips. In migration, the Bremmer series
approach is particularly useful if multiple arrivals play a role
creating a proper image.

The efficiency of the method depends on the application.
The method is designed in the frequency domain, and hence
allows for a relatively coarse sampling of the field; the lower
the frequency, the coarser the grid can be. If only a small

FIG. 26. Wave speeds of a two-dimensional salt model.

FIG. 23. Plane-wave~from the top! response in a configuration with a block
in a homogeneous embedding.

FIG. 24. Plane-wave~from the top! response in a configuration with a block
in a homogeneous embedding. Second term of the Bremmer coupling series.

FIG. 25. Plane-wave~from the top! response in a configuration with a block
in a homogeneous embedding. Leading term of the Bremmer coupling se-
ries.
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number of frequencies has to be evaluated, the Bremmer
series approach has a particular advantage over full-wave
modeling schemes. Though the range of scattering angles
treated accurately is limited just below critical, the medium
can be relatively strongly heterogeneous. If the medium is
weakly heterogeneous, however, competing approaches exist
to calculate the propagator. We mention the phase-shift
~Gazdag and Sguazzero49!, the split-step Fourier~Stoffa
et al.50!, the McClellan transform~Hale51!, and the phase-
screen~Wu52! representations. If the configuration consists
of weakly and strongly heterogeneous regions, the different
approaches can be combined into a hybrid scheme, matching
them through the vertical phase slownesses.

In case critical angle phenomena are important, a more
precise symbol for the vertical slowness operator has to be
used. A candidate is the uniform expansion developed by
Fishman and Gautesen.53 Then the thin slab propagator is
directly evaluated using Fourier transforms.

To incorporate variable density in the procedure devel-
oped in this paper, while keeping the numerical analysis the
same, we refer to De Hoop.1 The key is to port the wave field

decomposition procedure from the acoustic-pressure normal-
ization analog to the vertical-acoustic-power-flux normaliza-
tion analog. The structure of the operatorÂ remains the same
~Laplacian plus medium slowness squared! but is subjected
to a transformation of the wave speed function. The compli-
cation is hidden in the~de!composition operators, which now
depend on a fractional powerÂ21/4. We can subject also this
power to the sparsification procedure based on a continued-
fraction expansion as discussed in the main body of this
paper.
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APPENDIX: TRANSVERSE TRANSPARENT
BOUNDARIES

Our discretization coexists with applying periodic
boundary conditions in the transverse direction. It is standard
practice to make the boundaries of the computational domain
absorbing, to simulate an unbounded configuration instead.
Several approaches have been developed for this adjustment;
we mention the work of Clayton and Engquist54 based on the
parabolic equation in the transverse directions. Competing
approaches are the transparent boundary condition by
Hadley,55 and the one by Be´renger56 based on a perfectly
matched layer for absorption at the boundary. We follow the
methodology described by Araiet al.,57 which is a generali-
zation of Hadley’s approach. Araiet al. arrived at a linear
boundary condition and made it adaptive. We employ its
simplest form, the so-called Robin conditions.

FIG. 27. Snapshot att50.750 s of the acoustic pressure due to a vertical
line force in the model of Fig. 26. Six terms of the Bremmer coupling series.

FIG. 28. Snapshot att50.750 s of the acoustic pressure due to a vertical
line force in the model of Fig. 26. Leading term of the Bremmer coupling
series.

FIG. 29. Snapshot att50.750 s of the acoustic pressure due to a vertical
line force in the model of Fig. 26. Second term of the Bremmer coupling
series.
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The Robin boundary condition employs the one-way
wave equations@as in Eq.~63!# in both transverse directions
at the edges of the computational domain,

]1ĥ1 ivh~6 !ĥ50,

at x1 5
~2 !

0 and atx1 5
~1 !

~Nx1
11!Dx1 . ~A1!

By choosingh (6) adaptively, we will show that these bound-
ary conditions can be made highly transparent.

The key matrices in our numerical scheme consist of
five bands. Thus we require estimates of the field at two
discretization points outside the computational domain, in
accordance with transparent boundary conditions. The esti-
mate of the field at the furthest sample points will be based
on the additional constraint,

]1
2ĥ1 ivh~6 !]1ĥ5 invariant,

at x1 5
~2 !

0 and at x1 5
~1 !

~Nx1
11!Dx1 .

~A2!

We will illustrate the estimation procedure at the left bound-
ary atx15Dx1 . Then the field samplesĥ0 and ĥ21 have to
be determined. In terms of a lowest-order finite-difference
representation, Eq.~A1! becomes,

ĥ12ĥ01 ivDx1h~2 !ĥ050. ~A3!

This leads to

ĥ05~12 ivDx1h~2 !!21ĥ1 . ~A4!

The constraint~A2! is used to constructĥ21 , with the finite-
difference representation

ĥ122ĥ01ĥ21

~Dx1!2 1 ivh~2 !
ĥ02ĥ21

Dx1

5
ĥ222ĥ11ĥ0

~Dx1!2 1 ivh~2 !
ĥ12ĥ0

Dx1
, ~A5!

with the solution

ĥ215
ĥ21ĥ1@ ivDx1h~2 !231~12 ivDx1h~2 !!21~322ivDx1h~2 !!#

12 ivDx1h~2 ! . ~A6!

The numerical scheme associated with the Robin boundary
condition is

~i! neutrally stable if Im$h(2)%50,
~ii ! stable if Im$h(2)%,0,
~iii ! unstable if Im$h(2)%.0.

The boundary conditions reduce to the Neumann boundary
condition forh (2)50, and to the Dirichlet boundary condi-
tion for h (2)→`.

We adapt the value ofh (6) by assuming that the field
behaves like a plane wave@;exp(2ivh(6)x1)# near the com-
putational boundaries. At the previous propagation step, the
horizontal slowness associated with this plane wave can be
estimated; at the current step, that value ofh (6) can then be
applied. At the left boundaries, with Eq.~A3!, we get

h~2 !.~ ivDx1!21S 12
ĥ2

ĥ1
D . ~A7!

If the plane wave were to travel inward@Re$h(2)%.0 at the
left boundary#, h (6) is reset to its imaginary part Im$h(6)%. In
this way, inward traveling waves are attenuated. The effec-
tiveness of the transparent boundary conditions can be deter-
mined from the graph of reflection coefficient associated
with a plane-wave hitting the boundary, see Clayton and
Engquist.54 Keys58 extended the one-way absorbing bound-
ary equation to the case where two distinguishable plane
waves hit the computational boundary simultaneously.

In our numerical scheme the transparent boundary con-
ditions are translated into an adjustment of the outer ele-

ments of the matricesA8 andA. For example, the left bound-
ary elements ofA become@cf. Eqs.~A4!–~A6!#

A11→A111~12 ivDx1h~2 !!21@A101„ivDx1h~2 !23

1~12 ivDx1h~2 !!21~322ivDx1h~2 !!…A1 21#,

~A8!

A12→A121~12 ivDx1h~2 !!21A1 21 , ~A9!

A21→A211~12 ivDx1h~2 !!21A20. ~A10!
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Diffraction from simple shapes by a hybrid asymptotic-finite
element method
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The application of a hybrid asymptotic/finite element method to the problem of scattering from
two-dimensional, submerged objects is considered. The hybrid method is based on patching a
short-wavelength asymptotic expansion of the scattered field to a finite element interpolation of the
near field. In patching, the diffracted field shape functions with unknown amplitude are forced to
agree smoothly with the solution in the near field along a curve at a prescribed distance from the
diffraction points. A new hybrid finite element on this artificial boundary represents the effect of the
outer domain on the solution within this new boundary. This allows the replacement of the original
boundary value problem with an asymptotically equivalent boundary value problem, the domain of
which is small and efficiently discretized. The method is applied to diffraction by a blunted wedge,
which in this context represents a degenerate prism. The hybrid scattering solution shall be
compared to an analytic field representation found using an exact Dirichlet-to-Neumann map.
© 1998 Acoustical Society of America.@S0001-4966~98!04809-7#

PACS numbers: 43.20.Dk@ANN#

INTRODUCTION

We describe a hybrid method for scattering which com-
bines short-wavelength asymptotics with the finite element
method. In the hybrid approach, we attempt to draw on the
benefits from both methods while eliminating their largest
individual deficiencies. For example, an asymptotic approach
can be computationally efficient for acoustically large scat-
terers; however, its applicability is limited since diffraction
coefficients are unavailable for geometries with anything but
simple discontinuities. Traditional numerical methods, on the
other hand, can accommodate arbitrary geometries but are
practically limited by their computational cost.

The hybrid method as presented here is related to the
method of matched asymptotic expansions~MAE!1 where, in
the short wavelength limit, the scattered field contains two
asymptotic regions. In the inner~local! region, the full Helm-
holtz equation must be solved. In the outer~global! region,
the field can be found by means of a suitable short wave-
length asymptotic technique, such as the geometrical theory
of diffraction ~GTD!.2 The representation of the outer field is
written in terms of certain unspecified amplitude functions
called ‘‘diffraction coefficients.’’ In the MAE method, the
solutions in the two regions would be asymptotically
matched, thus determining these coefficients.

In our hybrid method, on the other hand, the inner solu-
tion is found numerically by patching smoothly to the outer
asymptotic approximation. The patching is imposed on an
artificial boundary,GR , which is introduced around diffrac-
tion points. This boundary is chosen to be located in an over-
lap domain where both the inner and outer solutions are
valid. Patching the inner and outer fields onGR is equivalent
to using the GTD solution to specify a radiation boundary

condition for the inner numerical problem. Thus, we replace
the original boundary value problem~b.v.p.! with an asymp-
totically equivalent one.

The combination of the geometrical theory of diffraction
~GTD! with traditional numerical methods in scattering ap-
plications dates back to 1975.3 Burnsideet al.3 introduced
the method and demonstrated its utility by computing the
two-dimensional electromagnetic fields scattered by a per-
fectly conducting wedge and a perfectly conducting cylinder
of square cross section. They substituted GTD-based shape
functions for the fields diffracted by the vertices into a
current-based integral formulation of the scattering problem.
The GTD-based shape functions were used for distances
greater thanl/2 from the vertices, while pulse shape func-
tions were used for distances smaller thanl/2. A set of
discrete equations was obtained by collocation. Agreement
with exact and benchmark solutions was remarkable, espe-
cially considering that the near field ‘‘numerical region’’ ex-
tended only to a distance ofl/2.

Since 1975, Burnside’s hybrid method has been applied
to scattering from a tetrahedron,4 has been augmented to ad-
dress grazing incidence,5 has been included within a Galer-
kin formulation, and applied to bodies of revolution.6

Wang7 in 1991 was the first to introduce surface wave-
based shape functions in a hybrid method. These he included
for two-dimensional scattering and scattering from bodies of
revolution. Wang noted that integration of the GTD-based
shape functions in order to obtain the discretized equations
was computationally expensive, and suggested that these in-
tegrals be evaluated asymptotically.

None of these authors address uniqueness issues associ-
ated with their boundary integral formulation for Helmholtz
equation on exterior domains. Further, all rely on a surface
integral equation formulation as a starting point of the analy-
sis. Shape functions motivated by asymptotic expansions are

a!Currently affiliated with Noise and Acoustics Division, The Boeing Com-
pany, Seattle, WA 98124.
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then substituted into the equation in a straightforward
manner.8

There are several distinctions between our approach and
these previous approaches. First, we begin with a short
wavelength asymptotic expansion of the overall solution,
rather than with an integral equation formulation of the over-
all solution. Within the short-wavelength analysis we embed
a well-posed boundary value problem that can be solved nu-
merically. This is in contrast to simply using asymptotics-
motivated shape functions in an otherwise traditional nu-
merical formulation as in the works cited above,3–7 or as in
some applications of infinite elements.9,10

Second, we patch the inner numerical solution to the
outer short-wavelength asymptotic solution. This concept
might be compared to using a far-field asymptotic expansion
to derive an approximate boundary condition to be applied
on an artificial boundary.11,12 Short wavelength expansions
are valid when the wavelengthl is much shorter than all
other dimensions in the problem. Far-field expansions, on the
other hand, are valid whenr , the distance from an origin
‘‘near’’ or in the scatterer, is much larger than all other dis-
tances in the problem. Only whenl andr are the only char-
acteristic distances in a problem are the two expansions
equivalent.~It so happens that the example we shall study in
the following sections fits into this category.! One clear dis-
tinction between these two approaches is depicted in the car-
toons in Fig. 1, which shows the numerical domains associ-
ated with each of the two approaches.

Even when the short wavelength expansion and the far-
field expansion are equivalent, there is a considerable differ-
ence in the implementation of each approach. In the
artificial/absorbing boundary condition~ABC! approach,11,12

the far-field expansions are used to derive boundary opera-
tors that must be satisfied by the numerical solution. The
high-order versions of such operators require the evaluation
of high-order tangential derivatives of the finite element
field. Since most finite element interpolations are onlyCo,
these implementations require special attention.13 Further,
this formulation yields only the solution inside the artificial

boundary, and some extra postprocessing is therefore neces-
sary to obtain the field outside the artificial boundary. In the
general formulation of our hybrid method described in Sec.
IV, on the other hand, we enforce continuity~of both the
function and its normal derivative! between the short-
wavelength asymptotic approximation and the numerical so-
lution. We thus avoid the need to derive a boundary operator
that must be satisfied by the finite-element field. Our bound-
ary condition on the artificial boundary requires no deriva-
tives of the finite-element interpolants for any order
asymptotic approximation.

Alternatively, one might compare our hybrid method to
an application of infinite elements. One distinction is that, in
our formulation, the outer field is required to satisfy the
Helmholtz equation~at least asymptotically! before we even
formulate the numerical boundary value problem. In typical
infinite element applications, on the other hand, the outer
field is interpolated in some convenient,14–17 or physically
inspired,9,10 manner. These interpolations are then substi-
tuted into a weak form that enforces the approximate satis-
faction of the field equation~Helmholtz, in this case!. Fur-
ther, most infinite element formulations enforce continuity
between the inner and outer fields strongly. Finally, our for-
mulation is free of infinite or large domain integrals, while
almost all infinite element formulations require infinite inte-
grals of some kind.@The exceptions to these is the infinite
element formulation devised by one of the authors~PEB! in
collaboration with I. Harari, as described in Refs. 18 and 19.#

In addition, we remark that our hybrid approach is based
on the formulation of an asymptotically equivalent boundary
value problem defined on a small domain. We can choose
any numerical method to solve this problem.~This is also in
clear contrast to infinite elements, for example, in which the
treatment of the outer domain is integral in the entire prob-
lem discretization.! Here we discuss solving this problem
using finite elements, but in another contribution we discuss
using the ‘‘boundary strip method.’’20

The idea of patching a short-wavelength expansion to a
collection of numerical solutions~as needed to supplement
the validity of the outer expansion! can obviously be applied
to a quite complicated scatterer. We have elected to first
study and present our method in the context of the most basic
of problems, diffraction from a truncated wedge. The formu-
lation and asymptotic solution of this problem is presented in
Sec. II. We follow this in Sec. III by discussing the issue of
patching inner and outer fields together as opposed to match-
ing them. Our hybrid method depends on patching, yet
matching is known to yield the correct directivities. The
comparison between patching and matching makes it clear
that the patched directivity can provide a good approxima-
tion to the exact directivity. More importantly, it shows that
the approximation can, in principle, be improved to arbi-
trarily high accuracy. This gives us reassurance that the pro-
posed technique can be built into a reliable numerical
method.

Patching of the numerical solution to the outer
asymptotic solution gives rise to a boundary value problem
defined on a finite~and relatively small! domain. This
boundary value problem is outside the realm of application

FIG. 1. Conceptual application of our hybrid method compared to a more
typical ABC ~artificial/absorbing boundary condition! approach. Our
method is based on short-wavelength rather than far-field asymptotics. In
our method, the condition on the artificial boundary comes from enforcing
continuity of the function and its normal derivative with an outer asymptotic
expansion. In the ABC approach, a boundary operator~usually a homoge-
neous differential operator! is applied on the artificial boundary.
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of standard finite element methods because of the patching
boundary conditions. In Sec. IV, we describe a weak formu-
lation of the asymptotically equivalent b.v.p. as part of a
finite element implementation. Here, we enforce the bound-
ary condition by introducing a new ‘‘hybrid’’ finite element.
The results from the hybrid method, utilizing this new ele-
ment, are compared to a reference solution found by means
of a Dirichlet-to-Neumann~DtN! map.21

I. FORMULATION

We imagine the wedge, of exterior angleb, positioned
such that the tip coincides with the origin while one face lies
on the positivex axis. The tip is blunted by a truncation
described byr 5a(u) ~see Fig. 2!. We assume that the maxi-
mum of a is on the order of a wavelength~l!. Thus,a(u)
5O(k21) or ka5O(1). We let l be a predetermined dis-
tance from the tip with which we nondimensionalize all of
our spatial coordinates. Then in the limit askl→`, the
wedge appears to be acoustically infinite.

In all that follows we will work in terms of nondimen-
sionalized coordinates as well as wave number,k. We shall
also work in terms of a time-harmonic acoustic pressure:

p~x,y,t !5R$utot~x,y!e2 ivt%. ~1!

The time dependence will be suppressed from here on. The
total field is then represented as the sum of an incident plane-
wave and scattered field contributions:

utot5uinc1u, uinc5eik~x cosu81y sin u8!. ~2!

In the absence of sources,u is governed by the reduced wave
equation

~D1k2!u50. ~3!

We consider a wedge with soft faces, such thatutot50 on the
wedge. Equation~2! then yields

u52uincH r 5a~u!,

u50, r>a~0!,

u5b, r>a~b!.

~4!

Further, the scattered field must satisfy a radiation condition
as r→`.

II. ASYMPTOTIC EXPANSION

We seek an asymptotic approximation of the solution to
~1!–~4!, valid in the limit ask→`. In this section we discuss
the process of obtaining the outer approximation to the field.
We follow this by a description of the inner b.v.p. and char-
acteristics of its solution. We then seek to compare the
method used in patching these solutions to the method of
matched asymptotics.

A. Outer solution

We assume a solution of the form

u~x!;w~x,k!eiks~x!, k→`. ~5!

Here w(x,k) is the amplitude,k is the wave number, and
s(x) is the phase. Substituting~5! into ~3! yields

2k2@~¹s!221#w12ik“s•“w1 ikwDs1Dw50. ~6!

To solve~6! for large values ofk, we assume thatw can be
expanded in a series of inverse powers ofik:

w~x,k!;k2a (
m50

N

wm~x!~ ik !2m1o~k2N2a!. ~7!

Inserting ~7! into ~6! and equating powers ofk yields the
eiconal equation

~¹s!251, ~8!

and the transport equations

2“s•“wm1wmDs52Dwm21 , m50,1,2,. . . , ~9!

where wn50 for n,0. These equations can be solved by
standard characteristic methods which provide the rays of
GTD. The phase can be determined using Fermat’s
principle.2 The scattered field can be expressed as the sum of
a reflected plane wave, a shadow wave, a diffracted cylindri-
cal wave, plus higher order terms

u;urefl1ushad1udiff1O~k23/2!. ~10!

The three different terms in the above equation represent the
leading terms of three different expansions, each of the form
~5! with ~7!. By defining an anglef5u822b, these contri-
butions can be expressed as the following:

ushadow52eik~x cosu81y sin u8! shadow region,

urefl52eik~x cosf1y sin f! reflected region, ~11!

udiff5
D~u,u8!

Akr
eikr everywhere.

Here,D(u,u8) is not yet determined. It represents the am-
plitude of the field diffracted into theu direction due to an
incident wave in theu8 direction. It is sometimes referred to
as the ‘‘diffraction coefficient’’ associated with the wedge.

An immediate concern regarding this representation~11!
is the discontinuity between the regions. In order to obtain a
smooth transition across the boundaries, we introduce a
boundary layer solution. Such solutions are readily available
in many textbooks~e.g., Refs. 22–25!.

FIG. 2. Blunted wedge with incident plane wave.
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As an example, we consider the boundary between the
shadow region~I! and the illuminated region~II !. We intro-
duce a change of coordinates:

j5x cosu81y sin u8, ~12!

h52x sin u81y cosu8. ~13!

In terms of these new variables,

ushad;H~h!eikj. ~14!

Here H is the Heaviside step function. This solution is
clearly not valid onh50, where there is a discontinuity
predicted. Following the example in Ref. 22 yields the
boundary layer solution:

ubl~j,h!5
1

Ap
e2 i ~p/4!eikjE

2hAk/2j

`

eiz2
dz. ~15!

Equation~15! shows that in the limit ofihAk/ji@1 there
exists a plane wave,eikj, for h.0 and no first-order contri-
bution for h,0. On the boundary (h50) the amplitude of
the field is the average of the amplitudes in~I! and ~II !.
Replacing ushadow in ~11! with ubl in ~15! yields an
asymptotic expansion for the field which is valid everywhere
except atr 50. We note that a representation that is uni-
formly valid in angle can be obtained without specific solu-
tion of a ‘‘canonical’’ or inner problem near the wedge tip.
Until the solution of the inner problem is obtained, however,
the directivityD(u) that appears in~11! remains unknown.

B. Inner diffraction problem

It is the solution of the inner problem, or canonical prob-
lem, that provides the unknown diffraction coefficient. In the
usual GTD or MAE approach, the inner solution is found
analytically and then matched asymptotically to the outer
solution. In our hybrid method, on the other hand, we shall
find the inner solution numerically by patching it smoothly to
the outer solution@Eqs.~11! and~15!, or an equivalent solu-
tion#. In this section, we shall examine~analytically! the pro-
cess of matching and patching to show that in some sense
they are equivalent. This tells us that our hybrid method,
based on patching, can provide a good approximation to the
diffraction coefficient.

The inner problem is obtained by rescaling in ‘‘inner’’
variables:

R5kr; Q5u; U~R,Q!5u~r ,u!. ~16!

Rewriting the reduced wave equation~3! in polar coordinates
gives the inner problem:

S ]2

]R2 1
1

R

]

]R
1

1

R2

]2

]Q2DU1U50, ~17!

U52U incH R5ka~u!,

Q50,b, R.ka,
~18!

U matchesu as R→`. ~19!

We note that in contrast to the outer equations, the limitk
→` does not simplify the inner differential equation at all.
We must solve the full Helmholtz equation.

In all that follows, we shall find it convenient to work in
terms of Û5U2Usharp. Here Usharp represents the field
~with minimum singularity! scattered by a sharp wedge due
to an incident fieldU inc .23 Further,Usharp can be shown to
match the plane wave and boundary layer solutions in the
outer field. Thus, the functionÛ satisfies~17! and

Û5H 2U inc2Usharp on R5ka~u!,

0 on Q50,b.
~20!

For a generala(u), the solution forÛ cannot be obtained in
closed form. Without the analytical form, we cannot match
U to u as indicated in Eq.~19!. Therefore, in Sec. IV, we
shall describe a numerical method to findÛ subject to a
patching condition replacing~19!. For either outer boundary
condition,Û can be uniquely represented outsideR5kamax

as

Û~R,Q!5 (
n51

`

AnHnn

~1!~R!sin nnQ

1BnHnn

~2!~R!sin nnQ. ~21!

Here,Hnn

(1) andHnn

(2) are the Hankel function of the first and

second kind of ordernn ,26 wherenn5np/b. An andBn are
unknown complex constants. For any givena(u), there is a
set of coefficientsSnm such thatAn andBn can be related as
follows:

An5An
o1 (

m51

`

SnmBm . ~22!

An
o satisfies the inhomogeneous boundary condition~20!. The

sum (m51
` SnmBm represents the amplitude of thenth scat-

tered mode due to all incident modes with amplitudeBm .
We would now like to match~21! to the cylindrical

wave in ~11! to find D(u) in terms of An and Bn . In the
method of matched asymptotic expansions, this requires an
overlap domain in which both~21! and ~11! are valid ~see
Fig. 3!. This domain occurs when

R5ka, 0,a,1. ~23!

FIG. 3. Inner and outer regions.
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The hybrid method, on the other hand, relies on patching.
The inner solution will be found numerically and forced to
agree smoothly with the outer asymptotic solution~11! along
GR . Here,GR is chosen to be an arc of a circle lying in the
aforementioned overlap domain.

C. Patching versus matching

The method of matched asymptotic expansions yields a
solution which is asymptotic to the exact solution. Thus, we
are guaranteed that the difference between the exact and
asymptotic solutions vanishes in the limit ask→`. Patching
on thefixedcurveR5const, on the other hand, has no such
asymptotic validity. Here we shall compare the directivities
obtained by patching„D̂p(u)… to those obtained by matching
„D̂m(u)…. In particular, we shall show that patchingin the
overlap domainleads to the result that

D̂p~u!;D̂m~u!; k→`. ~24!

We denote the outer solutions to be used in the compari-
son as follows:

ûp~r ,u!5up2usharp5
D̂p~u!

Akr
eikr , ~25!

ûm~r ,u!5um2usharp5
D̂m~u!

Akr
eikr . ~26!

1. Patching

We shall patch along the curveR5kar 0 , or r
5ka21r 0 :

ûp~ka21r 0 ,u!5Û~kar 0 ,u!, ~27!

] r ûp~ka21r 0 ,u!5] r Û~kar 0 ,u!. ~28!

Equations~21!, ~25!, ~27!, and~28! then yieldD̂p(u) as

D̂p~u!5 (
n51

`
24i

p

e2 ikar 0

Akar 0

3
An sin nnu

Hnn

~2!8~kar 0!2~ i 21/2kar 0!Hnn

~2!~kar 0!
. ~29!

In obtaining~29! we have used the identity26

Hnn

~1!~z!Hnn

~2!8~z!2Hnn

~2!~z!Hnn

~1!8~z!52
4i

pz
. ~30!

Similarly, we can eliminateD̂p(u) from ~27! and~28! to
obtain a relation betweenBn andAn :

Bn5
~ i 21/2kar 0!Hnn

~1!~kar 0!2Hnn

~1!8~kar 0!

~ i 21/2kar 0!Hnn

~2!~kar 0!2Hnn

~2!8~kar 0!
An

5O~kar 0!22. ~31!

Equations~22! and ~31! show that patching yields

An5An
o1O~kar 0!22. ~32!

2. Matching

We obtainD̂m(u) by using Van Dyke’s matching rule.1

First we express the inner solution~21! in terms of outer
variables:

Inner solution:

Û ~0!~R,Q!5 (
n51

`

AnHnn

~1!~R!sin nnQ

1BnHnn

~2!~R!sin nnQ. ~33!

In outer variables:

Û ~0!~kr,u!5 (
n51

`

AnHnn

~1!~kr !sin nnu

1BnHnn

~2!~kr !sin nnu. ~34!

We now expand~34! for large k to obtain the outer
expansion of the inner solution:26

Û ~0,21/2!~kr,u!5 (
n51

` A 2

pkr
@Anei ~kr2~p/2!nn2p/4!

1Bne2 i ~kr2~p/2!nn2p/4!#sin nnu. ~35!

Outer solution:

û~21/2!~r ,u!5
D̂m~u!

Akr
eikr . ~36!

Inner of outer:

û~21/2,0!S R

k
,Q D5

D̂m~Q!

AR
eiR. ~37!

By Van Dyke’s matching rule,~35! and~37! must be equiva-
lent. Thus we conclude that

D̂m~u!5 (
n51

` FA2

p
Ane2 i ~p/2!~nn11/2!Gsin nnu, ~38!

Bn50. ~39!

Equations~22! and ~39! show that matching yields

An5An
o . ~40!

Therefore, we conclude from Eqs.~32! and~40! that match-
ing and patching yield the same values forAn to order
O(kar 0)22.

3. Error in directivity

We note thatD̂p(u) in ~29! andD̂m(u) in ~38! appear to
be different. Further, we note thatD̂p(u) depends explicitly
on the location of our artificial boundary. This is a typical
feature of patching. The matched directivity,D̂m(u), is
clearly independent of the purely artificial parameterr 0 .

We measure the error in patching as the difference be-
tweenD̂m(u) in ~38! andD̂p(u) in ~29!. Thus, we define the
following function:
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error ~u!5(
n

En sin nnu[D̂m~u!2D̂p~u!. ~41!

Substituting Eqs.~29! and ~38! into ~41! leads to

En5AnFA2

p
e2 i ~p/2!nn2 i ~p/4!2

24i

p

e2 ikar 0

Akar 0

3
1

Hnn

~2!8~kar 0!2~ i 21/2kar 0!Hnn

~2!~kar 0!G
1O~kar 0!22. ~42!

Since 0,a,1, kar 0→` ask→`. Therefore, we can obtain
an asymptotic approximation forEn ask→` by expanding
the Hankel functions for large argument. From Ref. 26 we
have

Hnn

~2!~kar 0!5A2

p F11 i
4nn

221

8kar 0
G e2 ikar 0

Akar 0

ei ~p/2!1 i ~p/4!

1O~~kar 0!25/2!. ~43!

Combining ~42! with ~43! yields an asymptotic approxima-
tion of the error as

En;2 iAnA2

p

4nn
221

8kar 0
e2 i ~p/2!nn2 i ~p/4!1O~~kar 0!22!.

~44!

Clearly, ask→`, En→0. We note, however, thatEn grows
like n2 for kr0 fixed. For solutions with bounded energy,
however, it can be shown27 that An5o(nn

2nn) as nn→`.
Therefore,~44! vanishes ask→` for all n.

III. THE HYBRID METHOD

Up to now we have considered the asymptotic aspects of
the hybrid asymptotic-numerical method. Here we discuss a
numerical formulation suitable for determining the inner so-
lution. Patching the outer asymptotic solution to the numeri-
cal solution on the artificial boundary effectively enforces
the radiation condition on the inner field. In this section, we
describe a weak form developed by us28 for this purpose.
This is followed by a finite element discretization.

A. General formulation

We now describe a weak formulation of our boundary
value problem that is suitably incorporated into our hybrid
method. We denote the region outside of the scatterer byV.
The ‘‘internal’’ boundary ofV is denoted byG, which we
assume to be piecewise smooth. We considerG as being
partitioned intoGg andGh , whereG5GgøGh. The classical
or strong form of the problem is to findu in V̄ such that

~D1k2!u52 f in V, ~45!

u5g on Gg , ~46!

]u

]n
5 ikh on Gh , ~47!

lim
r→`

r 1/2S ]u

]r
2 ikuD50. ~48!

The unbounded domainV is decomposed by an artificial
boundaryGR into a bounded inner domainV i and its un-
bounded outer complementVo. The solution to the original
b.v.p. is decomposed into an inner and an outer field:

u5H ui on V i ,

uo on Vo.
~49!

In our hybrid method, we choose the outer field,uo, to be
given by the expansion in Eqs.~10! and ~11!, wherein the
directivity D(u) is unknown.@Or equivalently, when solving
for u2usharp, by ~25! with D̂p(u) unknown.# Equations
~45!–~47! are then supplemented by the patching boundary
condition onGR :

ui5uo on GR , ~50!

]nui5]nuo on GR . ~51!

Standard finite element formulations are incompatible
with the patching boundary conditions~50! and ~51!. Here
we shall employ the weak formulation of Harariet al.:28

a~wi ,ui !1S wi ,
]uo

]noD
GR

5L~wi !, ~52!

S ]wo

]no ,ui D
GR

2S ]wo

]no ,uoD
GR

50. ~53!

It should be noted thata(.,.) and (.,.)GR
are symmetric bi-

linear forms which are not inner products. Rather, they are
defined as

a~w,u!5E
V i

~“w•“u2wk2u! dV, ~54!

~w,u!GR
5E

GR

wu dG, ~55!

L~w!5E
V i

w f dV1E
Gh

wikh dG. ~56!

We note that to evaluate the terms in~52! and ~53!, there is
integration only over the inner regionV i and the artificial
boundary,GR . Thus, there is no integration over infinite or
even large domains. For~52! and ~53! to be valid, the outer
solution uo must satisfy the Helmholtz equation as well as
the radiation condition. If the scatterer is not completely con-
tained inGR , thenuo must also satisfy all natural and essen-
tial boundary conditions inVo. The functionswi and wo

represent the arbitrary weighting functions ofui anduo, re-
spectively. The Euler–Lagrange equations of~52! provide
satisfaction of the governing differential equation inV i and
enforce continuity of normal derivatives acrossGR . The re-
lation in ~53! enforces continuity of the unknown functions
acrossGR .
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B. Finite element formulation

We now turn our attention to the problem of the imper-
fect wedge. In what follows, we shall be solving foruscat

2usharp. Thus,uo will contain only a cylindrical wave con-
tribution. Inside ofGR we use standard bilinear, quadrilateral
elements with degrees of freedom representing the real and
imaginary parts of the field. LetN andD denote shape func-
tions with local support, defined onV i andGR , respectively.
Then our inner field can be represented in the context of the
finite element method.29

Inner solution:

ui5(
A

dA
i NA

i ~r ,u!, ~57!

wi5(
A

cA
i NA

i ~r ,u!. ~58!

Here each sum is over the total number of elements in our
mesh. Similarly, we choose a finite element representation
for D̂p(u) on GR , and so obtain the following representation
of the outer field:

Outer solution:

uo5(
M

dM
o DM

o ~u!Ar 0

r
eik~r 2r 0!, ~59!

wo5(
M

cM
o DM

o ~u!Ar 0

r
eik~r 2r 0!. ~60!

Equations~59! and ~60! reflect the GTD form of our outer
solution ~11!, normalized by the radius ofGR .

To treat the boundary condition onGR we introduce
what will be referred to as a ‘‘hybrid element.’’ We shall
assume that the shape functionsN andD are both piecewise
linear. Thus, for the special case treated here, the hybrid
element has four nodes, two of which are shared with a
Helmholtz element. The spatial coordinates of the two pairs
match, forming what appears to be a one-dimensional ele-
ment. We can then use~52! and ~53! to find the following
element stiffness matrix:

Ke5F 0 K

K 2K
G . ~61!

HereK is a 232 complex matrix with entries:

K AB5E
GR

e
C0NA

i NB
i dG, ~62!

C05S 1

2r 0
2 ik D . ~63!

We note that this matrix is symmetric. The lower half of the
block weakly enforces continuity between the inner and
outer fields. The upper right-hand block contributes to the
continuity of normal derivatives.

C. Comparisons

We have implemented the hybrid element and per-
formed calculations for a wedge of angleb57p/4. The in-

terior domainV i was meshed with a minimum resolution of
ten elements per wavelength~Fig. 4!. On the blunted tip, we
definea(u)5a05const, whereka05p. We locate the arti-
ficial boundary,GR , at kr054p. The solution is forced by
the inner boundary condition~20!, where the infinite sum for
Usharp~Ref. 23! is truncated with negligible error.

Our numerical interpolation is implemented twice: first
we use the hybrid elements to represent the radiation bound-
ary condition, and then we compare these results to those
obtained using an ‘‘exact’’ DtN boundary condition.30 The
DtN map is derived in the Appendix. Although error will
occur due to the finite element discretization of the interior
problem, we expect this error to be identical in both the
hybrid element and DtN methods. Thus, any difference in the
results highlights inaccuracies in the hybrid formulation.

Here we consider a plane wave incident fromu
57p/6. At this incident angle, we expect both a shadow and
a reflected region to exist. Figure 5 shows the magnitude of
the pressure onGR for both the hybrid element and DtN
methods. The first thing we notice in comparing the two
solutions is that they are hardly distinguishable from one
another. The same is true when comparing the phase, al-
though this is not shown. From these results we conclude
that the hybrid and exact DtN representations compare favor-
ably.

The shape of the curve~Fig. 5! is another point of inter-
est. We note that the tip blunting does not significantly dis-
place the shadow boundary from that formed by a sharp
wedge. Such a displacement would be signaled by two in-
finities in D̂(u). One infinity would be associated with the
new position of the shadow boundary. The other would be
required to cancel the shadow boundary solution inusharp.

To better interpret the shape of the previous curve, the
magnitude of the pressure onGR is plotted for different in-
cident angles~Fig. 6!. In addition, we use our original nu-
merical solution forû, along withusharp, to construct a total
field representation~Fig. 7!. The repetition in the first plot
reinforces our assumption that no shadow boundary correc-

FIG. 4. Mesh used for radiation and scattering from a nonsharp soft wedge.
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tion is present. The three ‘‘lobes’’ represent backscattering
and interference between the diffracted and reflected fields,
which differ from the solution to the sharp wedge. This dif-
ference is small when compared to the magnitude of the total
field ~Fig. 7!.

In examining the total field representation, given the
original angle of incidence, we observe all of the expected
phenomena. The first is our soft boundary condition, which
requires the pressure to be zero on the wedge. We further
observe sharp variations in the field in the reflected region
due to interference between the diffracted and reflected
fields. But most interesting are the smooth transitions across
the shadow and reflected boundaries. In particular, we notice
very small pressures in the shadow region compared to those
on the other side of the shadow boundary.

IV. CONCLUSIONS

We have described a hybrid GTD/FEM method to
evaluate diffraction coefficients. The method depends on first
performing an outer GTD analysis~less the diffraction coef-
ficients! to obtain an outer asymptotic approximation of the
field. An example of this procedure was presented in Sec. III.
The outer approximation necessarily involves undetermined
diffraction coefficients. To find those, an inner problem is
formulated with a patching boundary condition on an artifi-
cial boundary. We found the relation between the patched
directivity and the matched directivity in Sec. III C. In par-
ticular, we determined how their difference scaled with both
kro and withnn .

In Sec. IV A, we described a weak formulation of the
inner boundary value problem that allowed us to enforce the
patching boundary condition within a FEM framework. In
Sec. IV B, we specialized this to the problem at hand, dif-
fraction from a wedge, and showed that the patching condi-
tion can be enforced by introducing a ‘‘hybrid element.’’

The results of our hybrid method in this simple geom-
etry were compared to reference calculations performed us-
ing the DtN method. The DtN method provides an exact
~modulo the truncation of an infinite series! representation of
the artificial boundary condition. The two calculations were
performed on the same inner mesh, and so any difference
between the two highlights error in the patching boundary
condition. We found the methods to be in excellent agree-
ment with each other, and therefore conclude that our hybrid
method might be successful in more complicated scattering
geometries.
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FIG. 5. Magnitude of the pressure onGR as a function ofu. The solid curve
represents the results obtained using the hybrid method. The ‘‘1’’ symbols
mark the results obtained using an exact DtN boundary condition.

FIG. 6. Magnitude ofû on GR for incident angles: 5p/6 –.–,p ––, 7p/6
———.

FIG. 7. Magnitude of the total field onGR , due to an incident plane wave of
angle 7p/6 on a blunted wedge of angle 7p/4.
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APPENDIX: DERIVATION OF DTN MAP

The DtN map, or Dirichlet-to-Neumann map, is simply
the impedance map for the fluid outside the artificial bound-
ary GR . To find the DtN map, we must solve the following
problem. Givenū(u), find ] ruuGR

such that

~D1k2!u50 in b,u,0; r .r 0 , ~A1!

u5H ū on GR ,

0 on u50, r .r 0 ,

0 on u5b, r .r 0 .

~A2!

Further,u must satisfy a radiation condition asr→`.
The solution of~A1! and ~A2! can be written in the

following form:

u~r ,u!5 (
n51

`

@An /Hnn

~1!~kr0!#Hnn

~1!~kr ! sin nnu. ~A3!

We recall thatnn5np/b. The constantsAn are given by

An5
1

2b E
0

b

ū~u! sin nnu du. ~A4!

We now use~A3! to evaluate] ru on r 5r 0 :

] ru~r 0 ,u!5k(
n51

`

@An /Hnn

~1!~kr0!#Hnn

~1!8~kr0! sin nnu.

~A5!

The DtN is obtained by combining~A4! with ~A5!, and
substitutingu(r 0 ,u) for ū(u). Thus we obtain

] ru~r 0 ,u!5
k

2b (
n51

` E
0

b

u~r 0 ,f!sin nnf df

3@Hnn

~1!8~kr0!/Hnn

~1!~kr0!#sin nnu. ~A6!

Equation~A6! is the exact DtN boundary condition for scat-
tering from a soft truncated wedge. In practice, the infinite
sum must be truncated, which causes the boundary condition
to be inexact. In our calculations withkr052p, we included
ten terms in the sum.
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loudspeakers

Ole Kirkebya) and Philip A. Nelson
Institute of Sound and Vibration Research, University of Southampton, Highfield, Southampton SO17 1BJ,
United Kingdom

Hareo Hamada
Department of Information and Communication Engineering, Tokyo Denki University, Tokyo 101, Japan

~Received 2 December 1997; accepted for publication 5 June 1998!

When only two loudspeakers are used for the reproduction of sound for a single listener, time
domain simulations show that it is advantageous that the two loudspeakers are very close together.
The sound field reproduced by two loudspeakers that span 10 degrees as seen by the listener is
simpler, and locally more similar to the sound field generated by a real sound source, than that
reproduced by two loudspeakers that span 60 degrees. The basic physics of the problem is first
explained by assuming that the sound propagates under free-field conditions. It is then demonstrated
that when the influence of the listener on the incident sound waves is taken into account by
modeling the listener’s head as a rigid sphere, the results are qualitatively the same as in the
free-field case. Consequently, two closely spaced loudspeakers are capable of accurately
reproducing a desired sound field, not only at the ears of the listener but also in the vicinity of the
listener’s head. This result, although counter-intuitive, is very encouraging. In particular, it suggests
that many low-fidelity audio systems, such as those currently supplied with most multi-media
computers, can be greatly improved. ©1998 Acoustical Society of America.
@S0001-4966~98!04309-4#

PACS numbers: 43.20.Fn, 43.20.Px, 43.60.Pt, 43.66.Pn@DEC#

INTRODUCTION

A virtual source imaging system attempts to give a lis-
tener the impression that there is a sound source at a position
in space where no real sound source exists. The overwhelm-
ing part of current research into virtual source imaging relies
heavily on binaural technology.1–4 ~A notable exception is
when large arrays of loudspeakers are used for the reproduc-
tion. In that case it is possible to synthesize the entire sound
field under certain conditions.5! Binaural technology is based
on the sensible engineering principle that if a sound repro-
duction system can generate the same sound pressures at the
listener’s eardrums as would have been produced there by a
real sound source, then the listener should not be able to tell
the difference between the virtual image and the real sound
source. In order to determine these binaural signals, or ‘‘tar-
get’’ signals, it is necessary to know how the listener’s torso,
head, and pinnae~outer ears! modify incoming sound waves
as a function of the position of the sound source. This infor-
mation can be obtained by making measurements on
‘‘dummy-heads’’ or human subjects.6,7 The results of such
measurements are usually called head-related transfer func-
tions, or HRTFs.

When only two loudspeakers are used for the reproduc-
tion, it is necessary to consider how to deal with
cross-talk.8–12 Cross-talk in the context of sound reproduc-
tion is usually interpreted as the sound reproduced at a loca-
tion where it was not intended to be heard.8 For example,
when a dummy-head recording6 is played back over two

loudspeakers, the sound emitted from the right loudspeakers,
and heard at the left ear, is cross-talk. Similarly, the sound
emitted from the left loudspeaker, and heard at the right ear,
is also cross-talk. In 1966, the first method for cross-talk
cancellation was developed by Atalet al.13 Their method
was based on a free-field model that did not account for the
presence of a listener in the sound field. Since then, more
sophisticated methods, some based on digital signal process-
ing techniques, have been developed.10–12,14–17

With a few notable exceptions,11,18 most researchers
have concentrated on systems using loudspeaker arrange-
ments spanning an angle of typically 60 degrees as seen by
the listener. A fundamental problem that one faces when
using relatively widely spaced loudspeakers is that convinc-
ing virtual images are experienced only within a very tight
‘‘bubble’’ surrounding the listener’s head. In contrast, a sys-
tem using two closely spaced loudspeakers is surprisingly
robust with respect to head movement.19 The size of the
‘‘bubble’’ around the listener’s head is increased signifi-
cantly without any noticeable reduction in performance. We
use the term ‘‘stereo dipole’’20,21 to describe such a virtual
source imaging system since the inputs to the two closely
spaced loudspeakers are close to being exactly out of phase
over a wide frequency range.22 Consequently, they reproduce
a sound field very similar to that generated by a point dipole
source. Strictly speaking, the field that they reproduce ap-
proximates that generated by a combination of a point dipole
and a point monopole source.23

In this paper, time domain simulations are used to show
the form of the sound fields that are reproduced by two loud-
speakers placed symmetrically about the median plane in
front of the listener. We concentrate on two loudspeaker ar-

a!Now at the Department of Communication Technology, Institute for Elec-
tronic Systems, Aalborg University, Denmark.
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rangements: a ‘‘wide’’ spacing where the loudspeakers span
60 degrees as seen by the listener, and a ‘‘narrow’’ spacing
where the loudspeakers span 10 degrees as seen by the lis-
tener. The results calculated by using a free-field model are
compared to the results calculated by using a rigid sphere
model. The emphasis is on the basic physical principles, and
so we do not attempt to include the detailed high-frequency
information contained in HRTFs measured on human sub-
jects, or dummy-heads, in this analysis.

I. GEOMETRY

The geometry of the problem is shown in Fig. 1. Two
loudspeakers~sources!, separated by the distanceDS, are
positioned on thex1 axis symmetrically about thex2 axis.
We imagine that a listener is positionedr 0 meters away from
the loudspeakers directly in front them. The ears of the lis-
tener are represented by two microphones, separated by the
distance 2a, that are also positioned symmetrically about the
x2 axis. Note that when we later refer to ‘‘left’’ and ‘‘right,’’
we consider this to be relative to the listener’s point of view,
as indicated in Fig. 1. The loudspeakers span an angle ofu as
seen from the position of the listener. The shortest distance,
in a straight line, from the loudspeakers to the microphones
is the ‘‘direct’’ path r 1 , and the furthest distance is the
‘‘cross-talk’’ path r 2 .

When the system is operating at a single frequency, we
can use complex notation. Thus, the inputs to the right and
left loudspeaker are denoted byV1 andV2 , respectively, and
the outputs from the right and left microphone are denoted
by W1 and W2 , respectively. The variablesV1 , V2 , W1 ,
andW2 are all complex scalars.

II. ELECTROACOUSTIC TRANSFER FUNCTIONS

A. General notation

Since the loudspeaker–microphone arrangement is sym-
metric about thex2 axis, only two of the four transfer func-
tions relating the loudspeaker inputs to the microphone out-

puts are different. In complex notation, these are denotedC1

andC2 . Similarly, the transfer functions relating the inputD
to a virtual source to the microphone outputs are denoted by
A1 andA2 . This is shown in Fig. 2.

Thus, for the two loudspeakers we have

C15
W1

V1
U

V250

5
W2

V2
U

V150

~1a!

and

C25
W2

V1
U

V250

5
W1

V2
U

V150

. ~1b!

For the virtual source

A15
W1

D
~2a!

and

A25
W2

D
. ~2b!

Using these two transfer functions, the output from the mi-
crophones as a function of the inputs to the loudspeakers is
conveniently expressed as the matrix-vector multiplication

w5Cv, ~3!

where

w5FW1

W2
G , ~4!

C5FC1 C2

C2 C1
G , ~5!

and

v5FV1

V2
G . ~6!

The aim of the system shown in Fig. 1 is to reproduce a pair
of desired signalsD1 and D2 at the microphones. Conse-
quently, we will generally wantW1 to be equal toD1 , and
W2 to be equal toD2 . The desired signals will sometimes be

FIG. 1. The arrangement of the two loudspeakers and the two microphones.
Note that ‘‘left’’ and ‘‘right’’ are defined to be relative to the listener.

FIG. 2. Definitions of the electro-acoustic transfer functionsC1 , C2 , A1 ,
andA2 .
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referred to individually asD1 and D2 , and sometimes re-
ferred to as a vectord of the same type asw,

d5FD1

D2
G . ~7!

B. Free-field conditions

The sound fieldpff radiated from a monopole in a free-
field is given by

pff5 j vr0q
exp ~2 jkr !

4pr
, ~8!

wherej is the square root of21, v is the angular frequency,
r0 is the density of the medium,q is the source strength,k is
the wave numberv/c0 wherec0 is the speed of sound, andr
is the distance from the source to the field point.24 If V is
defined as

V5
j vr0q

4p
, ~9!

then the transfer functionCff is given by

Cff 5
pff

V
5

exp ~2 jkr !

r
. ~10!

This expression is easy to implement and quick to evaluate
numerically, and it is therefore very suitable for computer
simulations.

C. Rigid sphere model

An analytical expression for the total sound field pro-
duced by a plane wave impinging on a rigid sphere was first
published by Rayleigh before the turn of the century.25 Since
then, Rayleigh’s result has been used by many other authors
~see, for example, Refs. 24 and 26!. In the following, we will
derive the expression for the total sound field produced by a
spherical wave that impinges on a rigid sphere. This is
straightforward to do once the spherical wave has been ex-
panded into an appropriate infinite series. The results we
need to do this are listed in the comprehensive work by
Abramowitz and Stegun~Ref. 27!.

The variables that are used in the derivation are shown
in Fig. 3. A rigid sphere, whose radius isa, is positioned at
the origin of the coordinate system. A monopole source is
positioned onthe positive halfof the x1 axis at a distancer
from the origin. A straight line connecting the field point
with the origin has the lengthr, and it forms the anglef with

the x1 axis. The sound pressurept ~subscriptt is for total,
andp, rather thanP, is used in order to avoid confusion with
the Legendre polynomial! at the field point can be written as
the sum of two components:pff , the incident field, andps ,
the scattered field. Thus,

pt5pff1ps . ~11!

The incident fieldpff is already known; it is given by Eq.~8!.
The scattered fieldps must be determined by imposing the
relevant boundary conditions on the total fieldpt . Since the
sphere is assumed to be perfectly rigid, the particle velocity
in the radial direction must be zero on the surface of the
sphere. This is equivalent to requiring that the gradient ofpt

in the radial direction must be zero on the surface of the
sphere,

]pt

]r U
r 5a

50. ~12!

In order to be able to impose this boundary condition onpt ,
pff is expanded into an infinite series by using the results
10.1.45 and 10.1.46 listed on p. 440 in Ref. 27. These two
results give series expansions for cos (kr)/kr and sin (kr)/kr,
and these series can be combined to give a series expansion
for exp (2jkr)/kr. By using the expression forV as defined
in Eq. ~9!, we find

pff52 jkV (
m50

1`

~2m11! j m~kr !

3@ j m~kr!2 jnm~kr!#Pm~cosf!. ~13!

In this expression,j m andnm aremth-order spherical Bessel
functions of the first and second kind, respectively, andPm is
themth-order Legendre polynomial. It can be shown that the
scattered fieldps can be expanded into an infinite series of
waves propagatingoutwards, away from the origin~Ref. 28,
pp. 533–535!,

ps5kV(
m50

1`

bm@ j m~kr !2 jnm~kr !#Pm~cosf!. ~14!

If the sign of jnm(kr), the second term in the square brack-
ets, is reversed, then the series represents an infinite sum of
waves converging on the origin rather than diverging from
the origin. Althoughps could, in principle, contain such con-
verging waves, we do not have to consider these components
since they violate the so-called radiation condition at infinity
~Ref. 28, p. 534!. Consequently, the problem is now to
choose the constantsbm such that the boundary condition
given by Eq.~12! is satisfied. After some algebra we find

bm5 j ~2m11!
j m~kr!2 jnm~kr!

12 j „nm8 ~ka!/ j m8 ~ka!…
, ~15!

where the prime denotes differentation with respect to the
function’s single argument. The scattered field is now readily
calculated by substitutingbm back into Eq.~14!. Note that
the value ofbm for a given wave numberk and orderm does
not depend on the position of the field point, and so it is
possible to speed up the numerical evaluation ofps dramati-
cally by storing the constantsbm in a two-dimensional

FIG. 3. The variables used when calculating the sound field scattered from
a rigid sphere.
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lookup table rather than calculating them repeatedly for each
field point. In addition, it is important to know that the series
expansion ofpff converges very slowly for largekr whereas
the series expansion ofps converges quite quickly for large
kr. In fact, ps converges most slowly when the field point is
on the surface of the sphere (r 5a). For values ofka smaller
than about 10, it is more than enough to include only the first
20 terms of the series. Consequently,pt should be calculated
as the sum of the simple expression forpff given by Eq.~8!,
and the series expansion ofps given by Eq.~14!. It is not a
good idea to calculatept from the single infinite series that
can be obtained by adding together the series expansions of
pff and ps @Eqs. ~13! and ~14!#. Although this series looks
quite compact when written out in full, it is not very efficient
for calculatingpt numerically.

III. TIME DOMAIN SIMULATION OF SCATTERING
FROM A RIGID SPHERE

In practice, we can calculate the field scattered by the
sphere only at a finite number of discrete points and frequen-
cies. Consequently, the time response at a given field point
must be calculated by an inverse fast Fourier transform of the
sampled frequency response at that point. In order to avoid
the undesirable ‘‘wrap-around’’ effect,29 pt must be calcu-
lated at a relatively large number of frequencies even if we
are interested in only a single ‘‘snapshot’’ of the total sound
field. Thus, a time domain simulation typically requires sev-
eral orders of magnitude more computational time than a
frequency domain simulation. Nevertheless, it is still feasible
to calculate the full time history of the scattered field on a
fast PC. Figure 4 illustrates what happens when a short pulse
emitted from a monopole source impinges on a rigid sphere.

Figure 4 shows nine ‘‘snapshots,’’ or frames, of the total
sound fieldpt . The frames are listed sequentially in a ‘‘read-
ing sequence’’ from top left to bottom right; top left is the
earliest time, bottom right is the latest time. The sound field

is calculated at 65 frequencies between DC~0 Hz! and the
Nyquist frequencyf Nyq ~half the sampling frequency!, both
frequencies included. The sampling frequencyf s is 12.8
kHz, and the time increment between each frame is three
sampling intervals, which is equivalent to the time it takes
the sound to travel approximately 8 cm. In each frame, the
value of pt is calculated at 61361 points over an area of
0.630.6 m2. Values greater than 1 are plotted as white, val-
ues smaller than21 are plotted as black, and values between
21 and 1 are shaded appropriately. The sphere, whose radius
a is 9 cm, is positioned at the center of each frame. The
source is positioned 0.5 m away from the sphere directly
‘‘below’’ it. Thus, the source is 20 cm below the bottom
edge of each frame.

The pulse emitted by the source is a Hanning pulse~one
period of a ‘‘raised’’ cosine! specified by

dpulse~ t !5H ~12cosv0t !/2, 0<t<2p/v0 ,

0, all other t,
~16!

wherev0 is chosen to be 2p times 3.2 kHz. The spectrum of
this pulse has its first zero at 6.4 kHz, and the main part of its
energy is concentrated below 3 kHz. This pulse, which is
defined as a continuous function of time, is used for all free-
field simulations. However, it is necessary to use a ‘‘digital
version’’ of the Hanning pulse for the simulations based on
the rigid sphere since in this case we do not have direct
access to a time domain expression for the scattered field.
Instead, the simulated time responses are calculated by an
inverse Fourier transform of the sampled frequency response
~inverse FFT!. The digital Hanning pulse is given by the time
sequence@0, 0.5, 1, 0.5, 0#.

It is seen that when the incident wave hits the front of
the sphere, it causes a ‘‘reflected’’ wave, which appears to be
almost perfectly spherical, to radiate away from this point.
This is not surprising since any hard obstacle reflects high-
frequency components according to ray theory. However, it
is interesting to observe that a similar wave starts to radiate
away from the point directly at the back of the sphere a short
while later. This phenomenon can be understood by realizing
that the amplitude response at the point directly at the back
of the sphere decays away quite slowly with frequency even
though it is right in the middle of the shadow zone. All the
paths the incident wave can follow around the sphere to this
‘‘bright spot’’ 30 have the same length, and so all components
of the incident field arriving at this point are bound to be in
phase and interfere constructively. In the time domain, this is
associated with a secondary wave that propagates away from
the bright spot.

Note that the density plots in Fig. 4 are effectively
‘‘clipped’’ in order to make it easy to see the low-amplitude
secondary wave. Had the sphere not been present, the ampli-
tude of the incident field would have been two at the center
of each frame, but since any value greater than one is plotted
as white, the duration of the incident pulse looks greater than
it really is.

FIG. 4. The sound field produced by a sperical wave impinging on a rigid
sphere. Note the secondary wave that starts radiating away form the ‘‘bright
spot’’ at the back of the sphere.
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IV. OPTIMAL SOURCE INPUTS

The pair of desired signals can be specified with two
fundamentally different objectives in mind: cross-talk can-
cellation or virtual source imaging. Perfect cross-talk cancel-
lation requires that a signal is reproduced perfectly at one ear
of the listener while nothing is heard at the other ear, so if we
want to produce a desired signalD2 at the listener’s left ear,
thenD1 must be zero. Virtual source imaging, on the other
hand, requires that the signals reproduced at the ears of the
listener are identical~up to a common delay and a common
scaling factor! to the signals that would have been produced
there by a real source. For given values ofD1 and D2 , v
must be calculated by solvingCv5d for v. In order to be
able to determine the impulse responses corresponding toV1

and V2 for general choices ofC1 , C2 , D1 , and D2 , it is
necessary to use a modeling delay,31 and it is usually also
necessary to use regularization in order to avoid very large
values ofV1 andV2 caused by ill conditioning ofC.12,17,32

V. CROSS-TALK CANCELLATION SYSTEMS

A. Free-field conditions

It is advantageous to defineD2 to be the product of
Dpulseand the phase factor exp (2jkr1) since this ensures that
the source inputs are both causal. The source inputs can be
determined by solving the linear equation systemCv
5@0,D2#T for v. After an inverse Fourier transform ofv, we
have the source inputs as a function of time. The solution for
each source input20,23 consists of an exponentially decaying
train of delta functions convolved withdpulse @which is a
Hanning pulse defined as a continuous function of time, see
Eq. ~16!#.

Figure 5 shows the two source inputsv1(t) and v2(t)
for the two loudspeaker spans~a! 60 degrees and~b! 10
degrees. Thex axis is normalized so that instead of showing
time in seconds it indicates the distance in meters travelled
by the sound as a function of time~assuming thatc0 , the
speed of sound, is 340 m/s!. The distance to the listener is
0.5 m, and the microphone separation, which is an approxi-
mation to the head diameter, is 18 cm. In Fig. 5~a!, it is seen
that when the loudspeakers span 60 degrees, each of the
pulses emitted by the sources are clearly separated. This is
because the duration of the Hanning pulse is short compared
to the interval between adjacent pulses. When the loud-
speaker span is reduced to 10 degrees this is no longer the
case. Figure 5~b! shows that the individual pulses then start
to overlap because the interval between adjacent pulses is
much shorter. This, in turn, increases the low-frequency en-
ergy content of the source inputs. As a rule of thumb, the
interval between adjacent pulses is equivalent to a frequency
f 0 , which is reasonably well approximated by ‘‘100 kHz
divided by the loudspeaker span in degrees.’’20 We call f 0

the ringing frequency. For a loudspeaker span of 60 degrees
f 0 is 1.9 kHz, for a loudspeaker span of 10 degreesf 0 is 11
kHz.

Figure 6 shows the sound field reproduced by the two
loudspeaker spans~a! 60 degrees and~b! 10 degrees. Each of
the two plots contains nine ‘‘snapshots,’’ or frames, of the
sound field as in Fig. 4. The frames are listed sequentially in

a ‘‘reading sequence’’ from top left to bottom right; top left
is the earliest time (t50.2/c0), bottom right is the latest time
(t51.0/c0). The time increment between each frame is
0.1/c0 which is equivalent to the time it takes the sound to
travel 10 cm. The normalization ofD2 ensures that the left
loudspeaker starts emitting sound at exactlyt50; the right
loudspeaker starts emitting sound a short while later. Each
frame is calculated at 1013101 points over an area of 1
31 m2. The positions of the loudspeakers and the micro-
phones are indicated by circles. As in Fig. 4, values greater
than 1 are plotted as white, values smaller than21 are plot-
ted as black, and values between21 and 1 are shaded ap-
propriately.

Figure 6~a! illustrates the cross-talk cancellation prin-
ciple when the loudspeakers span 60 degrees. It is easy to
identify a sequence of positive pulses from the left loud-
speaker, and a sequence of negative pulses from the right
loudspeaker. Both pulse trains are emitted with a ringing
frequency of 1.9 kHz. Only the first pulse emitted from the
left loudspeaker is actually ‘‘seen’’ at the left microphone;
consecutive pulses are cancelled out at both the left and right
microphone. However, many ‘‘copies’’ of the original Han-
ning pulse are seen at other locations in the sound field, even
very close to the two microphones. When the loudspeaker
span is reduced to 10 degrees@Fig. 6~b!# the reproduced
sound field becomes much simpler. The desired Hanning
pulse is now ‘‘beamed’’ towards the left microphone, and a
similar ‘‘line of cross-talk cancellation’’ extends through the
position of the right microphone. The only disturbance seen
at most locations in the sound field is a single attenuated and
delayed copy of the original Hanning pulse. This suggests

FIG. 5. The time response of the two source input signalsv1(t) ~thick line!
andv2(t) ~thin line! required to achieve perfect cross-talk cancellation at the
listener’s left ear under free-field conditions. The two loudspeaker spans are
~a! 60 degrees and~b! 10 degrees.
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that reducing the loudspeaker span improves the system’s
robustness with respect to head movement.

B. Rigid sphere model

Figure 7 is equivalent to Fig. 5 but the source inputs are
now calculated by using a rigid sphere model rather than a
free-field model. For the purpose of visual presentation, the
source inputs presented in Fig. 7, and also later in Fig. 11,
have been calculated using a digital Hanning pulse given by
the time sequence@0, 0.15, 0.5, 0.85, 1, 0.85, 0.5, 0.15, 0#.
Since the duration of this sequence is twice as long as the
sequence@0, 0.5, 1, 0.5, 0#, the sampling frequency has also
been increased by a factor of 2, from 12.8 to 25.6 kHz. Note
that since these results are obtained by an inverse fast Fourier
transform of sampled frequency data, there is no obvious
way to calibrate the time axis, and so the time response has
been manually shifted an integer number of sampling inter-
vals in order to make Fig. 7 compatible with Fig. 5. It is seen
that when the loudspeakers span 60 degrees@Fig. 7~a!#, the

presence of the sphere causes the recursive source inputs to
decay away much quicker with time than in the free-field
case@Fig. 5~a!#. This is because the shadowing of the sphere
reduces the amount of ‘‘cross-talk’’ that needs to be can-
celled out. When the loudspeakers span only 10 degrees@Fig.
7~b!#, the source inputs are very similar to the free-field case
@Fig. 5~b!#. This is not surprising since in this case the two
points on each side of the sphere are very close to being on
the edge of the shadow zone, and so within the frequency
range that we are considering the sphere does not modify the
free-field transfer functions much.

Figure 8 is equivalent to Fig. 6 but the sound field is
now calculated by using a rigid sphere model rather than a
free-field model. As in Fig. 4, the sound field is plotted over
an area of 0.630.6 m ~note that this area is smaller than the
131 m2 square used in the free-field case!. The time is cali-
brated such that in frame four~first frame in second row! the
center of the Hanning pulse is at the left ear. It is seen that
the total sound field is qualitatively similar to the sound field
generated by two monopoles in a free field. When the loud-
speakers span 60 degrees@Fig. 8~a!#, the zone of efficient
cross-talk cancellation is still quite small even though the
recursive nature of the source outputs is less pronounced
than in the free-field case@Fig. 6~a!# whereas the 10 degrees
loudspeaker span still produces a very ‘‘clean’’ sound field
@Fig. 8~b!#.

VI. VIRTUAL IMAGING SYSTEMS

It is, in principle, a trivial task to create a virtual source
once it is known how to implement a cross-talk cancellation
system. If the cross-talk cancellation problem can be solved
for each ear separately, then any pair of desired signals can
be reproduced by adding the two solutions together. In prac-

FIG. 6. The sound field reproduced by two monopole sources whose inputs
are adjusted to achieve perfect cross-talk cancellation at the listener’s left
ear under free-field conditions. The two loudspeaker spans are~a! 60 de-
grees and~b! 10 degrees.

FIG. 7. As in Fig. 5~cross-talk cancellation!, but the listener’s head is now
modeled as a rigid sphere.
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tice it is far easier for the loudspeakers to create the signals
due to a virtual source than to achieve perfect cross-talk can-
cellation at one point.

A. Free-field conditions

As in the cross-talk cancellation case, it is convenient to
normalize the desired signalsD1 andD2 in order to ensure
causality of the source inputs. In addition, we want the loud-
est of the two desired signals to be equal toDpulse, it must
not be scaled no matter what the distance is from the virtual
source to the center of the listener’s head. The desired sig-
nals are therefore defined as

d5e2 jkr 1FA1 /A2

1 G . ~17!

This definition assumes that the virtual source is to the left of
the listener~at a coordinate for whichx1.0). The source
inputs can be calculated by solvingCv5d for v, and the time
domain responses can then be determined by taking the in-

verse Fourier transform. The result is that each source input
is now the convolution ofdpulse with the sum of two decay-
ing trains of delta functions, one positive and one negative.20

The virtual source is positioned at~0.5 m, 0 m!, which means
that it is at an angle of 45 degrees to the left relative to
straight front as seen by the listener.

Figure 9 shows the two source inputsv1(t) and v2(t)
for the two loudspeaker spans~a! 60 degrees and~b! 10
degrees. When the loudspeakers span 60 degrees@Fig. 9~a!#
both the positive and the negative pulse trains can be seen
clearly in v1(t) andv2(t), just as in the cross-talk cancella-
tion case@Fig. 5~a!#. However, as the loudspeaker span is
reduced to 10 degrees@Fig. 9~b!#, the positive and negative
pulse trains start to cancel out. The two source inputs look
roughly like square pulses of relatively short duration~this
duration is given by the difference in arrival time at the mi-
crophones of a pulse emitted from the virtual source!. The
advantage of the cancelling of the positive and negative parts
of the pulse trains is that it greatly reduces the low-frequency
content of the source inputs, and this is why virtual source
imaging systems in practice are much easier to implement
than cross-talk cancellation systems.

Figure 10 shows another nine ‘‘snapshots’’ of the repro-
duced sound field. It is equivalent to Fig. 6, but for a virtual
source at~0.5 m, 0 m! ~indicated in the bottom right-hand
corner of each frame! rather than for a cross-talk cancellation
system. The plots show how the arrival times of the desired
pulses are matched at the two ears, and they suggest, once
again, that the reproduced sound field becomes simpler as
the loudspeaker span is reduced from 60 degrees@Fig. 10~a!#
to 10 degrees@Fig. 10~b!#. Note that the inputs to the two

FIG. 8. As in Fig. 6~cross-talk cancellation!, but the listener’s head is now
modeled as a rigid sphere. Note that each frame represents a smaller area
than each of the frames shown in Fig. 6.

FIG. 9. The time response of the two source input signalsv1(t) ~thick line!
andv2(t) ~thin line! required to create a virtual source at the position~0.5
m, 0 m! under free-field conditions. The two loudspeaker spans are~a! 60
degrees and~b! 10 degrees. Note that the effective duration of bothv1(t)
andv2(t) decreases as the loudspeaker span is decreased.
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loudspeakers contain roughly the same amount of energy.
This means that the loudspeakers have to work almost
equally hard even when the virtual source is quite close to
the left loudspeaker, as is the case when the loudspeaker
span is 60 degrees.

B. Rigid sphere model

Figure 11 is equivalent to Fig. 9, but the source inputs
are now calculated by using a rigid sphere model rather than
a free-field model. The source inputs will produce the same
sound pressures at the listener’s ears as would have been
produced there by the virtual source@this means that the
‘‘output’’ from the virtual source is a delayed Hanning pulse
in the free-field case, butd1(t) and d2(t) are no longer
simple Hanning pulses#. It is seen, as in the cross-talk can-
cellation case, that the presence of the sphere makes the re-
cursive nature of the source inputs less pronounced when the
loudspeakers span 60 degrees@Fig. 11~a!#, whereas it has
little effect on the source inputs when the loudspeakers span
only 10 degrees@Fig. 11~b!#.

Figure 12 is equivalent to Fig. 8, but for a rigid sphere
model rather than a free-field model. The first pulse from the
virtual source is reproduced at the left ear at frame four, and
a second pulse, which is significantly weaker than the first
because of the shadowing of the sphere, is reproduced at the
right ear at frame six. When the loudspeakers span 60 de-
grees@Fig. 12~a!#, the reproduced sound field looks quite
complicated. Since the amplitude of the desired pulse at the
right ear is quite low, the total sound field is not too different
from the sound field reproduced by the corresponding cross-
talk cancellation system@Fig. 8~a!#. When the loudspeakers
span 10 degrees@Fig. 12~b!#, the properties of the reproduced
sound field are qualitatively the same as in the free-field case
@Fig. 10~b!#, as expected.

VII. SUMMARY

When only two loudspeakers placed symmetrically in
front of a single listener are used to control the sound field
around the head of the listener, the area over which the sound
field can be controlled is larger when the two loudspeakers
are close together than when they are far apart. However, the
smaller the loudspeaker span is as seen by the listener, the
harder it is to achieve efficient cross-talk cancellation at low
frequencies, and, in addition, the more low-frequency energy
is required to create a virtual image at a position well outside
the two loudspeakers. In practice, a loudspeaker span of 10
degrees is a good compromise.

The total sound field produced by a spherical wave im-
pinging on a rigid sphere can be expressed as an infinite
series. The scattered field, as opposed to the incident field,
can be evaluated quite efficiently numerically from its series
expansion. A time domain simulation shows that when the
incident wave hits the front of the sphere, it causes a ‘‘re-
flected’’ wave to radiate away from this point, and that a

FIG. 10. The sound field reproduced by two sources whose outputs are
adjusted to create a virtual source at~0.5 m, 0 m! under free-field conditions.
The two loudspeaker spans are~a! 60 degrees and~b! 10 degrees.

FIG. 11. As in Fig. 9~virtual source imaging!, but the listener’s head is now
modeled as a rigid sphere.
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short while later a similar, but weaker, wave starts to radiate
away from the ‘‘bright spot’’ directly at the back of the
sphere.

The properties of the sound field reproduced by a loud-
speaker arrangement spanning 10 degrees as seen by the lis-
tener do not change markedly when a rigid sphere model is
used instead of the simple free-field model. When the loud-
speakers span 60 degrees, however, the shadowing of the
sphere causes the series of impulses emitted from each of the
two sources to decay away more rapidly than in the free-field
case. Nevertheless, the ‘‘zone of cross-talk cancellation’’
still remains much smaller than when the loudspeakers span
only 10 degrees.
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Transducer misalignment effects in beam reflection
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In two-transducer, fluid-coupled ultrasonic reflection measurements phase matched to guided modes
of elastic solid structures, the effects of misalignment~i.e., differences! between the receiver angle
and the incident beam angle on the receiver voltage have been studied. The received voltage is
typically due to contributions from the specular reflection and any of the several possible guided
wave modes excited by the incident wave field. It is found that misalignment leads to changes in the
relative amplitudes of the various contributions. Further, the more highly collimated the beam~or
the contributor!, the more pronounced are the effects. It is shown that the signal maximum is not a
reliable indicator of receiver alignment. These conclusions are based on measurements and on
calculations that have been performed at incident angles selected both close to, or far from,
phase-matching angles to guided wave modes on plates, curved surfaces, and cylindrical shells.
Receiver voltage coordinate scans have been performed with receiver angles misaligned from the
incident beam axis by 1 to 4 degrees. The receiver voltage versus scan parameter in planar and
curved structures is calculated by employing complex transducer points to synthesize
two-dimensional, sheet-beam transducer fields with Gaussian apertures, spectral analysis to
formulate the beam-structure interaction problem, and asymptotic methods to evaluate the resulting
spectral integrals. The model predictions are generally in good agreement with the experiments.
© 1998 Acoustical Society of America.@S0001-4966~98!06709-5#

PACS numbers: 43.20.Fn, 43.35.Zc@ANN#

INTRODUCTION

Ultrasonic pitch–catch measurements performed with a
pair of acoustic transducers, especially when critical angle
phenomena play a role, represent a common characterization
method in nondestructive evaluation.1–9 One application of
this technology is to near-field leaky wave~LW! measure-
ments where material properties of immersed layered elastic
structures can be determined. In LW measurements the
acoustic transducer beams are aligned at phase-matching
angles to excite efficiently one or more of the structure’s
propagating wave modes. The amplitude and phase of the
scattered acoustic wave, detected and converted to a voltage
by the receiving transducer, depend not only on the proper-
ties of the structure but also on those of the transducers. The
aperture sizes and alignment angles are particularly signifi-
cant parameters. Alignment issues are especially important
for wide transducers that radiate or receive over a narrow
angular range.

While transducer alignment in a pitch–catch geometry
has been recognized as a potential problem among workers
in ultrasonic materials characterization, difficulties remain in
the quantitative assessment of its effect on measurements.
The reason for these difficulties lies in the challenge of mak-
ing high-resolution voltage measurements with the required

transducer alignment precision in the incident and reflected
angles. Yet, the importance of the misalignment effect is
clear. In an experimental arrangement where the receiver
voltage is a function both of extrinsic experimental param-
eters, such as the transducer aperture, beam shape, position,
and alignment angle, and of intrinsic parameters such as the
elastic properties of the structure, systematic errors in the
extrinsic parameters could be misinterpreted as being the re-
sult of differing intrinsic parameters.

In near-field LW measurements, the option of relying on
some attribute of the scattered signal~e.g., amplitude maxi-
mum of the specularly reflected component! to deduce the
alignment accuracy is neither an unequivocal, nor indepen-
dent measure of the effect. This is so because several acous-
tic components may impinge on the receiving transducer ap-
erture at once, each with a ray bundle having a different
average angle and with a different phase. To help assess
quantitatively the effect of these questions, we have used a
computationally efficient computer code built on an analyti-
cal model. The model is versatile enough to handle transduc-
ers with arbitrary apertures and alignments, as well as beam
interactions with planar and cylindrical fluid-immersed elas-
tic structures.

In our own previous research we have employed two
transducers in a pitch–catch geometry to study nonspecular
reflection of diverging acoustic beams from a planar inter-
face and of collimated beams from a curved interface.8,9 We
measure the receiver voltage as a function of scan distance or

a!Author to whom correspondence should be addressed. Electronic mail:
chimenti@iastate.edu
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scan angle, and we have found that the experimental results
are generally well predicted by an asymptotic complex-ray
model.10–12 In this article we investigate the influence of
transducer misalignment in reflected acoustic beam measure-
ments, where the transducer acoustic beams are incident at,
or near, phase-matching angles to couple to one or to several
of the structure’s guided wave modes~Rayleigh or Lamb!. In
this circumstance the alignment of the transducers proves to
be quite important. It is our purpose in this study to discover
what effects small transducer misalignment will have on the
receiver signal. We analyze the misalignment effects on the
scattered beam both at and near the critical incidence for
phase-matched coupling to structure-borne guided waves on
plates, solid cylinders, and cylindrical shells.

In the next section we present a brief summary of the
asymptotic complex-ray model, followed by the results of
detailed experiments analyzed with the help of the model
calculation.

I. THEORETICAL SUMMARY

The two-dimensional~2-D! configurations assumed and
depicted in Fig. 1 consist of isotropic and homogeneous
fluid-elastic layers excited by ultrasonic acoustic 2-D~sheet!
transducers in a pitch–catch mode. A 2-D coordinate frame
~x,y! is used with the layers and transducer fields extending
uniformly out of the plane of the paper. The transmitting and
receiving transducers, denoted byT andR, respectively, are
considered to be passive, linear, and electro-acoustically re-
ciprocal. T is aligned at angle aT with respect

to they axis and insonifies the uppermost~outermost! fluid–
solid interface at angleuT with respect to the interface local
normal. uT is selected so as to excite one or more of the
leaky waves that can be supported by the elastic structure.
Similarly, R is aligned at angleaR and its beam axis de-
fines the angleuR with respect to the local normal of the
interface. In a scan of the scattered pressure field, the re-
ceiver is displaced parallel to the interface maintaining a
fixed angleuR .

The numerical code developed to simulate this measure-
ment is based on an extension of a theoretical model that has
been presented elsewhere.8–15 The solution relies on spectral
integral representations of the receiving transducer voltage
and the acoustic beam-structure interaction. Within these
two-dimensional representations, expressed in terms of plane
waves for the planar geometry and angularly traveling waves
for the cylindrical geometry, transducer beams are specified
in terms of Gaussian beams generated through the complex-
transducer-point~CTP! technique.14 Asymptotic treatment of
the spectral integrals involved leads to closed-form solutions
for the dominant contributions to the scattered signal,
namely, the specularly reflected~SR! field and the leaky
waves excited. In the following, we restrict the presentation
to the CTP procedure that is pertinent to our study. Detailed
development of the approach is given in Refs. 8–15.

When piston transducers are employed experimentally
in matched pairs, as they are here, their combined effect on
the receiver signal voltage is nearly identical to the effect of
a pair of transducers producing Gaussian beams. Demonstra-
tion of this correspondence and discussion of the reasons for
its validity have recently been presented by Lobkiset al.16

The point made in that article is that the averaging effect, in
particular with respect to signal phase, of the receiving trans-
ducer works to suppress rapid variations present in the field
of the transmitter. The result of that averaging is a voltage
signal ~versus angle or lateral coordinate! that is nearly in-
distinguishable from the voltage observed using a pair of
reciprocal transducers that generate Gaussian fields, instead
of piston fields. That is, the voltage signal received by an
identical transducer tends to smooth angular variations
present in the field of either device, leaving a Gaussian-like
directivity function for the combined operations of genera-
tion and detection, despite the field profiles of the actual
transducers. A collection of coaxial Gaussian beams can be
employed for each transducer to achieve an accurate repre-
sentation of the field of a piston radiator and also to obtain a
highly accurate~better than 1%! modeling of the two-
transducer voltage.14

In the CTP technique, each transducer~T or R! aper-
ture and alignment angle is specified through a set of com-
plex coordinates that are conveniently given in terms of Car-

TABLE I. Physical properties of experimental samples.

Format Radius/thickness~mm! v l ~km/s! v t ~km/s! r ~kg m23!

Plate 3.04 5.64 3.07 7900
Cylinder 76.2 5.66 3.12 7900
Shell 57.3/2.28 5.66 3.12 7900

FIG. 1. Geometries for plane~a! and cylindrically ~b! layered fluid-
immersed elastic configurations excited by acoustic transducers.T : trans-
mitter, R: receiver. Note that only a quadrant of the cylindrical structure is
shown.
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tesian forms (xT ,yT ) or (xR ,yR). These forms can be used
directly in the planar geometry. For the cylindrical geometry,
the coordinates must be adapted through the usual transfor-
mation from Cartesian to polar coordinates (r T ,fT ) and
(r R ,fR),14

r T ,R5AxT ,R
2 1yT ,R

2 , Re$r T ,r R%>0,
~1!

fT ,R5tan21$xT ,R /yT ,R%,

where

xT 5x81 ibT sin aT ,

xR5x2 ibR sin aR , bT ,R>0,
~2!

yT 5y81 ibT cosaT ,

yR5y1 ibR cosaR , aT ,R>0.

The real positive parametersbT and bR specify the CTP
beam Fresnel lengths, respectively. These lengths are related
to the 1/e widths WT andWR of the distribution profiles of
T and R throughWT 5A2bT /kf and WR5A2bR /kf , re-
spectively ~kf5v/v f , v f is the sound speed in the fluid!.
The beam waists ofT and R are centered at (x8,y8) and
~x,y!, respectively. The CTP beams attain maximum ampli-
tude along lines at anglesaT andaR , which are therefore
defined as their alignment angles.

As mentioned previously, for an angle~f! scan along a
circular arc of radiusr @as shown in Fig. 1~b!#, the Cartesian
coordinates of the receiving aperture center~x,y! are varied
such thatx5r sin f andy5r cos(p2f). The receiver angle
aR is also updated, keeping the receiver incidence angleuR

on the cylindrical surface constant, whereaR

5arcsin@a/r sinuR#2f, anda is the radius of the outermost
interface. In the actual experiment and in Sec. III, the obser-
vation angle is measured more conveniently as the angular
spreadu0 between the intersection points of the transducer
beam axes with the shell surface@see Fig. 1~b!#. We note that
u0 is linearly proportional tof.13

II. EXPERIMENTAL PROCEDURE

Stainless steel plates, solid cylinders, and cylindrical
shells of various dimensions have been measured to test the
limitations of the theoretical model. The geometrical and
acoustical properties of the samples are listed in Table I. The
surfaces of the specimens are carefully machined, but not

ground, and their flatness and parallelism are checked to as-
sure these aspects do not contribute to significant systematic
errors. All measurements are conducted using ULTRAN
W575-1 19-mm-diam, 1-MHz, flat piston transducers.

Two scanning systems have been used in the experi-
ments. A Parker–Daedel system with precision linear control
is used for the experiments of planar structures. The scanning
axes have a resolution of 0.01 mm and a position repeatabil-
ity of of 0.03 mm. The transducer and receiver are mounted
on precision rotary stages with a usable angular resolution of
0.01°. The mechanical system and the data acquisition elec-
tronics are described in detail elsewhere.17 The transducer is
excited with radio frequency~rf! tone bursts of 1-MHz center
frequency. The entire received signal is amplified by a high-
gain broadband receiver and averaged using a Lecroy 9340
digitizing oscilloscope.

The scanning system used for the cylindrical structures
is a multi-axis positioning system manufactured by the Pana-
metrics Company. The system provides five degrees of free-
dom for each transducer: translation along thex, y, and z
axes, as well as rotation in the horizontal and vertical planes.
Figure 1~b! shows a schematic of the experimental geometry.
The transmitter and receiver are directed at the cylindrical
sample at angles ofuT and uR with respect to the surface
normal. During an angular scan, the transmitter remains
fixed while the receiver is scanned through an arc centered

FIG. 2. Schematic illustrating the shift of maximum receiver voltage owing
to its misalignment. Solid line denotes the aligned beam axis, the dashed
lines denote the misaligned beam axis, andDx is the shift distance of the
maximum voltage when the receiver is misaligned.

FIG. 3. Transducer voltage with pitch-catch geometry for sound beam in-
teraction with a plate in water. Experimental data are in frame~a! and
theoretical receiver voltage in~b! as a function of scan distance whenR is
aligned: uR5uT 520°, and when it is misaligned:uR519° and uR

521°. Note the positionx50 corresponds to the intersection of the scan
line with the axis of the specularly reflected beam.
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on the cylinder axis, maintaining the same incident angle.
Both transducers remain at a constant distance from the in-
terface throughout the scan. The observation angle (u0) is
the angle on the cylinder surface between the intersection
points of the central rays of the two transducers with the
surface@see Fig. 1~b!#. The receiver beam axis denotes the
axis of maximum far-field sensitivity or the center of the
beam directivity function were the transducer to operate as a
transmitter.

The entire waveform is digitized at 8 bits at each mea-
surement point with a sampling rate of 20 MHz. We extract
the 1-MHz component~the transducer center frequency! via
a fast Fourier transform~FFT!, and plot it as a function of
observation angleu0 . In the plots, the zero position is de-
fined as the intersection of the two transducer central rays at
the surface of the solid. Each plot contains the magnitude of
the voltage for several receiver angular alignments. More

complete descriptions of the apparatus and method can be
found in Refs. 8, 16, and 18.

III. RESULTS AND DISCUSSION

Since the misalignment effects in planar and curved ge-
ometries display rather different characteristics, we discuss
the results in these two cases separately. First, we address the
planar structures, followed by the cylindrical ones.

A. Planar structures

For the 19-mm-diam transducer and at the 1-MHz trans-
ducer center frequency, four guided wave modes can be ex-
cited with varying efficiency in the 3.04-mm-thick steel plate
used in this experiment, depending on the incident angle.
These are the fundamental antisymmetric and symmetric
modes, denotedA0 and S0 , and the first two higher-order

FIG. 4. Transducer voltage for a plate in water. Experimental data are in
frame ~a! and theoretical receiver voltage in~b! as a function of scan dis-
tance whenR is aligned: uR5uT 532.8°, and when it is misaligned:
32.8°61°, and 32.8°62°. For all plots,uT 532.8°.

FIG. 5. Transducer voltage for sound beam interaction with a plate in water.
Experimental data are in~a! and theoretical receiver voltage in~b! as a
function of scan distance whenR is aligned:uR5uT 530°, and when it is
misaligned: 30°61°, and 30°62°. For all plots,uT 530°.
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Lamb wave modes, denotedA1 andS1 . These guided wave
modes correspond to phase-match angles of 32.8°, 27.9°,
14.98°, and 14.15°, respectively.

Our experimental incident angle is chosen to be either
at, or distant from, one of these Lamb mode angles, while the
receiver angle is intentionally misaligned from the incident
angle in a range from22° to 2°, usually at 1° increments. In
a manner similar to the cylindrical geometry, the scan coor-
dinate origin in the following plots is defined as the intersec-
tion of the transducer central rays at the sample surface. The
receiver voltages at different receiver angles are recorded in
a single plot in order to enhance direct comparison of the
misalignment effects. When the receiver angle is misaligned
from the incident angle, the amplitude of the received volt-
age decreases, since the position of the maximum shifts
away from the transducer axis (x50 mm). This situation is
illustrated in Fig. 2. When the receiver angle decreases a

small amount, the receiver voltage maximum will lie along
the left-hand dashed line, with the receiver pointing at the
center of the incident beam reflection. The voltage maximum
occurs at the position for which the receiver aperture is in
closest alignment with the scattered pressure wavefront.

We report first an experiment at an incident angle of
uT520°. Since 20° is far from the phase-match angle for
both theS0 andA1 modes, we can use this choice to isolate
the effects of misalignment on the specular reflection. The
experimental results and theoretical calculations at different
receiver angles~uR520°, 19°, and 21°! are shown in Fig.
3~a! and ~b!. The voltage is dominated by the specularly
reflected acoustic pressure, which has a nearly Gaussian
profile.16 The voltage maximum amplitude is smaller for the
misalignment case because less acoustic energy impinges on
the receiver aperture at the position where a maximum oc-
curs. These results are similar to the theoretical pitch–catch

FIG. 6. Transducer voltage for sound beam interaction with a plate in water. Experimental data are in~a! and theoretical receiver voltage in~b! as a function
of scan distance whenR is aligned:uR5uT 528°, and when it is misaligned: 28°61°, and 28°62°. For all plots,uT 528°. The corresponding calculated
profiles of the leakyA0 mode~c! andS0 mode~d! are shown for reference.
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calculations presented for the voltage amplitude in scanned
lateral-coordinate measurements at a fixed range using
Gaussian transducers.14 The shift in the voltage maximum is
not symmetric with respect to the receiver misalignment
angle because of the asymmetry introduced by the reflection
process, especially when there is an incident diverging beam.
This asymmetry can be seen more clearly in the theoretical
results of Fig. 3~b! than in the experimental results of Fig.
3~a!.

TheA0 mode is excited at a phase-match angle of 32.8°.
Voltage data corresponding to incidence at and near this
angle are plotted as a function of scan coordinate in Fig. 4~a!
for the measured and in Fig. 4~b! for the predicted receiver
voltages. The voltage is a coherent sum of the specular re-
flection and the strongly excited leaky Lamb wave. At 32.8°
incidence angle we expect that theA0 mode will be the
dominant contribution to the leaky wave signal. From Fig. 4
it can be seen that as the receiver angle is increased from

30.8° to 34.8°, the minimum atx520 mm becomes less pro-
nounced, indicating that the ratio of leaky wave to specular
reflection decreases. At perfect alignmentuR5uT , the
specular reflection~SR! voltage contributes a larger ampli-
tude than theA0 wavefield, and, because they are out-of-
phase~in this region!, their interference leads to a mild dip as
shown by the solid curve in Fig. 4~a! and ~b!. When the
receiver angle decreases to 30.8° the leaky wave is strength-
ened at the expense of the specular reflection in the region
x.0, and the two components become comparable in ampli-
tude to each other, leading to a very pronounced minimum
nearx520 mm. On the other hand, when the receiver angle
increases to 34.8°, the leaky wave decreases faster than does
the specular component, and the minimum can hardly be
seen.

FIG. 7. Transducer voltage for sound beam interaction with a plate in water.
Experimental data are in~a! and theoretical receiver voltage in~b! as a
function of scan distance whenR is aligned:uR5uT 516°, and when it is
misaligned: 16°61°, and 16°62°. For all plots,uT 516°.

FIG. 8. Transducer voltage for a solid cylinder in water. Experimental data
are in ~a! and theoretical voltage in~b! as a function of scan angle forR

aligned:uR5uT 520°, and when it is misaligned: 20°62° and 20°64°.
For all plots,uT 520°. The voltage is established primarily by the specu-
larly reflected field except in the region above 20°, where the leaky Rayleigh
wave dominates. Note that the dotted curve in~b! appears as a thick solid
line because of a finer sampling rate.
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We also note that in the SR region (x'0) the strength
of the received voltage becomes larger asuR decreases, as
can be observed for theuR531.8° curve. The increase,
which is seemingly inconsistent with the conclusions ob-
tained from Fig. 3, is ascribed to the effect of theS0 mode
which is excited in this region by the steep rays of the mis-
aligned incident beam. A separate calculation of theS0 leaky
wave shows that it is in phase with the specular part in this
region.

The misalignment effects at an incident angle of 30° are
shown in Fig. 5 with experimental results in Fig. 5~a! and
theoretical calculation in Fig. 5~b!. With an incident angle of
30° betweenA0 andS0 mode angles, weaker coupling to the
leaky waves is seen when compared with Fig. 4. The
Gaussian-like shape of the SR~nearx50 mm! is almost un-

perturbed, unlike the data of Fig. 4, except nearuR528°.
Here, the contribution of theS0 mode is important enough to
lead to an increase of the total voltage in the regionx
,210 mm, whereas the decrease in the contribution of the
A0 mode leads to a decrease in the leaky wave amplitude
beyondx525 mm.

Investigating misalignment forS0-mode phase matching
at an incidence angle of 28°, the experimental receiver volt-
ages as a function of scan distance are plotted in Fig. 6~a!. In
Fig. 6~b! the theoretical amplitudes are recorded for the same
conditions. For the aligned case,uT 5uR528°, and for the
misaligned cases,uR526°, 27°, 29°, and 30°. The curve for
the aligned cases in either plot is shown in solid, and the
others are indicated on the legend. For this incidence angle
theS0 mode dominates, but theA0 mode is also excited. This
hypothesis is confirmed by the plots in Fig. 6~c! and ~d! for
the calculated contributions of theA0 and S0 leaky modes,
respectively. Similar to the case of 30° incidence shown in
Fig. 5, the degree of excitation of these two modes depends
on the receiver~mis!alignment. It can be seen that foruR

526°, the excitation and detection of theS0 mode is the
strongest, while that for theA0 is the weakest.

The situation reverses itself foruR530°. Quantifying
the isolated contributions of these two modes helps explain
some of the features seen in the receiver voltage. The ampli-
tude of the voltage minimum nearx'0 in Fig. 6~a! and ~b!
follows theS0 mode strength, that is, theS0 mode interferes
with the specularly reflected field to yield a minimum there,
while the second peak after the dip correlates with the
strength of theA0 mode. Furthermore, the smooth decay of
the voltage amplitude in the LW region (x.40 mm) for
uR526° and 27° is a consequence of the fact that among the
three components~S0 , A0 , and SR! only the S0 is non-
negligible in that region. ForuR530°, however, the voltage
decay in this region is oscillatory owing to the interference
between theS0 mode and theA0 mode, whose mode strength
is clearly not negligible, as shown in Fig. 6~c!.

Finally, we investigate misalignment effects at an inci-
dent angle of 16°, close to theA1 mode andS1 mode phase-
matching angles. The experimental results and theoretical
calculations at this incidence angle are shown in Fig. 7. Here,
too, we see the effects of transducer misalignment on the
receiver voltage. In this case, however, since the phase
matching angles are close~14.98° and 14.15°! and both are
smaller than the incident beam angle~16°!, the decrease in
the receiver angle favors bothA1 andS1 modes, resulting in
a strongly perturbed specular beam shape and a large, undif-
ferentiated trailing field (x.50 mm) amplitude in the re-
ceiver voltage. When the receiver angle is as low as 14°, the
specular reflection is also highly distorted.

It should be noted that in all of the plots in Figs. 3–7,
the agreement between theory and experiment is quite satis-
factory, especially considering some of the intricate structure
of the voltage owing to wave interference phenomena oper-
ating here. The agreement encourages confidence in the
model predictions.

FIG. 9. Transducer voltage for a solid cylinder in water. Experimental data
are in~a! and theoretical voltage in~b! as a function of scan angle whenR

is aligned:uR5uT 531°, and when it is misaligned: 31°62°, and 31°
64°. For all plots,uT 531°.
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B. Cylindrical interfaces

The misalignment effects on reflection from curved
structures are investigated using steel solid cylinders and
steel shells. Because only Rayleigh modes propagate on solid
cylinders, the simpler case of the solid cylinder is presented
first. To assess the misalignment effects on a specular beam
reflected from a solid cylinder, we select an incidence angle
that is far from the Rayleigh critical angle.

With a Rayleigh angle for the water-steel interface of
31°, a 20° incidence angle would mostly avoid Rayleigh
wave excitation and permit us to examine the effect on the
specular component. This assumption is confirmed by the
experimental results and theoretical calculations shown in
Fig. 8~a! and ~b!. For the SR region, we can see that when
the receiver angle deviates from the incidence angle in either
direction by 2°, the specularly reflected beam peak decreases
very little, and its shape hardly changes. At a deviation angle

of 4° the beam amplitude begins to weaken. Compared with
planar structures, in which 1° of misalignment results in
much larger amplitude decreases, the effect of misalignment
on the specular reflection is really rather small here. This fact
suggests that the curvature-induced divergence of the SR
beam, as captured by the receiving aperture, is larger than a
few degrees, such that there always are rays that are aligned
with the receiving aperture axis, even when the receiver is
misaligned with respect to the incident beam axis. This situ-
ation results in a weaker sensitivity of the receiving aperture
to misalignments for the curved interface than for a planar
interface. In the planar case, a collimated incident beam re-
mains collimated upon reflection. We recall from our previ-
ous work8,11 that the reflection of a collimated beam from a
curved surface is equivalent to the reflection of a diverging
beam from a planar surface. As the receiver angle exceeds
20° in Fig. 8, the leaky Rayleigh wave contribution becomes

FIG. 10. Transducer voltage for a steel shell in water. Experimental data are in~a! and theoretical voltage in~b! as a function of scan angle whenR is aligned:
uR5uT 526°, and when it is misaligned: 26°62° and 26°64°. For all plots,uT 526°. The corresponding calculated profiles of the leakyA0 mode~c! and
S0 mode~d! are shown for reference.
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more significant. At incident angles of 22° and 24° we see a
distinct increase in receiver voltage in the scan angle range
beyond 25°, where the Rayleigh wave, because of its
constant-angle-leakage, radiates an angularly collimated
beam~i.e., rays depart from the surface at a constant angle,
regardless of scan angle coordinate8,11!.

On the basis of the above analysis we examine the mis-
alignment effects for incidence at the Rayleigh critical angle
31°. The experimental results and theoretical calculations for
the receiver voltage are shown in Fig. 9 for various receiver
misalignment angles. The curves for the aligned case are
shown in dark solid. The Rayleigh wave is efficiently ex-
cited, and the minimum close to 0° scan angle follows the
strength of the leaky Rayleigh wave, as verified in separate
calculations. Separated by this minimum, the two main lobes
show a decrease of one peak simultaneously with an increase
in the other. This effect is mainly a result of the receiver

aperture averaging process. For the specular peak~below 0°
scan angle! the steep ray favors a receiver aperture with
small receiver angleuR , while for the leaky wave~above 0°
scan angle!, the slant ray favors a receiver aperture with a
larger receiver angle.

Moving to the case of cylindrical shells, we investigate
misalignment effects on a 57.3-mm radius steel shell of
thickness 2.28 mm. For the model calculations, we approxi-
mate the reflection coefficient of the curved shell by that of a
planar structure having the same thickness. As shown in Ref.
19, this replacement is still acceptably accurate for our shell
thickness and radius. At 1 MHz, the shell supports three
principal Lamb modes,A0 , S0 andA1 , with corresponding
phase-match angles 33.3°, 20.5°, and 11.8°. In Fig. 10~a! and
~b! we study misalignment from an incidence angle of 26°,
lying between theA0 and S0 modes. The experimental re-
sults, together with the theoretical predictions, are shown in
frames ~a! and ~b! of this figure and the calculated leaky
wave mode analyses for the two candidate modes are shown
in frames~c! and~d!. At this incidence angle, we expect both
modes to be efficiently excited. The changing receiver scan
angle will favor one mode or the other. From220° to 0°
scan angle, the misalignment effects on theS0 mode are
most prominent at any receiver misalignment angle from
24° to 14° with respect to 26°. The gradual increase in the
predictedS0 mode amplitude yields the receiver voltage in-
crease shown in Fig. 10~a! and ~b! at scan angles less than
0°.

Above scan angles of 10°, the misalignment has a more
pronounced influence on theA0 mode, but the situation is
reversed here. The decrease of the receiver angle weakens
the leaky wave and thus the total receiver voltage. It can also
be seen that the largest peak in the receiver voltage, occur-
ring near 5° scan angle in Fig. 10~a! and ~b!, for the case
when the receiver angle is 26°, is almost identical to the case
when the receiver angle is 28°. In this particular case, the
leakyS0 wave and the specular contribution are out of phase.
The lower amplitude of the leakyS0 wave at a receiver angle
of 28° appears to compensate for the decrease in the specular
component because of misalignment. This observation
strongly reinforces the assertion made in the introduction
that a simple amplitude test alone is an insufficient basis for
a transducer alignment decision.

The experimental and theoretical results of transducer
misalignment at an incident angle of 35°~5° above the Ray-
leigh angle! on the steel shell in water are shown in Fig. 11
frames~a! and~b!. At this incident angle theA0 mode leaky
wave makes the dominant contribution to the signal. The
misalignment effects observed earlier with the solid steel
cylinder at Rayleigh angle incidence can be seen here also.
As the receiver angle decreases, the excitation and reception
strength of theA0 mode increases, resulting in a larger total
voltage for scan angles below about210° and in a more
pronounced minimum near 0° in the total receiver voltage.

IV. CONCLUSIONS

In this article we have investigated the effects of re-
ceiver misalignment in leaky wave near-field measurements.
We have, in particular, experimentally tested a computation-

FIG. 11. Transducer voltage for a steel shell in water. Experimental data are
in ~a! and theoretical voltage in~b! as a function of scan angle whenR is
aligned:uR5uT 535°, and when it is misaligned: 35°62° and 35°64°.
For all plots,uT 535°.
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ally efficient and approximate 2-D modeling code for piston
transducers interacting with plates and cylinders in fluid. We
have found that the effects of receiver misalignment are most
pronounced~i.e., a drastic change in the voltage amplitude
occurs! for cases where the signal is composed of more than
one component. The effect is particularly strong when one,
or more than one, of these components are collimated~lin-
early for the plane geometry and angularly for the cylindrical
geometry! and impinge on the receiver at angles differing
from each other. It is shown that misalignment effects lead to
an enhancement of one or more components~specular reflec-
tion and/or leaky wave! at the expense of the other contribu-
tions. Having thus gained confidence in our model predic-
tions, we propose to extend this study to the effects of
transducer aperture size on the voltage amplitude and phase,
and to the ramifications of these issues on material parameter
characterization.
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Elastic wave propagation through a plane interface between two generally anisotropic stressed
solids is considered. The case when one solid is replaced with fluid is considered separately due to
its importance for the development of immersion techniques for ultrasonic stress determination. The
incident wave plane can coincide with or deviate from planes of material symmetry. Static stresses
are assumed to be locally homogeneous and to satisfy static boundary conditions. The analysis is
applicable for both applied and residual stresses. For numerical implementation a method and an
analysis of the reflection-refraction problem on the boundary of separation between two anisotropic
solids@Rokhlin et al., J. Acoust. Soc. Am.79, 906~1986!# is modified to take stresses into account.
Simulations are performed to implement the theory described and to clarify the stress effect on
elastic wave interaction with a solid interface. Changes in propagation directions, polarizations, and
energy transmission and reflection coefficients due to the presence of stresses are discussed. The
stress-induced birefringence is explored quantitatively. Conditions for destructive interference of
shear waves are presented. ©1998 Acoustical Society of America.@S0001-4966~98!05909-8#

PACS numbers: 43.20.Gp, 43.20.Fn@ANN#

INTRODUCTION

Ultrasonic wave propagation in prestressed materials has
been studied extensively in the last 40 years. Most of this
work has concentrated on the effect of stress on the velocities
of different types of ultrasonic waves in homogeneous mate-
rials. Actually stresses affect not only the velocities of waves
but also their amplitudes and propagation directions. Many
practical applications of ultrasonic stress characterization in-
volve wave propagation through an interface between fluid
and solid or between two solids. For example, in immersion
stress measurements an ultrasonic wave is incident from a
fluid onto a stressed solid. The presence of stress leads to
change in the propagation direction and energy redistribu-
tion. Also additional modes may be excited leading to stress-
induced birefringence. These are all important phenomena
which require rigorous quantitative description since the
stress effect on ultrasonic wave propagation in general is
very small. Another important problem is ultrasonic charac-
terization of residual stresses in composite materials.1 This
involves wave propagation through an interface between lay-
ers with different properties and stress levels.

The cornerstone of the description of wave propagation
through an interface between two media is the conditions at
the boundary on wave displacements and stresses. Normally
these conditions represent the continuity of particle move-
ment and the balance of traction forces. Boundary conditions
on a free surface for small perturbations in deformed isotro-
pic materials were first formulated by Hayes and Rivlin,2

when they considered Rayleigh wave propagation in a
stressed medium. Generalized relations on a free boundary

with an arbitrary orientation with respect to the principal
stress directions were presented by Iwashimizu and Kobori.3

The effect of prestress on the propagation of interface waves
at the fluid/solid interface was recently treated by Norris and
co-authors.4,5

Another important issue for any treatment of wave
propagation in the prestressed medium is the nature of the
stresses under consideration. Most papers use the conven-
tional acoustoelastic theory which assumes that the medium
is hyperelastic and the stresses result from elastic deforma-
tions. This makes the results inapplicable to the important
case of residual stresses which usually arise from nonelastic
processes. Man and Lu6 developed a new theory which does
not make a hyperelasticity assumption and thus is applicable
to both applied and residual stresses. In this paper we follow
their approach for the derivation of governing equations for
wave propagation through interfaces in the prestressed me-
dium. This makes all the results obtained applicable to the
case of residual stress which is of greater practical interest.

The focus of this paper is the development of a unified
approach for the solution of the reflection-transmission prob-
lem on the plane boundary of separation between two gen-
erally anisotropic stressed solids. The case when one of the
solids is replaced by a fluid is described separately due to its
importance. The approach is based on the theoretical treat-
ment of wave propagation through a plane interface between
two anisotropic media proposed by Rokhlinet al.7 Stresses
are assumed to be locally homogeneous and to satisfy static
boundary conditions. It is shown that additional stress depen-
dent terms, resulting from the interaction between dynamic
and static fields, appear in the boundary conditions when
static traction forces do not vanish at the interface. Calcula-
tion examples are presented for Ti/SiC as a model of a metal
matrix composite, water/Plexiglas and water/aluminum inter-

a!Present address: Thiokol Corporation, P.O. Box 707, M/S 245, Brigham
City, UT 84302.
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faces. Also computations are made for wave propagation
through an interface between two crystallites with different
orientations in a Ni polycrystal. Changes in propagation di-
rections, polarizations, energy transmission and reflection
coefficients are calculated using the proposed computational
procedure. Stress-induced and texture-induced birefringence
and the resulting shear wave interference is discussed in the
examples of wave incidence from water onto isotropic Plexi-
glas and anisotropic aluminum. Some preliminary results of
this work were described in Ref. 8.

In all computational examples, acoustoelastic constants
are determined assuming hyperelasticity from second and
third order elastic constants and stresses.9 This is needed for
simulation purposes only to calculate stress dependent elastic
constants. In the theory itself no assumption is made on the
nature of the stresses which can be both applied and residual
resulting from elastic or plastic deformations.

I. WAVE PROPAGATION IN ANISOTROPIC STRESSED
MEDIA

In this section we briefly review the derivation of equa-
tions which describe wave propagation in an anisotropic
stressed medium. We follow the approach proposed by Man
and Lu6 who derived the generalized Christoffel equation for
a stressed medium which is valid for both applied and re-
sidual stresses. Here we represent this equation in terms of
the slowness vector, which plays an important role in the
solution of the reflection-refraction problem. Next we derive
equations for the energy flux density vector for a wave trav-
eling in a stressed medium. This is needed to define energy
reflection and transmission coefficients.

The prestressed configuration is the only reference con-
figuration in this approach and the initial stress is included in
the constitutive equation:

s i j 5s i j
0 1Ci jkl ekl1ui ,ksk j

0 , ~1!

wheres i j is the first Piola–Kirchhoff stress tensor,s i j
0 is the

initial static stress,e i j is the elastic strain due to wave propa-
gation, ui ,k is the displacement gradient andCi jkl is the
fourth rank tensor of stress-dependent elastic constants.
Equation~1! gives the relation between stresses and displace-
ments which arise due to wave propagation in the prestressed
medium. It is an analog of Hooke’s law for the unstressed
case. The use of only one prestressed coordinate system
makes the constitutive equation~1! applicable to the case of
both applied and residual static stresses.

The equation for small elastic motion superimposed on
the prestressed state is

s i j , j5rüi , ~2!

whereu is the displacement vector. Making use of Eq.~1!,
Eq. ~2! can be written in component form:

~Ci jkl 1s j l
0 d ik!uk, j l 5rüi . ~3!

The stresss i j
0 can be both applied and residual since there is

no restriction that the resulting deformation be elastic. Now
assuming that the material and local~over the size of the

transducer! stresses are homogeneous and using a plane
wave solution foru:

uk5APke
iK ~n–x2Vpt ! ~4!

whereA is the amplitude of the wave,Pk is the unit displace-
ment vector,K5Kn5(v/V)n is the wave number,Vp is the
phase velocity,n is the wave normal, andx is the position
vector, one has the Christoffel equation for an anisotropic
material under stress:

@Ci jkl ninl1~s i l
0ninl2rVp

2!d jk#Pk50. ~5!

Equation~5! has nontrivial solutions when the determinant is
equal to zero

u~Ci jkl 1s i l
0d jk!ninl2rVp

2d jku50. ~6!

In order to find the group velocity in a stressed medium Eq.
~5! can be rewritten as

Ci jkl KiKl Pk1s i l
0KiKl Pj5rv2Pj . ~7!

Multiplying both sides of Eq.~7! by Pj and using the fact
that Pj8Pj51, we get

Ci jkl KiKl Pj Pk1s i l
0KiKl5rv2. ~8!

After differentiation of Eq.~8! with respect to the compo-
nents of the wave vectorK one has

2Ci jkl Pj PkKl12s i l
0Kl52rv

]v

]Ki
. ~9!

The group velocity in the stressed medium is

Vgi[
]v

]Ki
5

1

rv
~Ci jkl Pj Pk1s i l

0 !Kl

5
1

rVp
~Ci jkl Pj Pk1s i l

0 !nl . ~10!

In contrast to the group velocity for the unstressed medium,10

here the elastic constants, phase velocity and polarization are
all stress-dependent and there is an additional stress term
s i l

0nl .
For further use it is more convenient to rewrite Eq.~6! in

terms of the slowness vectorm5n/V5K /v:

U1r ~Ci jkl 1s i l
0d jk!miml2d jkU50. ~11!

Also for the description of the energy reflection/
refraction coefficients one needs to define the energy flux
density vector. It is determined by

Ui52s iku̇k, ~12!

where the bar indicates time averaging. For a stressed me-
dium it can be calculated as

Ui5
1
2 A2v2~Ci jlk 1s i l

0d jk!ml Pi Pk . ~13!

Comparing Eqs.~10! and~13! one can see that the vectorU
coincides with the direction of the group velocityVg and
thusU can be expressed in terms ofVg :

Ui5
1
2 A2vrVgi . ~14!
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The theory described in this section is applicable to the
case of both applied and residual stressess i j

0 . Stress depen-
dent elastic constantsCi jkl for orthotropic material are listed
in the Appendix; they depend on second and third order elas-
tic constants and stresses. The detailed derivation is given in
Ref. 9. Only in the hyperelastic case can one provide simple
explicit expressions for them. In the case of plastic deforma-
tions they also depend on the loading-unloading history.

An alternative approach to the treatment of wave propa-
gation in anisotropic media is based on Stroh’s formalism.11

This approach combines constitutive and wave equations
into one higher order equation which can be reduced to an
eigenvalue problem. It has been applied to the solution of a
wide range of reflection/refraction problems in piezoelectric
and multilayered anisotropic structures.12–14The method can
be extended to the case of stressed media.

II. BOUNDARY CONDITIONS FOR A PLANE
STRESSED INTERFACE

In order to describe wave propagation through an inter-
face between stressed media, we need to formulate boundary
conditions. In this section boundary conditions on a stressed
solid/solid interface are given and the necessary changes for
a fluid/solid interface and a free solid surface are discussed.

Let us consider a plane interface between two generally
anisotropic stressed media@Fig. 1~a!#. Index I refers to the
upper medium and II to the lower medium. The initial static
stresses are (s i j

0 ) I and (s i j
0 ) II for upper and lower media,

respectively. For convenience we introduce the system of
coordinates formed by incident and interface planes. 1-3
plane is the incident plane and the 2-3 plane is the plane of
the interface@Fig. 1~a!#. Acoustical axes as well as principal
stress directions do not necessarily coincide with coordinate

axes. In the coordinate system selected the vector normal to
the interface isn5(0,0,1) and traction force components are
Ti5s i j n j5s i3.

For the initial static stressed state the boundary condi-
tions represent the continuity of the traction forces:

~s i3
0 ! I5~s i3

0 ! II , i 51,...,3. ~15!

Consider a monochromatic plane wave~4! propagating
from the upper to the lower medium. The boundary condi-
tions at the interface represent continuity of displacements
and traction forces. In the general case, for a wave incident
from the upper medium there are three reflected~in the upper
medium! and three transmitted~in the lower medium! waves.
The boundary conditions are

ui
inc1~ui

QL1ui
QT11ui

QT2! I5~ui
QL1ui

QT11ui
QT2! II

~16!

s i3
inc1~s i3

QL1s i3
QT11s i3

QT2! I5~s i3
QL1s i3

QT11s i3
QT2! II ,

i 51,...,3.

HereQL, QT1 andQT2 refer to quasilongitudinal, fast and
slow quasishear waves, respectively. Using Eq.~1! and tak-
ing into account static boundary conditions~15! each of the
termss i3 in Eq. ~16! can be written as

s i35Ci3klekl1ui ,ksk3
0 . ~17!

Note that, in contrast to the boundary conditions for traction
forces in the dynamic case of wave propagation through a
plane boundary between two unstressed solids,7 in Eq. ~17!
the elastic constants are replaced with stress dependent elas-
tic constantsCi3kl and an additional termui ,ksk3

0 appears.
This represents the interaction between dynamic wave-
induced deformation]ui /]xk and static stresss ik

0 . This hap-
pens when interfacial static traction forces are not equal to
zero, that is when there is a load transfer between layers. The
term ui ,ksk3

0 vanishes in Eq.~17! when there are no traction
forces acting on the interfacial surface in the prestressed state
@(sk3

0 ) I5(sk3
0 ) II 50#. In this case static stresses affect the

boundary conditions~16! only through the stress dependent
elastic constantsCi3kl . Boundary conditions for displace-
ments have the same form as in the unstressed state7 in all
cases.

If one of the solids is replaced by a fluid with static
pressurepf

0 @upper medium~I! in Fig. 1~b!#, static boundary
conditions represent the lack of shear traction forces in the
lower solid medium~II ! and continuity of the normal traction
force. Dynamic boundary conditions satisfy the continuity of
normal traction forcess33 and normal displacementsu3 and
vanishing of shear traction forcess13 ands23. If fluid pres-
sure is small and can be neglected, the stresses in the solid
affect the boundary conditions only through the stress depen-
dent elastic constants because in the prestressed state the
fluid/solid boundary is traction-free.

The boundary conditions on a free surface~medium I is
vacuum and medium II is a stressed solid! require zero trac-
tion forces on the surface for the static and dynamic cases.

FIG. 1. Wave propagation through a plane boundary between~a! two an-
isotropic stressed solids and~b! fluid and anisotropic stressed solid.
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III. COMPUTATIONAL PROCEDURE

A simple unified algorithm for the solution of the
reflection-refraction problem on a plane interface between
two anisotropic unstressed solids has been described by
Rokhlin et al.7 In this section we will discuss the modifica-
tions needed in the computational procedure to take into ac-
count stresses. Because of its importance the computational
procedure for critical angle determination is described sepa-
rately.

A. Solid/solid interface

In the case of the solid/solid interface for stressed aniso-
tropic solids the changes result from a different equation for
wave propagation inside the stressed solid@Eq. ~5!#, use of
stress dependent elastic constants and the modified boundary
conditions@Eqs.~16! and ~17!#.

Since the slowness vectors for incident, reflected and
transmitted waves all lie in the incident plane, they have only
two nonzero componentsm1 andm3 in the selected coordi-
nate system. From Snell’s law, all projections of the slow-
ness vectors on the interfacem1

a (a5 inc,1,...,6, where inc
refers to the incident wave, indices 1,...,3 to the three re-
flected waves and indices 4,...,6 to the three transmitted
waves! are equal and thus they are known sincem1

inc is
known. The unknownm3

a components can be determined
from Eq. ~11!.

Wave velocities and wave normal directions are deter-
mined from the slowness vectors for all existing waves. Then
the wave polarizations are determined as the eigenvectors
corresponding to the eigenvalues~velocities!. This procedure
should be carried out separately for upper and lower media.
There will be six solutions form3 for each half space. To
choose the three physical solutions for reflected and three for
transmitted waves one must require that the energy flow be
directed into the appropriate half space.

The unknown amplitudesAa of the displacements for
reflected (a51,...,3) and transmitted (a54,...,6) waves can
be found from boundary conditions~16! using the deter-
mined slowness and polarization vectors. The boundary con-
ditions can be written in the form of six linear algebraic
equations:

AincPi
inc1 (

a51

6

AaPi
a50,

~18!

Ainc~Ci3klPk
incml

inc1Pi
incmk

incsk3
0 !

1 (
a51

6

Aa~Ci3klPk
aml

a1Pi
amk

ask3
0 !50.

Coefficients of reflection and refraction can be found as

Ra5Aa/A0, ~19!

whereAa is the amplitude of the reflected or refracted wave
and A0 is the amplitude of the incident wave. It is more
useful to discuss energy flow ratios than amplitude ratios.
These transformation factors are defined in terms of the en-
ergy fluxes normal to the interfaces:

r a5U3
a/U3

inc, ~20!

where the energy flux vectorU is given by Eq.~14!. r a

characterizes the redistribution of the incident energy be-
tween different reflected and transmitted modes. It can be
calculated as

r a5S Aa

A0D 2
ra

r0

Vg3
a

Vg3
0

. ~21!

B. Boundary conditions approximation

It is interesting to evaluate an approximation when the
effect of static loading stresses is taken into account only
through the stress-dependent elastic constantsCi jkl . In this
case, in the boundary conditions~18! we neglect the stress
terms Pi

incmk
incsk3

0 and Pi
amk

ask3
0 , but the slowness vectors

ma are calculated precisely using Eq.~11!. This approxima-
tion is equivalent to using the unstressed case, with replace-
ment of the second order elastic constants with the stress
dependent elastic constants in the boundary conditions and
using the wave velocities~slownesses! accounting for the
stresses in the semispaces. Computational examples using
the approximation and the exact solution will be given in the
next section.

C. Fluid/solid interface

In the case of a wave incident from a fluid into the
stressed solid there exist one wave reflected back into the
fluid ~with known velocity and polarization! and three waves
transmitted into the solid. Thus Eq.~11! has to be solved for
only the solid half space to find the slowness and polariza-
tion vectors of these transmitted waves. The system of linear
equations ~18! representing boundary conditions reduces
from 636 to 434. The four unknowns are the amplitudes of
the three waves transmitted into the solid and the one wave
reflected into the fluid:

AincP3
inc1AreflP3

refl1 (
a54

6

AaP3
a50,

Aincr fVf P3
inc1Areflr fVf P3

refl1 (
a54

6

AaC33klPk
aml

a50,

~22!

(
a54

6

AaCi3klPk
aml

a50, i 51,2.

Here r f is the fluid density andVf is the wave velocity in
fluid.

D. Critical angles

The critical angle is defined7 as the incident angle at
which the energy flow~group velocity! is parallel to the in-
terface. For isotropic solids this definition coincides with the
condition that the transmitted wave vector direction be par-
allel to the interface. Thus in this case the critical angle can
be determined through Snell’s law by letting the refraction
angle equal 90°. For an anisotropic solid/solid interface~the
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anisotropy can be stress induced! this definition is generally
incorrect, since the group velocity~ray! and the wave normal
vectors have different directions. The deviation between ray
and propagation directions may be represented by out-of-
incidence-planec and in-incidence-planeb angles~Fig. 2!.
When the interface is the plane of symmetry for both
semispaces7 the definition of the critical angle through
Snell’s law is applicable since the energy flow vector and
wave propagation vector at the critical angle are parallel to
the interface simultaneously although they do not necessarily
coincide15 ~at the critical angle, the in-plane deviation angle
b is zero; however, the out-of-incidence-plane anglec may
or may not be zero!. The practical importance of the plane of
symmetry interface case is that Snell’s law can be used for
the critical angle determination in the way done in the iso-
tropic case.

The presence of stresses may or may not violate the
correctness of the critical angle definition in terms of Snell’s
law depending on whether the stresses do or do not destroy
the symmetry properties of the interfacial plane. This will be
illustrated in the computational example in the next section.
When the above definition is correct, the stresses can be
determined from critical angle measurements using Snell’s
law.16

In the general case of wave propagation through an in-
terface between two generally anisotropic stressed solids, the
critical angle cannot be found from Snell’s law. To find it,
the following procedure is utilized. For every incident angle
the phase velocity of the incident wave is calculated. The
phase velocity and wave normal direction of the transmitted
wave is determined by solving the Christoffel equation~11!
for the appropriate semispace as described in Sec. III A. Next
the group velocity vector~energy propagation direction! is
found using Eq.~10!. The incident angle is varied until the

energy propagation direction of the transmitted wave be-
comes parallel to the interface. The incident angle found is
the critical angle.

IV. CALCULATION RESULTS AND DISCUSSION

In this section we present computational examples based
on the procedure described above to illustrate the effect of
stress on wave propagation through solid/solid and fluid/
solid boundaries. Also we discuss how stress influences
shear wave interference.

A. Wave propagation through solid/solid interface

First as an example we consider wave propagation
through a Ti/SiC plane interface, which models the fiber/
matrix interface in Ti/SiC metal matrix composites. The
stresses are chosen to be similar to the residual stresses in
fiber ~SiC! and matrix~Ti alloy!. The composites are pro-
cessed at high temperatures and during the subsequent cool-
ing residual stresses develop due to the mismatch in coeffi-
cients of thermal expansion of fiber and matrix materials.
These nonhomogeneous stresses were estimated by us using
a concentric cylinders model.17 In our calculations we take
the average stress values for each phase. Thus we assume a
compressional normal stress of 483 MPa perpendicular to the
interface in both materials, tensional normal stress of 400
MPa along the interface direction in Ti and compressional
normal stress of 970 MPa along the interface in SiC~Fig. 3!.
Shear stresses are assumed to be zero. Both substrates are
considered to be isotropic and to determine the stress depen-
dent elastic constants we assume the stresses result from
elastic deformations.9 Since the third order elastic constants
for SiC are not available in the literature we replace them by
those of Si. Second- and third-order elastic constants used
for Ti and SiC are given in Table I. Figure 4~a! shows the
energy conversion coefficient from the quasilongitudinal
wave in Ti to the quasishear wave in SiC. The dashed line

TABLE I. Second- and third-order elastic constants for Ti and SiC~isotropic!.

Material

Second-order elastic constants Third-order elastic constants, GPa

Young’s modulus, GPa Poisson’s ratio C111 C112 C123

Ti 97 0.33 21358 21105 2162
SiC 414 0.19 2821a 2448a 2104a

aThird-order elastic constants for Si.

FIG. 2. Schematic illustration of the energy flow deviation~ray vector! from
wave propagation direction~n!. c is the out-of-incident-plane andb is the
in-plane deviation angle of the ray vector.

FIG. 3. Ti/SiC plane interface with stresses.
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represents the results for the unstressed state and the solid
line for the stressed state. Figure 4~b! displays refracted
angle versus incident angle for the same case. One can see
that the largest deviation is observed close to the second
critical angle. However, despite the high stress level, the
stress effect on energy redistribution is small.

Figure 5 illustrates the approximation described in Sec.
III B when the additional stress term in the boundary condi-

tions ~18! is neglected and static stresses are accounted for
only through the stress-dependent elastic constantsCi jkl .
The results for the energy conversion coefficient for the ex-
ample described above are presented in Fig. 5 with a dotted
line. One can see that the approximation is close to the exact
solution, so the direct effect of the stress terms in the bound-
ary conditions ~BC! is smaller than that of the stress-
dependent elastic constants. Thus to account for the static
stress effect in first approximation one need only replace the
second-order elastic constants with the stress dependent elas-
tic constants in the solution of the boundary conditions prob-
lem.

As another example we consider wave propagation
through the~001! plane interface of a Ni crystal of cubic
symmetry. Second and third order elastic constants used for
computations were taken from Ref. 18 and are given in Table
II. For the upper medium the@100# and for the lower me-
dium the@110# axes are perpendicular to the interface. The
stressed state is shown in Fig. 6. There is a compressional
stress of 200 MPa perpendicular to the interface and shear
stresses of 100 MPa for both upper and lower media parallel
to the interface. This example is motivated by analysis of the
stress effect on reflection and transmission between differ-
ently oriented crystals of the same kind which is important
for understanding of ultrasonic scattering in stressed poly-
crystals.

We consider a slow shear wave incident from the upper

TABLE II. Second- and third-order elastic constants for Ni crystal~cubic symmetry!.

Second-order elastic constants, GPa Third-order elastic constants, GPa

C11 C12 C44 C111 C112 C123 C144 C155 C456

270 170 123 22030 21040 2220 2138 2910 270

FIG. 4. Effect of stress on conversion of quasilongitudinal wave to quasi-
shear wave on Ti/SiC interface:~a! Energy transmission coefficient and~b!
refraction angle.

FIG. 5. Conversion of the quasilongitudinal wave to the quasishear wave at
plane Ti/SiC interface. The dashed line is the energy transmission coeffi-
cient in an unstressed state. The solid line is the exact calculation for
stressed state and the dotted line is approximation when the stress term is
neglected in the boundary conditions.
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medium and polarized in the 1-3 plane~Fig. 6!. An interest-
ing phenomenon occurs close to normal incidence for trans-
mitted shear waves: in the unstressed state there is only one
transmitted shear wave~solid line in Fig. 7!, while in the
stressed state there are two transmitted shear waves with or-
thogonal polarizations. In order to explain this effect one
should take into account the polarization change of the inci-
dent slow shear wave. In the unstressed state this wave is
polarized along the 1-direction~Fig. 6! but in the presence of
stresses its polarization is slightly tilted in the 1-2 plane
~plane of the interface!. Therefore this wave propagating
through the boundary generates two transmitted waves with
polarizations in the 1 and 2 directions. Only shear waves
with such polarizations are permitted to propagate in the
lower medium. This phenomenon is called stress induced
birefringence. It will be discussed in more detail below for
the case of a wave incident from water into a stressed solid.

B. Determination of critical angles

To study the effect of stresses on critical angles we con-
sider a quasilongitudinal wave incident from Ti to SiC~Fig.
8!. As in the previous examples we select the 1-2 plane as
the interface plane and the 1-3 plane as incident. We con-
sider two stressed states:~a! pure shear stress in the 1-2 plane
and ~b! pure shear stress in the 1-3 plane. In both cases the
same stress value of 300 MPa is assumed for both Ti and SiC
semispaces. The in-plane and out-of-plane deviations be-
tween the ray and the wave propagation directions are calcu-
lated as a function of the refraction angle for the transmitted
quasishear wave and are shown in Fig. 9@~a!: s125300
MPa, ~b!: s135300 MPa#. It can be seen in the case of the
shear stress in the plane parallel to the interface that the
in-plane deviation anglec equals zero at refraction angle
90°. This means that ray and wave propagation directions are
parallel to the interface at the same time and Snell’s law can
be used to define the critical angle. This is possible because
the stress does not destroy the symmetry of the interfacial
plane. When the shear stress is in the plane perpendicular to
the interface (s13Þ0) there is in-incidence-plane deviation
between ray and wave propagation direction when the refrac-
tion angle is 90°@Fig. 9~b!#. This happens because the inter-
face plane loses its symmetry properties due to stress.

The critical angle as a function of shear stress in the 1-3
plane is shown in Fig. 10~a!. It is determined from the con-

dition that the ray direction~solid line! be parallel to the
interface and from Snell’s law~dashed line!. Since the defi-
nition of the critical angle through Snell’s law is incorrect in
this case~the wave propagation direction is not parallel to
the interface!, the critical angle determined from Snell’s law
is erroneous. This leads to an error in velocity calculation
from critical angle measurements using Snell’s law. The er-
ror is shown in Fig. 10~b! as a function of shear stresss13.
Thus in this case Snell’s law cannot be used in stress deter-
mination from critical angle data and the general solution
should be applied.

C. Wave propagation through water/solid interface.
Stress-induced birefringence. Shear wave
induced interference of the received field

A fluid is often used as a coupling medium in ultrasonic
measurements. For stress measurements using immersion
techniques it is important to understand different stress-
induced phenomena for elastic wave propagation from a
fluid into a stressed solid. Here we consider several examples
of wave propagation through a fluid/stressed solid interface.
In the first example it is demonstrated that the presence of
stresses in isotropic material leads to birefringence. The

FIG. 7. Energy conversion coefficients of incident slow quasishear wave to
transmitted slow quasishear for unstressed~dashed line! and stressed~solid
line! states. The conversion to transmitted fast quasishear wave in stressed
state is shown by a dotted line.

FIG. 8. Ti/SiC interface with nonzero shear stresses in the plane parallel and
perpendicular to the interface .

FIG. 6. Ni/Ni plane interface with stresses,@100# and@110# direction~in the
Ni crystal of cubic symmetry! are perpendicular to the interface for upper
and lower substrates, respectively.
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wave incident from the fluid excites two waves in the solid.
This happens because stresses make the solid effectively an-
isotropic, which puts conditions on the wave polarizations.
Two shear waves must exist in the solid in order to satisfy
BC on the fluid/solid interface. These two shear waves trans-
form on the back surface of the plate into two longitudinal
waves in the fluid. The interference of these waves in the
fluid is described. The second example considers how the
solid texture affects these phenomena.

First let us consider a wave incident from water on a
plexiglass semispace. The plexiglass is considered to be iso-
tropic and under uniaxial tensile stress 20 MPa. Its elastic
constants are given in Table III. Calculations are made for an
incident plane tilted by an anglew545° with respect to the

stress direction~11!. Energy transmission coefficients for the
shear wave in unstressed and stressed states are shown in
Fig. 11~a!. In the absence of stress there is only one shear
wave excited in plexiglass~solid line!, since the material is
isotropic. The presence of stress causes birefringence and the
appearance of two shear waves, slow~short dashed line! and
fast ~long dashed line!. Upon transmitting back into the fluid
these shear waves convert into two longitudinal waves sepa-
rated in time and space which can be recorded by a receiver.

The two shear waves created on the interface@Fig.
11~b!# have very similar velocities and so must travel a sig-
nificant distance to produce a measurable time delay differ-

FIG. 9. Deviation angles between ray and wave normal~n! vectors for a
transmitted quasishear wave through the stressed Ti/Sic interface;~a!
s12~Ti!5s12~SiC!5300 MPa;~b! s13~Ti!5s13~SiC!5300 MPa.

FIG. 10. Effect of stress induced anisotropy on critical angle.s13~Ti!
5s13~SiC!5300 MPa.~a! Determination of critical angle from energy flow
~solid line! and wave propagation~dashed line! directions for conversion of
quasilongitudinal wave in Ti to quasishear wave in SiC.~b! Error in velocity
calculation from critical angle using Snell’s law.
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ence between them. To measure this time delay it is more
feasible to consider the interference of the signals received
by transducers from these waves. One should note that the
two shear waves have mutually orthogonal polarizations and
do not interfere in the solid, however, the electrical signals
recorded by a transducer add with corresponding phases and
an interference pattern is produced. Hsu19 and Blinka and
Sachse20 demonstrated experimentally that stress-induced in-
terference of shear waves produces minima in the spectrum
of the received signal. They used a shear wave normal beam
contact transducer to excite a shear wave in the direction
perpendicular to the loading and demonstrated that the mini-
mum position depends on the stress level. For historical
background, one may refer to Paoet al.21 Experimentally
observed changes in acoustic microscopy contrast by
Drescher-Krasicka22 are attributed to stress-induced birefrin-
gence. Quantitative description of this phenomenon requires
knowledge of energy distribution between interfering waves.
The numerical procedure described above allows doing that
and thus one can define exact conditions for destructive in-
terference of the received signal23 for both normal and ob-
lique incidence.

In the previous example we assumed the material to be
isotropic. Thus in the absence of stresses no birefringence is
observed. In the next example we consider birefringence in
anisotropic material. This phenomenon can be observed even
in the unstressed case. Here we demonstrate that the presence
of stresses significantly changes the birefringence pattern
~spectrum of the interfered signal!. We consider wave inci-
dence from water into textured stressed aluminum alloy.
Aluminum alloy is assumed to be orthotropic with degree of
anisotropy of 1%. Most aluminum alloys have yield points
exceeding 100 MPa.24 That is why we consider the effect of
the uniaxial stress of 100 MPa. The second and third order
elastic constants of the material are given in Table IV. The
angle (w) between the incident plane and the axis of material
symmetry is called the azimuthal angle@Fig. 12~b!#. The
waves recorded by a transducer interfere even in the absence
of stresses due to anisotropy. The amplitudes of the shear
waves for this case are shown in Fig. 13~a! as a function of
azimuthal anglew for a fixed incident angleu i518°. Strong

destructive interference of the waves occurs in the receiver if
two conditions are satisfied:~1! the amplitudes of the trans-
mitted waves are similar, and~2! the waves have opposite
phase. Fulfillment of the first condition depends on the elas-
tic properties of the solid and on the angle of incidence. The
second condition depends on velocity difference, plate thick-
ness and signal frequency, or, more precisely, on the thick-

TABLE III. Second- and third-order elastic constants for Plexiglas.

Laméconstants, GPa Murnaghan constants, GPa

l m l m n

1.16 4.00 218.9 213.3 210.0

TABLE IV. Second- and third-order elastic constants for aluminum.

Second order elastic constants, GPa
C11 C22 C33 C12 C13 C23 C44 C55 C66

108.6 106.4 107.5 54.7 54.6 48.9 25.3 29.3 26.6

Third-order elastic constants, GPa
l m n

2218a 2378a 2435a

aThird-order elastic constants are taken for isotropic Al.

FIG. 11. ~a! Energy transmission coefficient through water/Plexiglas inter-
face for shear waves in unstressed and stressed states;~b! shear wave ve-
locities in Plexiglas for the same cases.
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ness3frequency product. In our example the amplitudes of
two shear waves are equal when the azimuthal anglew is 32°
and 46°. The frequency spectrum of the interference signal is
shown with a dashed line in Fig. 14 for the incidence direc-
tion defined byu i518° andw532°. The minimum occurs
when the product of frequency and thickness is equal to 118
mm MHz. At this value the amplitude of the interference
signal is almost 0. Figure 13~b! shows the amplitudes of
shear waves in the presence of uniaxial stress of 100 MPa
applied along the material axis. Changes are most pro-
nounced in the angular range where the amplitude gradients
are high. In this case there is no azimuthal anglew at which
the amplitudes of the waves are equal. Thus interference of
these waves does not produce such a deep minimum, as in
the unstressed case, as shown in Fig. 14 by a solid line. By

comparing unstressed and stressed cases one can see that the
presence of stresses and anisotropy both significantly affect
the interference pattern recorded by a transducer, sometimes
in opposite directions. One should take extreme care in the
interpretation of interference patterns especially in such geo-
metrically complicated cases as acoustic microscopy.

V. SUMMARY

We have presented a rigorous procedure to describe
elastic wave propagation through a plane interface between
two anisotropic stressed solids and between a fluid and a
stressed anisotropic solid. The reflection/refraction problem
is solved for arbitrary wave propagation direction and arbi-
trary incident wave type.

The presence of static stresses affects wave velocities in
semispaces and boundary conditions at the interface. For a
solid/solid interface stresses are accounted for in the bound-
ary conditions by replacing the second order elastic constants
with stress-dependent elastic constants and adding terms
which provide interaction between static and dynamic stress
fields. In the case of a fluid/solid interface boundary condi-
tions are affected by stresses only through stress-dependent
elastic constants of the solid. Thus, in general, to account for
static stresses on elastic wave propagation through a plane
interface, stress-induced changes in wave velocities and
boundary conditions must be computed. The stress effect is
accounted for through stress dependent elastic constants and
direct stress terms in both velocities and boundary condi-
tions. Computations show that the major part of the stress
effect ~approximately 90%! is accounted through the stress-
dependent elastic constants.9

Calculation examples show that the stress effect on en-
ergy redistribution between reflected and transmitted waves
is most pronounced near critical angles. This demonstrates

FIG. 12. Splitting of transmitted ray:~a! isotropic solid~no splitting! ~b!
stress or texture induced shear wave birefringence.

FIG. 13. Amplitudes of shear waves transmitted from water to textured
aluminum~a! without and~b! with stress~note stress induced splitting!.

FIG. 14. Shear wave interference in unstressed and stressed textured alumi-
num.
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that the critical angle position is sensitive to the stresses. But
the simple definition of the critical angle through Snell’s law
is only valid when the interface plane is a plane of symme-
try. In other cases the general definition of a critical angle as
the incident angle at which the energy flow is parallel to the
interface must be used.

It was also shown that due to stress induced anisotropy
an incident wave from a fluid transmits as two shear waves.
Upon reflecting back into the fluid these shear waves convert
into two longitudinal waves separated in time and space
which can be recorded by a receiving transducer. Destructive
interference in the transducer occurs only in directions where
the shear wave amplitudes are equal or close to each other.
This condition is satisfied only for a narrow angular range of
the incident wave. The minimum position in the spectrum of
the interference signal is sensitive to stresses.

APPENDIX: STRESS DEPENDENT ELASTIC
CONSTANTS Cij FOR GENERAL STRESS STATE IN
ORTHOTROPIC MATERIAL

Assuming that deformations are hyperelastic and that the
resulting strains aree i j and stressess i j the stress-dependent
elastic constants are

C115C11
o 1C11

o ~3e112e222e33!1C111e111C112e22

1C113e33,

C125C12
o 1C12

o ~e111e222e33!1C112e111C122e22

1C123e33,

C135C13
o 1C13

o ~e112e221e33!1C113e111C123e22

1C133e33,

C145~C12
o 1C13

o !e231C144e23,

C155~C11
o 1C13

o 12C55
o !e131C155e13,

C165~C11
o 1C12

o 12C66
o !e121C166e12,

C225C22
o 1C22

o ~2e1113e222e33!1C122e111C222e22

1C223e33,

C235C23
o 1C23

o ~2e111e221e33!1C123e111C223e22

1C233e33,

C245~C22
o 1C23

o 12C44
o !e231C244e23,

C255~C12
o 1C23

o !e131C255e13,

C265~C22
o 1C12

o 12C66
o !e121C266e12,

C335C33
o 1C33

o ~2e112e2213e33!1C133e111C233e22

1C333e33,

C345~C33
o 1C23

o 12C44
o !e231C344e23,

C355~C33
o 1C13

o 12C55
o !e131C355e13,

C365~C13
o 1C23

o !e121C366e12,

C445C44
o 1C44

o ~2e111e221e33!1C144e111C244e22

1C344e33,

C455~C44
o 1C55

o !e121C456e12,

C465~C44
o 1C66

o !e131C456e13,

C555C55
o 1C55

o ~e112e221e33!1C155e111C255e22

1C355e33,

C565~C55
o 1C66

o !e231C456e23,

C665C66
o 1C66

o ~e111e222e33!1C166e111C266e22

1C366e33.

Here we use the following symmetry properties:18

Ci jkl
o 5Ckli j

o 5Cjikl
o 5Ci jlk

o ,
~A1!

Ci jklmn5Cjiklmn5Ci jlkmn5Ci jklnm5Ckli jmn

5Cmnkli j5Ci jmnkl .
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In the pore space of packed grain material, transport properties are characterized by macroscopic
parameters. Some of them, tortuosity, characteristic dimensions, viscous permeability, and trapping
constant, are measured for a random packing of glass beads and compared to evaluations performed
in previous studies. These parameters are used to predict the surface impedance at normal incidence
of a layer of glass beads. The predictions are compared to measurements performed at normal
incidence in a Kundt tube. ©1998 Acoustical Society of America.@S0001-4966~98!04610-4#
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INTRODUCTION

Disordered granular media, and among them bead pack-
ings, have been studied under different approaches.1 A par-
tial description of a granular medium at a macroscopic scale
~over a volume large compared to the grain size! can be
performed by evaluating different macroscopic parameters
which depend only on the geometry of the granular structure.
Some of them can be used to characterize sound propagation
in air saturating the pore space, and conversely can be evalu-
ated from acoustical measurements. Very commonly used by
acousticians are the open porosityf, i.e., the volume of free
air per unit volume of porous medium, the viscous perme-
ability k0 , related to the stationary flow resistivitys and the
viscosity of airh by

k05h/s, ~1!

and the tortuositya` , which is the product of the formation
factorF ~the ratio of the resistivityr p of the porous structure
saturated by a conducting fluid to the resistivityr f of the
fluid! by the porosityf ~see Ref. 2!:

a`5fr p /r f . ~2!

Other parameters that can be involved in the description of
sound propagation are the characteristic viscous dimension
L, the specific surfaceS, and the trapping constantG. The
characteristic dimensionL describes the fluid–solid structure
viscous interaction at high frequencies.3,4 The specific sur-
faceS is the total accessible area of the solid per unit mass of
porous material and is usually measured with the BET
method~after Brunauer, Emmet, and Teller5!. This specific
surface is related to a thermal dimensionL8, which charac-
terizes the thermal exchanges between the saturating fluid
and the solid structure at high frequencies,6,7 by

L852V/S, ~3!

whereV is the volume of free fluid per unit mass of porous
material. The trapping constant8,9 is related to the mean sur-

vival time t of a reactant produced and diffusing in the solid
free region, and instantly absorbed on contact with the solid
structure, byG51/(tfD), D being the diffusion constant.

At sufficiently low frequencies, when the scattering by
the beads is small,10 the air inside the pore space can be
replaced by a free equivalent fluid. This fluid is characterized
by a complex densityr1 , which takes into account the vis-
cous and inertial interactions of air with the porous frame,
and a normalized complex dynamic compressibilityb(v),
defined as the actual compressibility divided by the adiabatic
compressibility (1/gP),g being the ratio of the specific heats
and P the atmospheric pressure. It has been shown by
Johnsonet al.4 that a good approximation forr1 is given by

r1 /r5a~v!5a`S 11
ihf

ra`k0vS 12
4k0

2a`
2 ivr

L2f2h
D 1/2D ,

~4!

wherev is the radian frequency andr the air density@the
time dependence is exp(2ivt)]. With arguments similar to
the ones developed in Ref. 4, Lafarge has shown7,11 that b
could be approximated by

b~v!5g2~g21!F11
ihf

rk08PrvS 12
4k08

2r iv Pr

L82f2h
D 1/2G21

,

~5!

where Pr is the Prandtl number (Pr5hCp /k, whereCp is
the specific heat at constant pressure andk is the thermal
conductivity! andk0851/G is the thermal permeability. Equa-
tions ~4! and ~5! provide a complete description of sound
propagation in the pore space, the wave numberk1 and the
characteristic impedanceZ1 being given by

k15k„a~v!b~v!…1/2, ~6!

Z15Z„a~v!/b~v!…1/2, ~7!

wherek is the wave number andZ the characteristic imped-
ance in free air.

The measurement of a set of macroscopic parameters for
random packings of glass beads having a quasi-uniform di-a!Electronic mail: bal@laum.univ.lemans.fr
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ameter is performed in Sec. I with nonacoustical methods for
f, k0 , a` , andL8, and with acoustical methods forL andG.
In Sec. II, the predicted and measured surface impedance at
normal incidence of a layer of glass beads are compared in
the audible frequency domain.

I. MACROSCOPIC DESCRIPTION OF THE RANDOM
GLASS BEAD PACKING

Measurements were performed on glass beads manufac-
tured by Negotec~Negotec, 49 rue du Paradis, 75010, Paris,
France!. The mean diameter isd51.46 mm, with a standard
deviation equal to 0.02 mm. The measured porosity for the
natural disposal of beads isf50.4. Previous measured
porosity12 for random close packings of monodispersive
spheres with a weak dispersion isf50.37, obtained by
shaking containers of steel ball bearings and eliminating
finite-size effects. For random loose packings obtained with-
out shaking the containers,f50.4. The measured viscous
permeabilityk0 for the glass beads isk051.5131029 m2.
For beads of diameter close to 0.1 mm, previous
measurements13 give k0510211 m2 for f50.4. Multiplying
this value by the squared ratio of the diameter~f, F, anda`

are scale invariants, but the permeability is scale dependent
in @L#2) givesk052.131029 m2.

The tortuosity evaluated from conductivity measure-
ments isa`51.37. Previous measurements performed by
Wong et al.13 for f50.4 give a formation factorF53.4,
leading to a tortuositya`51.36.

The trapping constantG can be evaluated from precise
measurements of the imaginary part of the normalized com-
pressibilityb,14 which can be obtained with a method devel-
oped by Tarnow.15 From Eq.~5!, a simple expression can be
obtained forG:

G5 lim
v→0

r
Pr

hf
~g21!

v

Im b~v!
. ~8!

The right-hand side of Eq.~8!, evaluated with the measured
imaginary part ofb, is represented in Fig. 1 as a function of
frequency. The experimental set is described in Ref. 14. The
limit of this expression whenv→0 is equal toG52.2
3108 m22. The value predicted by Leeet al.16 for a random
packing of porosityf50.4 is represented by an arrow atG
52.03108 m22.

The parameterL8 can be calculated with good precision
by assuming identical beads of diameterd51.46 mm for the
actual beads, leading from Eq.~3! to L85fd/(3(12f))
50.32 mm. The normalized compressibility predicted from
Eq. ~5! with G52.23108 m22 andL850.32 mm measured
at low frequencies with the Tarnow method is represented in
Fig. 2. It may be noticed that there is a small systematic
difference between the predicted and measured real parts of
compressibility which has not been explained.

The viscous dimensionL has been measured, for the
case of reticulated foams, simultaneously witha` andL8 by
measuring the velocity of ultrasonic pulses propagating in-
side the pore volume, the porous frame being successively
saturated by different gases.17 At high frequencies, from Eqs.
~4!–~6!, the squared ratio (c0 /c)2 of the sound velocity in
free airc0 to the sound velocityc in the pore volume can be
written in a simple form

S c0

c D 2

5a`H 11S 2h

vr D 1/2S 1

L
1

g21

~Pr1/2L8!
D J . ~9!

This equation shows that the squared ratio (c0 /c)2→a`

whenv→`, and (c0 /c)22a` depends linearly on (1/v)1/2.
The validity of the modeling is limited toward the high fre-
quencies by scattering10 around 100 kHz for usual reticulated
plastic foams and the asymptotic expression~9! is valid in a
large range of frequencies for these materials.

The velocity for a sample of glass beads has been mea-
sured using a capacitive vibrating membrane to create an
acoustic pulse in air. A B&K 4138 condenser microphone
was used to detect the signal after transmission through a
26-mm-thick sample. The phase velocity was determined

FIG. 1. Measured left-hand side of Eq.~8!. The arrow indicates the pre-
dicted value of the trapping constant.

FIG. 2. Compressibilityb(v): measurementsss, prediction ———.
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from the unwrapped phase of the Fourier transform of the
received pulse. More details on the experimental procedure
can be found in Ref. 17.

The measured squared ratio (c0 /c)2 is represented in
Fig. 3 and compared to predictions obtained without approxi-
mations from Eqs.~4!–~6! with the parametersf, k0 , a` ,
k08 , and L8 evaluated previously in this section, andL
50.931024 m. The agreement between prediction and mea-
surement is good at frequencies lower than 15 kHz, but for
higher frequencies the equivalent fluid model is not valid,
due to scattering.10 It may be noticed that the value ofa` ,
determined from the phase velocity curve using the
asymptotic expression~9! ~as described in Ref. 17! is 1.37,
very close to the value obtained from the conductivity mea-
surements. Due to the scattering that occurs at 15 kHz, the
asymptotic expression~9! is only accurate in a small interval
and the precision on the ultrasonic measurement ofa` is less
than reported in Ref. 17. Straleyet al.18 have shown thatL
andk0 for random packings of beads are approximately re-
lated by L5(4Fk0)1/2. Using this relation with the mea-
sured values ofa` , f, andk0 givesL51.431024 m. The
order of magnitude is the same as that of the measured value.
In the following sections, the values for the set of parameters
used in Eqs.~4! and ~5! will be

f50.4, k051.531029 m2, a`51.37,

L50.931024 m, k085531029 m2,

L850.3231023 m.

A different model has been suggested previously by
Attenborough.19 The random bead packing is replaced by a
system of parallel slits with a log-normal distribution for the
semithickness. The macroscopic parameters related to a simi-
lar model have been calculated by Lafargeet al.7 In the con-
text of this last model,L5L8 andk085a`k0 . For the glass
beads of the present study, these relations are far from being
satisfied by the measured parameters.

II. SURFACE IMPEDANCE AT NORMAL INCIDENCE
OF A LAYER OF BEADS

The surface impedance at normal incidence of a porous
layer is given by

Zs5
iZ1

f
cot~k1l !, ~10!

wherel is the thickness of the layer. The surface impedance
of a layer of the beads described in Sec. I, of thicknessl
55.2 cm, has been measured in an impedance tube. The
surface impedance measured and predicted from Eqs.~4!–
~7! and ~10! with f50.4 are represented in Fig. 4. The
agreement between prediction without any adjustable param-
eter and measurement is good. For the porous material stud-
ied, more sophisticated models, like the one by Prideet al.20

for r1 ,where a new parameter can be used to adjust Rer1

when v→0, will not provide a noticeably better agreement
with the measurement.

III. CONCLUSION

Acoustic properties of specific granular materials can be
predicted accurately, without adjustable parameters, by using
general transport parameters which have a precise physical
meaning for other kinds of porous or fibrous structures. Con-
versely, acoustic measurements can provide a simple evalu-
ation of these parameters, for instance, the trapping constant
in the present work.
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On the effect of spatial dispersion on the degeneracies
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The effect of spatial dispersion on the phase-speed degeneracies of acoustic waves in
noncentrosymmetric crystals is explored in the framework of continuum elasticity. It is shown that
the degeneracies, which in the nondispersive limit occur in directions neither lying in a symmetry
plane nor parallel to a rotation inversion axis, are lifted on account of spatial dispersion. The
degeneracies lying in symmetry planes change their in-plane orientation depending on the
frequency, unless remaining fixed to a symmetry axis. Given that the degeneracy with regard for
linear spatial dispersion occurs in some directionm, the value of degenerate phase speed coincides
with the value of one of the speeds assigned tom in the nondispersive limit. Relations for the
acoustic-wave parameters with dispersive corrections are derived and discussed for various
particular cases. ©1998 Acoustical Society of America.@S0001-4966~98!04008-9#
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INTRODUCTION

The degeneracy of acoustic branches is a significant
concept both for elastic-wave propagation and for phonon
phenomena in crystals. In the nondispersive limit, an essen-
tial attribute of wave propagation in the neighborhood of
acoustic axes~directions, for which two modes have equal
phase speeds! is the singularity of the polarization vector
fields which underlies specific features of various effects,
related to acoustic polarization, and stipulates the stability
conditions of the phase-speed degeneracy with respect to ex-
ternal perturbations.1,2 Linear spatial dispersion markedly
disturbs acoustic properties of noncentrosymmetric crystals
in the hypersonic frequency range, and its impact is espe-
cially salient when degeneracies are involved. It brings about
the well-known phenomenon of the rotation of linear polar-
ization upon the wave path along the high-symmetry axes
~acoustic activity!.3,4 Also, it stipulates specific effects of
acousto-optical diffraction, at which lifting of acoustic-wave
degeneracy may allow for components of acousto-optical
coupling forbidden in the nondispersive limit.5 Dispersive
properties of low-energy acoustic phonons, particularly in
the neighborhood of degeneracies, manifest themselves viv-
idly on the focusing patterns of phonon imaging, when spa-
tial dispersion, affecting the degeneracies and, thereby, the
corresponding singular points on the slowness surface, un-
folds the phonon-focusing cusps.6 Besides, degenerate and
quasidegenerate acoustic phonons play important roles in
such kinetic processes as thermal conductivity and dielectric
losses.7

The frequency range, in which the lattice parametera is
much less than the wavelengthl, allows for the description
of dispersive features of both elastic waves and acoustic
phonons in the common setting of continuum elasticity gen-
eralized by taking account of the leading terms of the appro-

priate expansion in (a/l).3,8 Proceeding from the equations
of elastodynamics with dispersive corrections, the effect of
spatial dispersion on the acoustic axes coinciding with sym-
metry axes has been studied in Refs. 3, 6, 8, and 9. In terms
of lattice dynamics, the properties of acoustic-phonon
branches along the wave vectork parallel to symmetry axes
were elicited with the aid of group-theoretic methods.3,7,8,10

Both approaches established that in the directions of the ro-
tation axes of symmetry, which are not lying in a symmetry
plane, the degeneracy between sheets of the isofrequency
surface is removed on account of linear spatial dispersion. At
the same time, it was not clarified whether the degeneracy is
lifted ‘‘comprehensively’’ from the neighboring domain un-
der the effect of dispersive corrections, or the direction of
degeneracy becomes nonstationary~frequency dependent!
and shifts from the symmetry axis due to spatial dispersion.
Neither the behavior of degeneracies in arbitrary~nonsym-
metric! directions in response to spatial dispersion was ana-
lyzed generally, except for some particular comments@see,
e.g., Refs. 5 and 6, in which the effect of spatial dispersion
on nonsymmetrical acoustic axes in, respectively, quartz
~symmetry class 32! and paratellurite~symmetry class 422!
was considered#.

The purpose of this paper is to study the impact of spa-
tial dispersion on the problem of phase-speed degeneracies
of acoustic waves in elastic media in the general context of
unrestricted anisotropy. Both algebraic and perturbation-
theory methods are applied to consider arbitrary nonsymmet-
ric directions, and to evaluate the role of crystal symmetry. It
is shown that, unless symmetry planes or rotation inversion
axes intervene, an acoustic axis, which is established in a
noncentrosymmetric crystal in the nondispersive limit, van-
ishes on account of spatial dispersion. This is in contrast to
the effect of spatial dispersion in centrosymmetric crystals,
in which such an acoustic axis acquires frequency-dependent
orientation. In the former case, the polarization singularity,
underlying the stability of the phase-speed degeneracy in the

a!Permanent address: Institute of Crystallography, Russian Academy of Sci-
ences, Leninsky pr. 59, Moscow 117333, Russia.
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nondispersive limit, is smoothed for the complex-valued am-
plitudes of dispersive acoustic waves.

I. BASIC EQUATIONS

Consider an anisotropic elastic medium, characterized
by the densityr and the elasticity tensorc with components
ci jkl 5cjikl 5ci j lk 5ckli j . The propagation of elastic displace-
mentsu is governed by the equation of motion,

ci jkl uk, j l 5rüi ~1!

~comma in subscript and superposed dot implying the spatial
and time derivatives, respectively!. The solutions may be
sought in the form of plane harmonic waves,

u5UAei ~kr 2vt !, ~2!

whereU is a scalar amplitude with the physical dimension of
length, A is the unit polarization vector,k5mv/y is the
wave vector,m is the unit vector of wave normal,v is the
frequency,y is the phase speed. Insertion of~2! into ~1!
yields the Christoffel equation,

LA5y2A, ~3!

where the Christoffel tensorL is represented in an arbitrary
Cartesian base by the real symmetric positive-definite ma-
trix,

L ik5
1

r
mjci jkl ml . ~4!

Eigenvalue problem~3! entails the characteristic equation,

det~L2y2I !50, ~5!

whereI is the 333 identity matrix. The three bulk acoustic
wave branches are characterized by real phase speedsya(m)
@or slownessessa(m)5ya

21, a51,2,3# and mutually or-
thogonal polarizationsAa(m) delivered, respectively, by ei-
genvalues and eigenvectors ofL~m!. In the direction of
acoustic axes, phase speeds of two branches merge so thatL
has a repeated eigenvalue, and hence the corresponding po-
larization vector may take an arbitrary orientation in the
plane orthogonal to the polarization of the nondegenerate
wave. As a result of this multivalence, the polarization fields
Aa(m) of degenerate branches in the neighborhood of the
acoustic axis are characterized by topologically invariant sin-
gularities underlying the stability properties of phase-speed
degeneracy with respect to such perturbations which retainL
in ~3! as a real and symmetric tensor.1,2

The dispersive corrections may be incorporated into
continuum elasticity by expanding the elastic coefficients in
power series in the wave vectork,

ci jkl ~k!5ci jkl 1 idi jklpkp1¯ , ~6!

so that linear spatial dispersion reveals itself in noncen-
trosymmetric crystals, in which the odd-rank tensord is not
vanishing~thereafter, noncentrosymmetric media are implied
by default, unless otherwise explicitly specified!. Under the
assumption of time-reversal invariance,

di jklp52dkli jp . ~7!

The expansion~6! and the symmetry~7! were given in Ref. 3
on phenomenological grounds. The link between the deriva-
tions of ~6! by appealing to classical continuum mechanics
and to microscopic lattice-dynamics description of vibrations
was established in Ref. 8. It was shown that, although the
coefficients of the expansion indeed acquire respectively dif-
ferent interpretations in the frameworks of continuum me-
chanics and lattice dynamics, their connection~including in-
volved symmetry properties! is unique.

It is convenient to introduce the second-rank antisym-
metric tensor,

gik
35

1

r
di jklpmjmlmp , ~8!

which is dual to the axial vectorg according to the definition
gik

3[d ikrgr52gki
3 , so thatg3A[A3g (d ikr is the Levi-

Civita pseudotensor;3 denotes the vector product!.9 It fol-
lows that the vectorg and the tensord are related as follows:

gn5
1

2r
dnqsdq jslpmjmlmp . ~9!

The order of magnitude of componentsgn for a generic di-
rection m may be evaluated by the conditionkg/y2;ka
!1. The Christoffel equation, modified with regard for linear
spatial dispersion, may be written with the aid of these no-
tations in the form,9

~L1 ikg3!A5y2A, ~10!

in which the axial vectorg encapsulates the contribution of
linear spatial dispersion.

The piezoelectric effect may also be included in the con-
sideration by standard augmentingL with coupled terms
and, moreover, by incorporating the dispersive corrections to
piezoelectric coefficients which modify the explicit form of
g.8,11 However, for the sake of brevity, we are adhering to
the framework of pure elasticity, because the contribution of
electromechanical coupling preserves the intrinsic features of
the wave Eq.~10! which make the subject of the foregoing
study.

The characteristic equation associated with~10! may be
written as

det~L1 ikg32y2I !5det~L2y2I !2k2g–~L2y2I !g50.
~11!

Here we exploit the identity det(a1b)5deta1tr(āb)
1tr(ab̄)1detb for arbitrary 333 matricesa, b ~tr denotes
trace, and superposed bar implies adjugate of a matrix!, the
identities detg350, tr(ag3)50, g35g^ g ~^ denotes the
dyadic product! for a symmetric matrixa and an axial vector
g, and the identity tr(a^ b)5a•b for arbitrary vectorsa, b
~Ref. 12, §12!. For a given directionm, Eq. ~11! defines
three real rootsya

2(k) ~a51,2,3!, provided that the wave
number k is considered as a free parameter. This fits the
interpretation in terms of acoustic-phonon branches charac-
terized by the dispersion dependenciesva5kya(k) ~a
51,2,3! in the given directionm5k/k. Alternatively, the
frequency v may be regarded as a free parameter, thus
matching the case of wave modes excited by a source at
some v and characterized by the dependencieska

5v/va(v) ~a51,2,3!. In the latter setting, recalling that
kg/v2!1, one may successively approximatek in Eq. ~11!
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by the valuesv/va , where va (a51,2,3) are the phase
speeds of the three modes traveling alongm in the nondis-
persive limit. On such a substitution, the cubic equation in
v2, which follows from ~11! for each of the three wave
branchesa51,2,3, yields a single appropriate solution satis-
fying the requirement thatva(v)→va at g→0.

We note that, in order to distinguish between valuesva ,
Aa ~a51,2,3! determined for the same directionm, respec-
tively, in the nondispersive limit and with regard for disper-
sive corrections, the values referred to in the latter case are
hereafter supplied with an argumentk or v in parentheses,
whereas the dependence onm is tacit.

II. CONDITIONS FOR DEGENERACY IN THE
PRESENCE OF SPATIAL DISPERSION

A. General considerations

A double degenerate eigenvalue of the Hermitian matrix
L1 ikg3, sayv1

2(k)5v2
2(k)[vd

2(k), must satisfy the condi-
tion

L1 ikg32vd
2~k!I50 ~12!

~superposed line implies an adjugate matrix!, which implic-
itly includes ~11!. The left-hand side may be cast into the
form,

L1 ikg32vd
2~k!I5L2vd

2~k!I2k2g^ g

2 ik@~L2vd
2~k!I !g#3. ~13!

Here we use the identitya1b5ā1b̄1ab1ba2~tr a)b
2(tr b)a1(tr a)(tr b)2tr(ab) for arbitrary matricesa, b
~Ref. 12, §12!, which on substituting a symmetrical matrixa
and an antisymmetric matrixg3 becomes a1g35
ā1g^ g1ag31g3a2(tr a)g3. It may be further shown
that the antisymmetric matrixag31g3a is dual to the vec-
tor, which is a scalar multiple of (g2ag), so that ag3

1g3a1(ag)3 is proportional tog3 with the factor equal to
tr a ~Ref. 13, §26!. Inserting the standard spectral decompo-
sition,

L5 (
a51

3

va
2Aa ^ Aa , ~14!

into ~13! reveals that Eq.~12! may be decomposed into two
real equations,

L2vd
2~k!I2k2g^ g50, ~15!

(
a51

3

@va
22vd

2~k!#gaAa50, ~16!

wherega[g•Aa .
Let m be the direction of phase-speed degeneracy estab-

lished in the nondispersive limit, sayv15v2[vd . The cor-
responding necessary and sufficient condition is

L2vd
2I50. ~17!

By ~15!–~17!, it is seen that the degeneracy in the presence
of linear spatial dispersion survives along a givenm at vary-
ing k, if and only if vd(k)5vd and the vectorg defined by

~9! identically vanishes for the givenm @otherwise, inciden-
tal degeneracy with the third wave branch is possible atg1

5g250 for the secluded valuek5u(L112L33)/g3u where
Lab[Aa•LAb#.

Consider the conditions of degeneracy in a generic di-
rectionm, which is not an acoustic axis in the nondispersive
limit and for whichg(m)Þ0. By ~16!, the degenerate value
vd(k) must be equal to one of the speeds referred to in the
nondispersive limit, say

vd~k!5v1 , ~18!

and henceg25g350. Inserting these equalities into~15!, we
infer the equation ong1 , so that the conditions for the de-
generacy may be put together in the form of three restric-
tions,

g15
1

k
$~v2

22v1
2!~v3

22v1
2!%1/2, g250, g350, ~19!

imposed on the vectorg, which by definition~9! depends on
m and k ~or v!, i.e., on three real scalar parameters. The
same results follow when the frequencyv is set as a free
parameter, except that Eq.~191! modifies by the substitution
of v/v1 instead ofk. Hence, we may conclude that in non-
centrosymmetric crystals the degeneracy of dispersive acous-
tic branches cannot persist at variation ofk5km in both
length and orientation in nonsymmetric directions, and may
possibly come about only for some secluded values ofk ~or
v! and m. This conclusion remains valid indeed with addi-
tional regard for the complementary effect of the next-order
dispersive terms of the expansion~6!. However, restrictions
on the degeneracy subside for symmetry directions~see next
subsection!.

In centrosymmetric crystals, the principal~quadratic!
dispersive corrections are represented by a real symmetric
matrix added to the Christoffel tensorL. Acoustic axes of
the general type, which are associated with the conical con-
tact of the slowness sheets at the point of degeneracy, are
stable with respect to such a perturbation,1,2 hence in this
case they merely shift their orientationsm depending onk
~or v!. On the other hand, the nonstability of degeneracies in
nonsymmetric directions of noncentrosymmetric crystals
with respect to spatial dispersion should not be put down just
to the fact that the dispersive corrections toL in this case are
complex valued. For instance, the effect of thermoelastic
coupling in heat-conducting media, which also casts the
wave problem into the complex-valued domain, modifies the
acoustic-wave degeneracies but nevertheless retains their
stability.14

B. Role of crystal symmetry

Regarding the nondispersive limit, consider an acoustic
axis which lies in a symmetry planem and normally implies
the degeneracy between the out-of-plane polarized transverse
mode and one of the in-plane polarized modes~e.g., Ref. 12,
§25!. For any directionmPm, the axial vectorg ~9! is or-
thogonal tom and therefore, according to~10!, the wave
branch with the out-of-plane transverse polarization is not
affected by linear spatial dispersion. Condition~19! applied
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to the acoustic axis in a symmetry planem reduces to a
single equation in two scalar parameters which are the angu-
lar coordinate of the acoustic axis inm, andk ~or v!. Con-
sequently, in noncentrosymmetric crystals there exist the
curves of degeneracy of acoustic-phonon branchesva(k)
~a51,2,3!, ask varies in its length and orientation in sym-
metry planes~whereas the similar curves in centrosymmetric
crystals are not limited to symmetry planes!. By virtue of
~18!, the values of degenerate phase speedvd(k) for kPm
are equal to the speed of the out-of-plane transverse mode
taken for the same propagation directionm5k/k in the non-
dispersive limit.

The symmetry axes, which represent the intersection of
symmetry planes, and any of the rotation inversion axes,
stipulate identical vanishing ofg, so the phase-speed degen-
eracy along such axes is not affected by linear spatial disper-
sion. Otherwise, the principal symmetry axes belonging to
the groups 432, 23, 622, 6, 422, 4, and the threefold axes in
the cubic groups 432, 23, provide a nonzero axial vectorg;
hence the degeneracies, which are maintained along these
symmetry axes in the nondispersive limit, are removed on
account of linear spatial dispersion.3,10 Furthermore, because
these axes do not belong to symmetry planes, the effect of
linear dispersion lifts the degeneracy from the neighborhood
of the axes just as it is in the nonsymmetric case considered
in Sec. III A.

We note that in the centrosymmetric crystals there is a
single case when quadratic spatial dispersion disturbs the de-
generacy referred to in the nondispersive limit to a symmetry
axis, namely, the tangency of the slowness sheets in the di-
rections of twofold axes in the groupm3 splits into conical-
type degeneracies diverging from the axes.

III. PERTURBATION-THEORY APPROACH

A. Perturbation in the nondegenerate case

By virtue of ~10!, the polarization vectorsAa(k) associ-
ated with nondegenerate speedsva(k) satisfy the relation,

Aa~k! ^ Aa* ~k!}L1 ikg32va
2~k!I ~a51,2,3! ~20!

~asterisk denotes complex conjugation;} implies that the
two matrices in~20! are scalar multiples of each other!. Ac-
cording to identities~13! and ~14!, the polarization related,
say, to the wave brancha51, may be written as

A1~k!i$@v2
22v1

2~k!#@v3
22v1

2~k!#2k2g1
2%A1

1$ ik@v3
22v1

2~k!#g32k2g1g2%A2

1$2 ik@v2
22v1

2~k!#g22k2g1g3%A3 , ~21!

wherei between two vectors indicates that they are parallel,
and we recall the notationga[g•Aa . The exact relation
~21! contains the rootsv1

2(k) of Eq. ~11!. Provided thatuv2

2v1u, uv32v1u@uv1(k)2v1u, i.e., that the given direction
m is remote from acoustic axes determined in the nondisper-
sive limit, the perturbation theory yields

v1
2~k!5v1

21k2S g2
2

v2
22v1

2 1
g3

2

v3
22v1

2D . ~22!

Regarding the frequencyv as a free parameter, one needs to
replace the parameterk by v/v1 in Eqs.~21! and~22!. Simi-
lar relations for the branchesa52,3 follow by obvious per-
mutation of indices. It is seen that for directions, remote
from degeneracies, linear spatial dispersion entails small el-
lipticity of polarizations proportional to (ka), and weak dis-
tortion of the phase speeds in the (ka)2-order.8,9 We note
that, by~22!, the effect of linear spatial dispersion increases
the lowest of the three speeds and decreases the highest one;
however, this conclusion may be violated on account of qua-
dratic spatial dispersion which contributes tova

2(k) in the
same (ka)2-order.

As mentioned in Sec. III B, for any directionm lying in
a symmetry planem the vectorg is orthogonal tom, there-
fore the out-of-plane transverse wave branch is not affected
by linear spatial dispersion. According to~21! and ~22!, the
displacement vectors associated with the other two modes
circumscribe ellipses which lie inm and have principal axes
along polarization vectors of these modes taken in the non-
dispersive limit.

B. Perturbation of the conicaltype degeneracy

Proceeding from the nondispersive limit, consider an ar-
bitrary phase-speed degeneracy in some nonsymmetric direc-
tion denoted asm0d , and assume the general possibility for a
contact of degenerate slowness sheets atm0d which is the
conicaltype contact. We denote the wave parameters, re-
ferred to asm0d in the absence of spatial dispersion, as

v1~m0d!5v2~m0d![v0d , v3~m0d![v03,
~23!

A3~m0d![A03.

The distribution of the~real! polarization vectorsAa(m) for
each of the nondispersive wave branchesa51,2 in the close
proximity to m0d represents a plane vector field with a sin-
gularity characterized by the Poincare indexn. It measures in
units of 2p the aggregate turn of the undirected vectors~seg-
ments! Aa(m) accumulated on a closed circuit aroundm0d

~recall that the orientationAa at m5m0d is indefinite!. In the
case of the conicaltype acoustic axis, the Poincare index may
take valuesn561/2 ~see Fig. 1!, which are specified by the
criterion2

n5 1
2 sgn$@~A013A02!–m0d#@~p3q!–m0d#%, ~24!

where A01, A02 are arbitrary orthonormalized real vectors
orthogonal toA03,

p5~A01cA012A02cA02!m0d ,
~25!

q5~A01cA021A02cA01!m0d

(A0acA0bm0d[A0a i
ci jkl A0b j

m0dk
), and p3qÞ0, which

embodies the assumption of the conical type of the degen-
eracy. The presence of such a topological singularity signals
the stability of the degeneracy with respect to perturbations
retaining the polarizations as real vectors. For instance,n
52 1

2 in the case of conicaltype acoustic axis coinciding with
a threefold symmetry axis.
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Turning now to the effect of linear spatial dispersion,
hereafter for definiteness we choose the frequencyv as a free
parameter. Let us introduce the directionsm in the neighbor-
hood ofm0d as

m~u,w!'m0d1uew , ~26!

whereu (u!1) is the small angle showing the deviation of
the running vectorm from the reference directionm0d ; and
ew is the unit vector, whose orientation in the plane orthogo-
nal to m0d may be described by the polar anglew. We will
also use the notation

g0a5g0•A0a , a51,2,3, ~27!

whereg0[g(m0d) is a constant vector~independent ofu, w,
v! which is defined by~9! taken atm0d . By appeal to the
perturbation-theory procedure for solving the perturbed
Christoffel equation in the neighborhood of degeneracies,2

the phase speedsva(v) and the polarization vectorsAa(v)
of the wave branchesa51,2 in the leading approximation
both in the dispersive corrections and in the deviation angle
u may be written in the form,

va~v!5v0d1
1

2v0d
H 2v0duw–ew

7F ~up–ew!21~uq–ew!21S v

v0d
D 2

g03
2 G1/2J , ~28!

Aa~v!i S uq–ew1 i
v

v0d
g03DA01

1H up–ew7F ~up–ew!21~uq–ew!21S v

v0d
D 2

g03
2 G1/2J A02,

~29!

wherew5(1/2v0d)(A01cA011A02cA02)m0d . Invoking ~25!,
one may obtain, e.g., for the case of conicaltype degeneracy
in the directionm0d of the threefold axis in a trigonal crystal:
w–ew50, p–ew52(c14 sinw2c25 cosw), q–ew52(c14 cosw
1c25 sinw), where the anglew is measured from the crystal-
lographic axisX1 .

By ~28!, the effect of spatial dispersion lifts the degen-
eracy provided thatg03Þ0. In accordance with the general
considerations put forward in Sec. III A, the acoustic axis is
not just removed from its ‘‘original’’ directionm0d , but the
absence of degeneracy is ensured in the whole neighboring
domain u<vg/v3;ka. The complex polarization vectors
A1(v), A2(v) approximated by~29! satisfy the Hermitian
orthogonality conditionA1•A2* 50 and lie in the common
plane orthogonal to the real vectorA03; hence~see Ref. 12,
§45! the displacement vectors of the modesa51,2, propa-
gating in the neighborhood ofm0d , tend to circumscribe the
coplanar orthogonal ellipses in mutually opposite directions.
In particular, by~28! and ~29!, the speeds and polarizations
of these modes, traveling strictly along the directionm0d

~i.e., atu50!, may be written in the leading approximation as

va~v,m0d!5v0d7
vug03u
2v0d

2 , Aa~m0d!iA016 iA02,

~30!

where ~301! reveals the (ka)-order impact of linear spatial
dispersion, and~302! implies circular polarizations with op-
posite senses of traversal.3,9 The latter property provides for
the rotation of linear polarization~orthogonal toA03! of the
coupled-modes disturbance traveling alongm0d .

Thus, the acoustic-activity phenomenon of the polariza-
tion rotation pertains to the directions of acoustic axes in
general, rather than just to those which coincide with the
appropriate symmetry axes from the list3,10 mentioned in
Sec. III B. The difference is that in the case of symmetry
axes, first, the rotation is concerned with pure transverse
modes polarized in the plane orthogonal tom0d , and, sec-
ond, Eqs.~30! prove to be exact to within the (ka)2-order
inclusively, which is because neither the vectorg0im0diA03

in the second order of the perturbation theory, nor quadratic
spatial dispersion, affects the wave solutions~see also Sec.
IV C!.

The patterns of the plane distribution of arbitrarily nor-
malized polarization ellipses~29! in the close neighborhood
of m0d are schematically presented in Fig. 1~b!. By sticking
to principal axes of the ellipses, these distributions may be

FIG. 1. The singular patterns of polarization fieldsAa(m) ~a51,2! in the
neighborhood of a conicaltype degeneracy in the nondispersive limit~a! and
their transformation under the effect of linear spatial dispersion~b!. @The
filled circles in ~a! imply arbitrary orientation of the polarization in the
reference plane for the mode traveling strictly along the direction of degen-
eracym0d ; the arrows in~b! indicate the sense of traversal.#
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understood as fields of the crosses assigned with orientation
and length. On comparing with Fig. 1~a!, which shows the
singular patterns of fields of linear polarizations in the same
plane in the nondispersive limit, we observe that it is the
presence of the circular polarization~30! which smoothes the
‘‘original’’ topological singularity atm0d , and therefore al-
lows for the vanishing of the degeneracy under the effect of
spatial dispersion.

Let us envisage the remaining possibility, which is the
orthogonality of the nonzero vectorg0[g(m0d) to A03, i.e.,
g0–A03[g0350, g0

25g01
2 1g02

2 Þ0. Given that, perturbation
theory yields the following relations for the wave branches
a51,2 in the neighborhood ofm0d ,

va~v!5v0d1
1

2v0d
H 2v0duw–ew1

v2g0
2

2v0d
2 ~v0d

2 2v03
2 !

7F S up–ew1
v2~g01

2 2g02
2 !

2v0d
2 ~v0d

2 2v03
2 !

D 2

1S uq–ew2
v2g01g02

v0d
2 ~v0d

2 2v03
2 ! D

2

1S vg3

v0d
D 2G1/2J , ~31!

Aa~v!i S uq–ew2
v2g01g02

v0d
2 ~v0d

2 2v03
2 !

1 i
vg3

v0d
DA01

1H up–ew1
v2~g01

2 2g02
2 !

2v0d
2 ~v0d

2 2v03
2 !

7F S up–ew1
v2~g01

2 2g02
2 !

2v0d
2 ~v0d

2 2v03
2 !

D 2

1S uq–ew2
vg2g01g02

v0d
2 ~v0d

2 2v03
2 ! D

2

1S vg3

v0d
D 2G1/2J A02, ~32!

whereg3(m)[g(m)–A03.
The condition g0–A0350, stipulating ~31! and ~32!,

holds for m0d lying in a symmetry planem, so thatg3(m)
50. In this case the condition of zero radicand in~31! re-
duces to the system of equations,

up–ew1
v2~g01

2 2g02
2 !

2v0d
2 ~v0d

2 2v03
2 !

50,

~33!

uq–ew2
v2g01g02

v0d
2 ~v0d

2 2v03
2 !

50.

Bearing in mind thatp3qÞ0, it may be shown that this
system, regarded at any given frequencyv, always yields a
unique solution foru, w. By ~31!, this solution defines the
onset of the curve, which is traced inm by the orientation of
the acoustic axis depending on frequency on account of spa-
tial dispersion~see Sec. III B!.

Also, the equalityg0–A0350 may, in principle, come
about as a result of incidental orthogonality ofg0[g(m0d) to
A03 which is violated at deviatingm'm0d1uew from m0d ,
so thatg3(m);uav2. In such a case, similarly to~28!, Eq.
~31! confirms the vanishing of the degeneracy in the domain
surroundingm0d . At the same time, by~31!, the (ka)2-order
effect of linear spatial dispersion is maintained throughout
the neighborhood ofm0d which is different to~301!; and by

~32! the modesa51,2 traveling strictly alongm0d are lin-
early polarized, which is in contrast to~302!. However, by
appeal to~32! it is plain to see that, onceg3(m)Þ0, the
solution $u,w,v% of ~33! delivers the frequency-dependent
propagation directionm (m→m0d at g→0! of modes with
the circular polarization, which smoothes the singularity of
linear-polarization fields in accordance with the degeneracy
lifting. It is worth mentioning that quadratic spatial disper-
sion provides the contribution of the same (ka)2-order, but
the third perfect-square term under the radical in~31! and
~32!, which underlies lifting of degeneracy, is stipulated par-
ticularly by linear spatial dispersion.

C. Perturbation of the tangentialtype degeneracy

In the nondispersive limit, typical occasions of the tan-
gential degeneracies of slowness sheets are related to the
directionsm0d of the axes of symmetry higher than threefold
~plus the twofold axes in the 23 andm3 groups!. These
acoustic axes are characterized by the polarization singulari-
ties with the possible values of the Poincare indexn561.1,2

Taking linear spatial dispersion into account and recalling
that the nonzero vectorg0[g(m0d)im0d exists for the prin-
cipal symmetry axesm0d in the groups 432, 23, 622, 6, 422,
4, we find in the leading approximation the phase speeds and
polarizations of the~quasi! transverse wavesa51,2 propa-
gating in the neighborhood of these axes,

va~v!5Ac44

r
1

1

4Arc44
H u2n37Fu4~n1

2 cos2 2w

1n2
2 sin2 2w!14

rv2

c44
g03

2 G1/2J , ~34!

Aa~v!i S u2n2 sin 2w12ivA r

c44
g03DA01

1H u2n1 cos 2w7Fu4~n1
2 cos2 2w1n2

2 sin2 2w!

14
rv2

c44
g03

2 G1/2J A02, ~35!

where

n15D162
d13

2

D34
, n25d122

d13
2

D34
,

n35D142D462
d13

2

D34
,

~36!
Dab5caa2cbb , a,b51,...,6;

di j 5cii j j 1ci j i j , iÞ j 51,2,3,

so thatn15n3 andn15n2 for cubic and hexagonal symme-
try groups, respectively~for brevity we assume that in the
case of group 4 the choice of the axesX1 , X2 ensuresc16

50!.
It is seen that the effect of linear spatial dispersion on

the tangentialtype degeneracies has basically the same fea-
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tures as in the case of the conicaltype degeneracies. In par-
ticular, the arrival of the circular polarizations smoothes the
polarization singularity, which allows for the vanishing of
degeneracy in the neighboring domain.

IV. SUMMARY

The effect of spatial dispersion on the acoustic proper-
ties of noncentrosymmetric crystals was studied in the neigh-
borhood of directions established as acoustic axes in the non-
dispersive limit. It is shown that in the case of acoustic axes,
which neither lie in a symmetry plane, nor prove to be par-
allel to a rotation inversion axis, the degeneracy is lifted in
the whole local domain. An acoustic axis lying in a symme-
try plane changes its in-plane orientation depending on the
frequency, unless remaining fixed to a symmetry axis. Cor-
responding singularity of linear-polarization vectors, which
is attached to the acoustic axis, is smoothed due to arrival of
circular polarization stipulated by linear spatial dispersion. It
is proved that, once the degeneracy with regard for linear
spatial dispersion occurs in some direction, the value of de-
generate phase speed coincides with the value of one of the
speeds assigned to the same direction in the nondispersive
limit. Relations for the acoustic-wave parameters with dis-
persive corrections are derived for various particular cases.
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Torsional wave scattering from a diameter step in a rod
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The propagation and scattering of torsional waves in circular rods of infinite length with a free
surface that have an abrupt diameter change is discussed. A mode expansion technique involving
propagating and cut-off modes is applied to obtain numerical results for a range of parameter values.
The calculated results are compared with simplified models valid in the high- and low-frequency
regions, respectively. The calculations show that higher radial modes have strong influence at higher
frequencies. In particular, near the cut-off frequencies both amplitude and phase responses are
strongly influenced. It is further found that the approximation accuracy results depend on the
number of modes used in the modal expansion. It is demonstrated that in order to obtain an accuracy
~as judged from convergence! that is sufficient for typical parameters chosen, all propagating modes
plus a few cut-off modes should be included in the calculations. ©1998 Acoustical Society of
America.@S0001-4966~98!04410-5#

PACS numbers: 43.20.Ks, 43.20.Mv, 43.20.Fn, 43.35.Cg@ANN#

INTRODUCTION

Propagation of waves in cylindrical structures are of in-
terest in many different applications such as medical
ultrasound,1 acoustic propagation along boreholes,2 acoustic
sensing,3 and fiber acousto-optics,4,5 etc. This problem has
been studied for the special case when a semi-infinite rod is
connected to an elastic half-space.6 The problem of transient
torsional waves in stepped rods has been investigated by a
finite difference method.7 In this study we address the scat-
tering of the torsional mode group due to an abrupt rod di-
ameter change. In comparison to the previous works, this is
done for an extended range of various parameters such as
radii, radius steps, and frequency. The theory includes scat-
tering of modes by discontinuities both increasing and de-
creasing in the propagation direction.

In the next section we give a summary of torsional wave
mode propagation in uniform rods. This is followed by a
simplified theory giving the transmission of the fundamental
mode in the low- and high-frequency limits, respectively.
We then consider the scattered waves in more detail by ex-
panding all fields in eigenmodes. Solving the resulting equa-
tions numerically, we first present detailed field patterns in
the neighborhood of the discontinuity, followed by scattering
parameters describing the reflection and transmission of a
single mode. We consider mostly the scattering when a fun-
damental mode is incident on the discontinuity, but we also
discuss the case of a higher-order mode as used in a trapped
mode resonator configuration as reported in the literature.8

I. TORSIONAL MODES IN CIRCULAR RODS

We shall later need some detailed knowledge of the
eigenmodes of the torsional mode group propagating along
the z axis of a cylindrical rod of radiusR with free bound-
aries~see Fig. 1!. We first give a brief overview of some of
the properties of these modes9,10 pertinent to the present dis-
cussion. The displacement is circumferential and does not
vary with w, so it can be written

u~rW,t !5uw~r !expj ~Vt2Kz!. ~1!

Suppressing the exponential part we have

uw5H C0K0
2r , s50,

CsKtJ1~Ktr !, s.0,
~2!

where s denotes the fundamental mode,K25K0
22Kt

2 , K0

5V/Vt , Kt5Zs /R, andZS is the sth zero ofJ2(Z). Some
values forZs are 0, 5.136, 8.417, and 11.62 fors50,1, 2, and
3, respectively. The angular frequency isV and Vt is the
bulk shear wave velocity.

The Poynting vector is directed in thez direction and it
has a complex magnitudep52 1

2(v* •T)z . The asterisk de-
notes complex conjugate. Integrated over the cross section
the total power in a given mode is

P5E
0

2pE
0

R

pr dr dw

52
1

2E0

2pE
0

R

~v* •T!zr dr dw52pE
0

R

~v* •T!zr dr ,

~3!

where the relevant velocity and stress components are given
by, respectively,

v5
]uw

]t
5 jVtH C0K0

3r , s50,

CsK0KtJ1~Ktr !, s.0,
~4!

T45Twz52 jc44H C0K0
3r , s50,

CsKKtJ1~Ktr !, s.0,
~5!

where the stiffness tensor elementc445rVt
2 , is related toVt

and the densityr. Substituting these expressions into Eq.~3!,
we find that for any given modes we can write

P5pVc44KE
0

R

uw,suw,sr dr , ~6!
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taking into account thatu is real ~see below!. The resulting
expressions can be distinguished according to the value ofs
as follows.

~a! For s50 we find

P5
p

4
c44R

4VtC0
2K0

65
p

4
rR4Vt

3C0
2K0

6 . ~7!

ThusC0 is

C05
2

K0
3VtR

2
A P

prVt
5

2Vt

V3R2
APVt

pr
. ~8!

~b! For s >1, we obtain when we apply the boundary
conditions

P5pc44uCsu2KK0VtE
0

Zs
J1

2~Ktr !~Ktr !d~Ktr !

5 1
2 pc44uCsu2KK0VtZs

2J1
2~Zs!

5 1
2 pruCsu2KK0Vt

3Zs
2J1

2~Zs!, ~9!

so that

uCsu25
1

~VtZsJ1~Zs!!2

2P

prKK0Vt

5
1

„VtZsJ1~Zs!…
2

2P

prVK
. ~10!

For propagating modes all quantities on the right side of this
equation can be taken to be real and positive. For cut-off
modesK is imaginary with a negative imaginary part. We
choose this to be the case forP also. For normalization pur-
poses we therefore define for alls values

P5H 1, for propagating modes,

2 j , for cut-off modes.
~11!

With this conventionCs is always real and positive. There-
fore we can write the following relation valid for all values
of s and for both propagating and cut-off modes:

Cs55
2Vt

V3R2
AVt

pr
, s50,

1

VtZsuJ1~Zs!u
A 2

prVuKu
, s.0.

~12!

Thus the normalized modes become

uw55
2Vt

V3R2
AVt

pr
K0

2r 5
2

VR
A 1

prVt

r

R
, s50,

1

VtZsuJ1~Zs!u
A 2

prVuKu
KtJ1~Ktr !

5
1

VtR
A 2

prVuKu
J1„Zs ~r /R!…

uJ1~Zs!u
, s.0.

~13!

We want to eliminateK from these expressions. Substituting
a previously stated relation and introducing the convenient
normalized frequency parameterX5RV/Vt5K0R, we fi-
nally find that this can be written

uw5
1

XA 2

prVt
3u12~Zs /X!2u1/2H A2~r /R!, s50,

J1„Zs~r /R!…

uJ1~Zs!u
, s.0,

~14!

which we note is always real.

II. STATEMENT OF THE SCATTERING PROBLEM

The scattering problem is defined as follows. Consider a
solid rod with a circular cross section with a discontinuity in
radius atz50 changing fromRl in the left part toRr in the
right part, where we assumeRl.Rr as shown in Fig. 2. The
subscriptsl and r will be used below in other variables to
refer to the same two parts of the rod. Torsional waves are
propagating in both directions on either side of the disconti-
nuity. The amplitudes of incoming waves are denoted bya
and outgoing waves byb, respectively. Relations between
these amplitudes can be described by the scattering matrixS
through

F bl

br
G5FS11 S12

S21 S22
GF al

ar
G . ~15!

We shall first develop formulas in special cases based on
simplified theories in the high- and low-frequency limits, re-
spectively. This is done to get a feeling for, in particular, the
scattering of the fundamental mode. These results will also
be used as a reference to compare results obtained by the
more complete theory discussed subsequently. We point out
that henceforth the subscriptw will be suppressed from the
equations.

FIG. 1. Coordinate system for cylindrical rod.

FIG. 2. Definition of geometry and incoming and scattered waves in prob-
lem of scattering from a single step.
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III. SIMPLIFIED THEORY

A. High-frequency limit

In the high frequency approximation the transmission of
the wave can be found by modeling it as in classical beam
propagation. In this limit the part of a fundamental mode that
will propagate through a discontinuity is given by the frac-
tion of the energy that is within radiusRr . Since the dis-
placement of this mode varies linearly with radius, all of the
transmitted energy will be excited in the right part with a
radial distribution identical to a fundamental mode. Accord-
ingly only this mode will propagate in the right part of the
rod. If the impinging wave has unit power, we find that the
power located between radiusr and r 1dr is given by

dP54
r 3dr

Rl
4

. ~16!

By integration of this expression from 0 toRr we conclude
that the amplitude scattering coefficient given by the power
transmitted to the right part is

S215Pr5S Rr

Rl
D 4

. ~17!

The remaining part of the energy is reflected with partial
mode conversion into various modes. We will not pursue this
aspect any further here.

B. Low-frequency limit

In this case we assume that the problem involves only
the fundamental mode. We consider the solution based on
conservation of angular momentum and of energy. All four
velocities being equal in this case, one can argue that the
conservation of angular momentum can be expressed by in-
tegrating the product of the density and the local velocity
over the cross sections, giving the following relation,

alVrE
0

Rl
rul2pr dr 5blVrE

0

Rl
rul2pr dr

1brVrE
0

Rr
rur2pr dr , ~18!

where the power normalized fieldsul andur according to Eq.
~13! are proportional tor /Rl

2 andr /Rr
2 , respectively. Substi-

tuting for these quantities and dividing out all common fac-
tors gives

alRl
25blRl

21brRr
2 . ~19!

Combining this condition with the condition of conservation
of energy, i.e.,

al
25bl

21br
2 , ~20!

we find the relevant parameter to be

S215
br

al
5

2Rrel
2

11Rrel
4

, ~21!

whereRrel5Rr /Rl . We shall comment on these expressions
later.

IV. MODAL ANALYSIS

We now consider the general torsional wave case, as-
suming an arbitrary field that can be expressed by a sum of
eigenmodes. This is an approach that was developed for
waveguide discontinuities in microwave engineering,11 and it
has also been used in various areas of acoustics.9 If the num-
ber of modes isN, the scattering can be described by

3
bl1

bl2

...

blN

br1

br2

...

brN

4 53
@S11# @S12#

@S21# @S22#
4 3

al1

al2

...

alN

ar1

ar2

...

arN

4 . ~22!

Here, the general expression for each wave consisting ofN
modes has been written in vector form so that, for example,
the scattered wave in the left rod part is contained in the
upper half of the column vector on the left side of this equa-
tion. The second index ofa andb denotes the mode number.
Also, each of the submatrices@Si j # is anN3N matrix.

In the general case an infinite number of modes are in-
volved. Of these modes a finite number are propagating
while the others are cut-off. For numerical calculations we
have to limit the total number of modesN to be finite.

We consider the general case when there are incoming
waves from both sides. To find the appropriate terms the
following two boundary conditions must be satisfied forz
50:

~a! for r ,Rr , continuity of displacement and force across
the interface, and

~b! For r .Rr , surface force is equal to zero.

The two variables we shall consider areuw andTwz , in
which we will henceforth suppress the coordinate suffixesw
and z. We expand theu and T variables of the incoming
wave on the left side~now calledul

a andTl
a to identify which

wave and rod part! in eigenmodes, i.e.,

ul
a5(

i
al ,iul ,i exp~2 jK l ,iz!,

~23!

Tl
a5(

i
Tl ,i52 jc44(

i
Kl ,ial ,iul ,i exp~2 jK l ,iz!,

whereal ,i denotes the amplitude of the incoming mode of
radial mode numberi in the left part of the structure. Simi-
larly, the outgoing wave in the left guide is denoted byul

b

andTl
b and can be written
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ul
b5(

i
bl ,iul ,i exp~ jK l ,iz!,

~24!

Tl
b5 jc44(

i
Kl ,ibl ,iul ,i exp~ jK l ,iz!.

In the right part incoming and outgoing waves can be
written with a similar notation,

ur
a5(

i
ar ,iur ,i exp~ jK r ,iz!,

~25!

Tr
a5(

i
Tr ,i5 jc44(

i
Kr ,iar ,iur ,i exp~ jK r ,iz!,

ur
b5(

i
br ,iur ,i exp~2 jK r ,iz!,

~26!

Tr
b52 jc44(

i
Kr ,ibr ,iur ,i exp~2 jK r ,iz!.

The discontinuity will generate scattered waves. From
the cylindrical symmetry it is realized that no longitudinal or
flexural mode is excited. All waves can therefore be ex-
panded into torsional eigenmodes. For all modes in the left
part we assume Re(Kl,i)>0 for propagating modes and
Im(Kl,i)<0 for cut-off modes. The same relations hold for
Kr ,i .

We now apply the boundary conditions for velocity and
stress at the step. They can be written

j Vul
a1 j Vul

b5 j Vur
a1 j Vur

b , r ,Rr , ~27!

Tl
a1Tl

b5H Tr
a1Tr

b , r ,Rr ,

0, r.Rr .
~28!

We expand all fields in eigenmodes to obtain

j V(
i

al ,iul ,i1 j V(
i

bl ,iul ,i

5 j V(
i

ar ,iur ,i1 j V(
i

br ,iur ,i , r ,Rr , ~29!

2 jc44(
i

Kl ,ial ,iul ,i1 jc44(
i

Kl ,ibl ,iul ,i

5H jc44(
i

Kr ,iar ,iur ,i2 jc44(
i

Kr ,ibr ,iur ,i , r ,Rr ,

0, r.Rr .

~30!

Equation~29! is complex conjugated and multiplied by
2 1

2Tr ,m5 1
2 jc44Kr ,mur ,m where Tr ,m is the relevant stress

component of modem in the right part. After integration
over the common cross section 0,r ,Rr we obtain

(
i

pc44VKr ,mal ,i* E
0

Rr
ul ,iur ,mr dr

1(
i

pc44VKr ,mbl ,i* E
0

Rr
ul ,iur ,mr dr

5(
i

pc44VKr ,mar ,i* E
0

Rr
ur ,iur ,mr dr

1(
i

pc44VKr ,mbr ,i* E
0

Rr
ur ,iur ,mr dr . ~31!

By complex conjugating this equation and introducing the
normalized wave numberQr ,m5Kr ,m /K0 , it can be written

(
i

pc44VQr ,m* al ,iE
0

Rr
ul ,iur ,mr dr

1(
i

pc44VQr ,m* bl ,iE
0

Rr
ul ,iur ,mr dr

5(
i

pc44VQr ,m* ar ,iE
0

Rr
ur ,iur ,mr dr

1(
i

pc44VQr ,m* br ,iE
0

Rr
ur ,iur ,mr dr , ~32!

which can be changed to

Qr ,m* (
i

L imal ,i1Qr ,m* (
i

L imbl ,i

5Pr ,m* ar ,m1Pr ,m* br ,m , ~33!

by introducing the real overlap integral

Lim5pc44VK0E
0

Rr
ul ,iur ,mr dr

5prVtV
2E

0

Rr
ul ,iur ,mr dr 5prVt

3E
0

Xr
ul ,iur ,mx dx,

~34!

where the normalized quantitiesXr5K0Rr5RrV/Vt and x
5K0r 5rV/Vt have been substituted. Further,Pr ,m equals 1
for a propagating mode, and2 j for cut-off modes.

Multiplication of Eq. ~30! by 2 1
2v l ,m* 5 1

2 j Vul ,m and in-
tegration over the total cross section given by 0,r ,Rl

yields

2(
i

pc44VKl ,ial ,iE
0

Rl
ul ,iul ,mr dr

1(
i

pc44VKl ,ibl ,iE
0

Rl
ul ,iul ,mr dr

5(
i

pc44VKr ,iar ,iE
0

Rr
ur ,iul ,mr dr

2(
i

pc44VKr ,ibr ,iE
0

Rr
ur ,iul ,mr dr . ~35!
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Introducing the quantityP also for the left side, we write this
relation,

2Pl ,mal ,m1Pl ,mbl ,m

5(
i

Qr ,iLmiar ,i2(
i

Qr ,iLmibr ,i . ~36!

Provided alla’s are known, the two equation systems in
the most general case give an infinite set of linear equations
to determine the infinite number of coefficientsbl ,i andbr ,i .
For numerical calculations the summations are truncated to
N terms which yield 2N equations to determine 2N coeffi-
cients.

To find the scattering parameters we write Eqs.~33! and
~36! in the following form after dividing the first equation by
Pr ,m* :

uQr ,mu(
i

L imbl ,i2br ,m52uQr ,mu(
i

L imal ,i1ar ,m ,

~37!

Pl ,mbl ,m1(
i

Qr ,iLmibr ,i5Pl ,mal ,m1(
i

Qr ,iLmiar ,i ,

which is of the same form as Eq.~22!. As an example, for
N53 these equations can be written for the left side

3
uQr ,1uL11 uQr ,1uL21 uQr ,1uL31 21 0 0

uQr ,2uL12 uQr ,2uL22 uQr ,2uL32 0 21 0

uQr ,3uL13 uQr ,3uL23 uQr ,3uL33 0 0 21

Pl ,1 0 0 Qr ,1L11 Qr ,2L12 Qr ,3L13

0 Pl ,2 0 Qr ,1L21 Qr ,2L22 Qr ,3L23

0 0 Pl ,3 Qr ,1L31 Qr ,2L32 Qr ,3L33

4 3
bl ,1

bl ,2

bl ,3

br ,1

br ,2

br ,3

4 , ~38!

and for the right side

3
2uQr ,1uL11 2uQr ,1uL21 2uQr ,1uL31 1 0 0

2uQr ,2uL12 2uQr ,2uL22 2uQr ,2uL32 0 1 0

2uQr ,3uL13 2uQr ,3uL23 2uQr ,3uL33 0 0 1

Pl ,1 0 0 Qr ,1L11 Qr ,2L12 Qr ,3L13

0 Pl ,2 0 Qr ,1L21 Qr ,2L22 Qr ,3L23

0 0 Pl ,3 Qr ,1L31 Qr ,2L32 Qr ,3L33

4 3
al ,1

al ,2

al ,3

ar ,1

ar ,2

ar ,3

4 . ~39!

With appropriate definitions of allMs, these relations can be
written in abbreviated form,

FM11 M12

M21 M22
GF bl

br
G5F2M11 2M12

M21 M22
GF al

ar
G ~40!

or

@Mb#F bl

br
G5@Ma#F al

ar
G , ~41!

with solution

F bl

br
G5@Mb#21@Ma#F al

ar
G . ~42!

The scattering matrix as defined in Eq.~22! is therefore
given by

S5@Mb#21@Ma#. ~43!

We can also find the transmission matrix by reorganizing Eq.
~37! to be

ar ,m1br ,m5uQr ,mu(
i

L imal ,i1uQr ,mu(
i

L imbl ,i ,

~44!

(
i

Qr ,iLmiar ,i2(
i

Qr ,iLmibr ,i5Pl ,mbl ,m2Pl ,mal ,m .

With the same notation as above, this equation system can be
written

F2M12 2M12

M22 2M22
GFar

br
G5FM11 M11

M21 2M21
GFbl

al
G , ~45!

which can also be written as

@Mr #Far

br
G5@Ml #Fbl

al
G . ~46!

With solution

Far

br
G5@Mr #

21@Ml #Fbl

al
G , ~47!

the transmission matrix can be written

T5@Mr #
21@Ml #. ~48!
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Although it is not necessary, we will consider the input
port to be the left side. In this perspective we have until now
assumed the ‘‘downstep’’ case whereRl.Rr . The opposite
‘‘upstep’’ case can be found easily from the solution already
obtained by changing the notation so that the two sides of the
rod are interchanged. By proceeding in this way we can refer
to the ‘‘input’’ side as the left side independently of the
direction of the step.

V. RESULTS

We shall present numerically calculated results below.
We have investigated various cases describing the scattering
process. This process will be considered from a field point of
view. Power normalized transmission and reflection param-
eters are also discussed. In accordance with previous nota-
tion we have introduced the normalized frequenciesXl

5VRl /Vt andXr5VRr /Vt for the left and right parts of the
rod, respectively. We have tested different numbers of modes
in the mode expansion. The resulting curves are modes
added up to a value where the result is not visibly dependent
on additional modes when looking at it. Unless where spe-
cifically stated, the results shown are based on 50 modes in
the field expansions.

The first example illustrates the displacement distribu-
tion across the step~i.e., z50! when a fundamental mode is
incident on the discontinuity. Its field amplitude is unity at
the surface. We have chosen a geometry where the radius of
the right part is half of the radius of the left part (Rr /Rl

50.5). In Fig. 3 we have shown the incoming distribution
~magnitude of the complex phasor! of the fundamental mode

as a straight line from the origin to the coordinates~2,1!. In
the four cases illustrated,Xr varies between 0.5, which is a
very clear single mode case, up to 200, in which case the two
parts can propagate 64 and 32 modes, respectively. The
curves going fromr /Rr50 to 1 show the total transmitted
field distribution forz50 consisting of the sum of all mode
contributions. In Fig. 4 we show the dependence onz and r
of the displacement for the same parameters as in the previ-
ous figure.

These two figures show that for the lowest normalized
frequency (Xr50.5) the transmitted field pattern is domi-
nated by the single propagating mode. ForXr55 we can see
the effect of, in particular, the next-higher-order mode (s
51) in the transmission, although this mode decays over a
short transition region because it is slightly below its cutoff
frequency of 5.14 and accordingly strongly attenuated. For
Xr520 five higher-order propagating modes contribute so
that an irregular interference pattern occurs. In the high-
frequency case (Xr5200) the incoming distribution is trans-
mitted through the step as through a stop, at least when the
immediate local field distribution is concerned. This is con-
sistent with ray tracing methods well known from acoustics
and optics. There seems to be a pronounced focusing effect
of irregular character along the cylinder axis after a short
distance.

We have also considered the upstep case. In Fig. 5 the
axial variation of the fields are shown for the caseRr /Rl

52. We have again taken the incoming fundamental mode to
be of unit amplitude at the surface, and we have used the
same values forXr as in the previous example. The same
general features are demonstrated as before, although it ap-
pears that for the single-mode case the influence of the
higher modes are somewhat more pronounced than before.
We also note that in the high-frequency case the initially
triangular excitation forz50 spreads out quickly for increas-
ing z, and that the focusing effect now seems to be stronger
than in the downstep case.

Another illustration of the results can be obtained by
calculating the scattering parameters for the power normal-
ized modes as discussed earlier. We have calculated the scat-
tering parameters for an incoming fundamental mode. The
scattering into the two lowest modes in both transmission
and reflection is shown for the downstep case in Fig. 6. The
magnitude of the phasors are shown as functions ofXl with
Rr /Rl as parameter. Only results for propagating scattered
modes are shown. The frequency is normalized with respect
to the left part of the rod. The figure shows that there are
strong resonance effects associated with the left radius when
the corresponding normalized frequency is equal to any of
the zeros of the Bessel function of second order. For these
values a mode is excited in the left part that is at the limit of
cut-off. In this case the group velocity is near zero and ac-
cordingly the energy is stored in the neighborhood of the
step for an extended time. We note that similar but weaker
resonances can be observed in the responses for normalized
frequencies corresponding to cut-off conditions for the right
part. Transformation between normalized frequencies for the
two parts can be done according toXr /Xl5Rr /Rl .

In Fig. 7 we show similar curves for the upstep case. In

FIG. 3. Radial distribution of displacement withXr as a parameter forz
50 with Rr /Rl50.5. Full line is the incoming fundamental mode. Dotted
curve is the reflected wave and dashed curve is the transmitted wave.

2020 2020J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Helge E. Engan: Torsional wave scattering



FIG. 4. Radial and axial distribution of displacement withXr as a parameter forz>0 with Rr /Rl50.5.

FIG. 5. Radial and axial distribution of displacement withXr as a parameter forz>0 with Rr /Rl52.
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order to show similarities with the downstep case we have
chosen to useXr as variable andRl /Rr as parameter here. In
this format the curves for transmission into the fundamental
mode is identical to the previous case when curves for cor-

responding parameters are compared. This is in accordance
with symmetry properties of scattering matrices.11 For low
frequencies when no higher modes are propagating, energy
conservation therefore implies that the reflected power is also

FIG. 7. As in Fig. 6, but for an upstep. The parameter isRl /Rr . ~a! Transmitted modes50, ~b! reflected modes50, ~c! transmitted modes51, and~d!
reflected modes51.

FIG. 6. Scattering from an incoming fundamental mode into the two lowest modes in transmission and reflection at a downstep. The parameter isRr /Rl . The
mode amplitudes are power normalized.~a! Transmitted modes50, ~b! reflected modes50, ~c! transmitted modes51, and~d! reflected modes51. Please
observe the difference in vertical scale between the fundamental and the higher modes.

2022 2022J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Helge E. Engan: Torsional wave scattering



identical in the two cases. This is confirmed in the presented
results. When higher modes are present, all curves except
those for the transmitted fundamental will be different.

An illustrative example of how the results depend on the
number of modes used in the expansion is shown in Fig. 8.
Until now we have only presented the absolute values of the
scattered amplitudes. Here we also show phase variation. We
conclude from this figure that using a single mode in the
expansion is accurate only when the frequency is consider-
ably lower than the cut-off frequency of the next mode. In
general, our calculations show that all propagating modes
and a few of the cut-off modes are needed to get a reasonably
accurate representation of the scattering process. Further, the
calculations show that in a case when the amplitude may be
represented with sufficient accuracy, it may be necessary to
include even more modes to obtain a good accuracy of the
phase.

We next compare our numerical results with the simpli-
fied theories for the high- and low-frequency approximations
discussed earlier. We consider the case when the incoming
and the transmitted wave are both the fundamental mode,
and Rr /Rl,1. The comparison shown in Fig. 9 demon-
strates good agreement between the low-frequency simpli-
fied theory and the modal expansion results for low frequen-
cies for all values ofRr /Rl,1. In the high-frequency case
the agreement appears to be adequate as long as the expan-
sion takes into account all propagating modes. This agrees
with results obtained above.

We finally discuss a case where the incoming wave is a

higher-order mode. We choose a value ofRr /Rl50.9896.
This corresponds to one of the samples discussed in a paper
reported by Johnsonet al.8 where they considered trapping
of higher torsional modes in solid rods obtained by reducing
the rod diameter slightly in the two ends limiting the trap-
ping region. In Fig. 10 we show the calculated scattering of
the s52 mode at and above its cut-off value ofXl58.417.
The magnitudes of the two modess50 and 1 are found to be

FIG. 9. Comparison between simplified theory and modal expansion calcu-
lations. Full and dotted lines describe the low- and high-frequency approxi-
mations of the simplified theory, respectively.s: Modal expansion results
for low frequencies (Xl50.1).1: Modal expansion results for high frequen-
cies (Xl5400). All modal expansion results apply 20 modes.

FIG. 10. Scattering characteristics for an incomings52 mode above its
cut-off frequencyXl58.417 whenRr /Rl50.9896.~a! Transmitted modes
and ~b! reflected modes. Parameters refer to radial mode number. Please
note that the curves fors50 ands51 are almost equal in the two cases.

FIG. 8. Magnitude and phase angle of~a! transmitted and~b! reflected
fundamental mode with number of modes used in the modal expansion as
parameter. Incoming wave is the fundamental mode andRr /Rl50.5.
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almost equal but not identical in both transmission and re-
flection. From the figure we see that there is a small, but not
negligible excitation of these modes. This cross coupling of
the radial modes was not considered as a source for some
extra resonances observed in Ref. 8. We suggest this inter-
pretation as a possible explanation. This is supported by our
calculations showing a monotonically increased excitation of
the other modes and reduced reflection coefficient with fre-
quency up toXl58.505, at which point the mode is not
trapped any more. Thus our calculations show that this effect
may be small but not necessarily negligible. These features
are also shown in the experiments in Ref. 8, although the
axial distribution of the exciting transducers which can
change this picture was not specified.

VI. CONCLUSION

We have presented numerical results of torsional wave
scattering from abrupt diameter changes in a circular solid
rod. The calculations are based on a theory applying modal
expansion to the acoustic fields. We have included several
modes in the expansion, and demonstrated that it may be
necessary to include all propagating and some cut-off modes
to obtain solutions of high accuracy. The results have shown
that strong resonance effects are present in the scattering
process when any of the scattered modes is at a cut-off fre-

quency. We have also shown agreements to simplified theo-
retical expressions valid in the high- and low-frequency lim-
its.

1E. Verdonk, ‘‘Measurements of pulse mode behavior in weakly-clad
waveguides,’’ Proc. 1996 IEEE Ultrasonics Symposium, pp. 723–726.

2B. K. Sinha and S. Kostek, ‘‘Borehole flexural waves in the presence of
uniaxial stresses,’’ Proc. 1994 IEEE Ultrasonics Symposium, pp. 665–
670.

3C. K. Jen, ‘‘Acoustic fibers,’’ Proc. 1987 IEEE Ultrasonics Symposium,
pp. 443–454.

4M. Berwick and D. A. Jackson, ‘‘Coaxial optical-fiber frequency shifter,’’
Opt. Lett.17, 270–272~1992!.

5H. E. Engan, ‘‘Analysis of polarization mode coupling by acoustic tor-
sional waves in optical fibers,’’ J. Opt. Soc. Am. A13, 112–118~1996!.

6H. Wada, ‘‘Reflection characteristics of torsional waves in a semi-infinite
cylindrical rod connected to an elastic half-space,’’ Int. J. Eng. Sci.19,
967–977~1981!.

7K. Liu and T. Yokoyama, ‘‘Transient torsional waves in stepped circular
bars,’’ Japan Society of Mechanical Engineers International Journal A39,
86–92~1996!.

8W. Johnson, B. A. Auld, E. Segal, and F. Passarelli, ‘‘Trapped torsional
modes in solid cylinders,’’ J. Acoust. Soc. Am.100, 285–293~1996!.

9B. A. Auld, Acoustic Fields and Waves in Solids~Wiley, New York,
1973!.

10H. E. Engan, B. Y. Kim, J. N. Blake, and H. J. Shaw, ‘‘Propagation and
optical interaction of guided acoustic waves in two-mode optical fibers,’’
J. Lightwave Technol.LT-6 , 428–436~1988!.

11D. M. Pozar, Microwave Engineering~Addison-Wesley, New York,
1990!.

2024 2024J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Helge E. Engan: Torsional wave scattering



Mandrel effects on the dipole flexural mode in a borehole
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The flexural mode is the lowest-order borehole mode with dipole excitation. The low-frequency
asymptote of the flexural wave speed is used to estimate the formation shear speed in well logging.
The borehole flexural mode measurement system consists of a mandrel that holds the transmitter and
an array of receivers. This mandrel is, generally, designed to minimize the interference between any
mandrel and the borehole flexural modes. A slotted sleeve housing that makes the sleeve arrival
significantly slower than the formation arrival enables the processing of the recorded waveforms
based on a model of fluid-filled boreholes without any mandrel. The objective of this work is to
investigate the basic physics of mandrel effects on borehole flexural mode for the condition that the
mandrel is in the form of a rod or pipe that is not necessarily slower than the formation arrivals. To
this end, we describe an experimental and theoretical study of flexural modes in a borehole with a
concentric mandrel and water annulus. The mandrels are of simple geometry such as a rod or a pipe,
not intended to model any particular sonic tool in its entirety. However, the presence of a rod or a
pipe can approximately represent the waveguide nature of the mandrel and its possible influence on
borehole flexural modes. A fluid-filled~without any tool! borehole and a mandrel immersed in an
infinite fluid ~without any borehole! are two independent systems. Each supports a flexural mode
that can be excited by a dipole source. These two uncoupled modes have distinct velocity
dispersions. In a coupled mandrel-in-borehole system, two flexural modes are generated with a
dipole source. These two coupled modes may resemble or significantly differ from the two
uncoupled modes depending on the proximity of dispersions of these two uncoupled modes.
© 1998 Acoustical Society of America.@S0001-4966~98!05910-4#

PACS numbers: 43.20.Mv, 43.20.Hq, 43.40.Ph@ANN#

INTRODUCTION

Elastic wave propagation in cylindrical structures has
been studied for different applications. Starting from funda-
mental studies of elastic wave propagation in plates and
cylinders,1,2 there has been a significant amount of work on
wave propagation in composite cylindrical structures that
have applications in the analysis of optical fiber acoustic
waveguides.3–10 Elastic waves propagating through the earth
are routinely used to estimate physical properties of the
formation.11–13 A typical sonic measurement consists of a
fluid-filled borehole where a source and an array of receivers
are placed in the fluid. Two different types of sources are
used: a monopole and a dipole. A monopole source excites
axisymmetric waves propagating along the borehole. A di-
pole source directed perpendicular to the borehole axis ex-
cites flexural waves propagating along the borehole. Both
axisymmetric and flexural waves in a borehole are disper-
sive. Sinhaet al.14 and Plonaet al.15 have presented a theo-
retical and experimental study of axisymmetric wave propa-
gation in fluid-filled cylindrical shells. Recently, Hsuet al.16

have reported on axisymmetric modes of an elastic or po-
roelastic mandrel in a liquid-filled borehole surrounded by a
formation. The presence of a poroelastic mandrel causes a
significant attenuation of tube modes that is useful in the
design of sonic imaging tools. The lowest-order axisymmet-
ric Stoneley mode dispersion may be utilized to estimate
formation shear slowness under favorable conditions.17

However, a preferable way of determining the formation
shear slowness is to measure borehole flexural dispersion

using a dipole source and an array of receivers in a liquid-
filled borehole. The flexural dispersion asymptotically ap-
proaches the formation shear wave speed at low frequencies.

This paper describes a fundamental study of modal
propagation of flexural waves in cylindrical structures and
investigates the effect of interaction of rod or pipe flexural
dispersion with that of the formation. It is helpful to study
such interactions by analyzing the flexural dispersions of
components of the coupled system separately. To this end,
we analyze the flexural dispersion of a fluid-filled borehole
in a formation; and a rod or a pipe immersed in an infinite
fluid. Flexural dispersions of these two canonical cases pro-
vide a good indication of flexural dispersions of the coupled
system consisting of a rod or a pipe in a fluid-filled borehole.

Numerical solutions have been obtained for these struc-
tures in terms of dispersion curves for the lowest-order flex-
ural mode in the frequency range of interest. Since we are
primarily interested in the propagating modes, dispersion
curves extending into the imaginary and complex wave num-
ber domain are not included in this study. Nevertheless, at-
tenuation of the leaky modes have been obtained directly
from the imaginary part of the complex frequency for the
cases when they exist.

I. MATHEMATICAL FORMULATION

In this section a brief review is given of the equations of
motion for a cylindrical structure that are the building blocks
of more complex cylindrically layered systems.
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When referred to the coordinate system shown in Figs. 1
and 2, the equations of motion for harmonic waves in cylin-
drical structures may be given by1
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wheret rr , tuu , tzz, t rz , t ru , andtzu are the stress compo-
nents;ur , uu , anduz are the displacement components and
r is the mass density of the material of the cylindrical struc-
ture at hand.

The constitutive relations for a homogeneous, elastic
and isotropic material are
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e ru , ezu , ande rz are the strain components andl andm are
the Laméconstants for the material of the cylindrical struc-
ture at hand.

The strain-displacement relations in cylindrical coordi-
nates take the form
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An eigensolution to any linear elastodynamic solution

can be expressed in terms of a scalar potentialf and a vector
potentialH

u5“f1“3H, ~4!

where“–H is arbitrary, and
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2¹2H52v2H. ~5!

We can express the displacement components in cylindrical
coordinates in terms of these scalar and vector potentials
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Substituting these displacement components into the consti-
tutive relations and the stress equations of motion, we can
write Eqs.~5! in the following form in terms of the scalar
potentialf and the three components of vector potentialH
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A solution of Eqs.~7! may be written in the form

f5 f ~r !cosnuei zz,

Hr5hr~r !sin nuei zz,
~8!

Hu5hu~r !cosnuei zz,

Hz5hz~r !sin nuei zz,

FIG. 1. Schematic diagram of a cylindrical rod in a fluid-filled borehole.

FIG. 2. Schematic diagram of a cylindrical pipe in a fluid-filled borehole.
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which satisfies Eqs.~7! provided
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whereV1 andV2 are the compressional and shear wave ve-
locities, respectively.

Subtracting and adding Eqs.~11! and~12!, respectively,
we obtain
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Solutions of Eqs.~9!, ~10!, ~14!, and~15!, respectively,
may be written in the form

f 5AJn~ar !1BYn~ar !, ~16!

and

hz5h35A3Jn~br !1B3Yn~br !, ~17!

2h15hr2hu52A1Jn11~br !12B1Yn11~br !, ~18!

2h25hr1hu52A2Jn21~br !12B2Yn21~br !, ~19!

whereJn andYn are Bessel functions of the first and second
kind, respectively. Since“–H is arbitrary, we can eliminate
one of thehi . Following the work of Gazis,1 we seth250,
and from Eqs.~18! and ~19!, we have
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The solution for the displacement components can now be
written
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Substitution of Eqs.~16!–~20! into ~21! yields the following
expressions for the displacement components in themth cy-
lindrical layer that can be employed to satisfy the appropriate
boundary conditions:

ur5F H n

r
Jn~a~m!r !2a~m!Jn11~a~m!r !J A~m!

1H n

r
Yn~a~m!r !2a~m!Yn11~a~m!r !J B~m!

1 i zJn11~b~m!r !A1
~m!1 i zYn11~b~m!r !B1

~m!

1
n

r
Jn~b~m!r !A3

~m!

1
n

r
Yn~b~m!r !B3

~m!Gcosnuei ~vt1zz!, ~22!

uu5F F2
n

r
Jn~a~m!r !GA~m!1F2

n

r
Yn~a~m!r !GB~m!

1@ i zJn11~b~m!r !#A1
~m!1@ i zYn11~b~m!r !#B1

~m!

1H 2
n

r
Jn~b~m!r !1b~m!Jn11~b~m!r !J A3

~m!

1H 2
n

r
Yn~b~m!r !1bYn11~b~m!r !J B3

~m!G
3cosnuei ~vt1zz!, ~23!

uz5@$ i zJn~a~m!r !%A~m!1$ i zYn~a~m!r !%B~m!

2@b~m!Jn~b~m!r !#A1
~m!

2$b~m!Yn~b~m!r !%B1
~m!#cosnuei ~vt1zz!, ~24!

where the indexm denotes themth cylindrical layer param-
eter and
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V1 andV2 are the compressional and shear wave velocities,
respectively;Jn(x) andYn(x) are the Bessel functions of the
first and second kinds, respectively, and of ordern.

At this point, it should be noted that the solution given
by Eqs. ~22!–~24! is valid for a solid annulus. The corre-
sponding solution for a solid rod is simply obtained by dis-
carding the terms containingYn(ar ) or Yn(br ) which di-
verge asr→0. On the other hand, the wave solution in a
solid formation of infinite radial extent takes the form
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whereHn(x) are the outgoing Hankel functions of the sec-
ond kind consistent with the expivt and are given by Eq.
~29!
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The corresponding displacement components in an in-
viscid fluid take the reduced form

ur
f5H Fn

r
Jn~a f r !2a fJn11~a f r !GC1

~m!

1Fn

r
Yn~a f r !2a fYn11~a f r !GC2

~m!J
3cosnuei ~vt1zz!, ~30!

uu
f 5H 2

n

r
@Jn~a f r !C1

~m!1Yn~a f r !C2
~m!#J sin nuei ~vt1zz!,

~31!

uz
f5 i z@Jn~a f r !C1

~m!1Yn~a f r !C2
~m!#cosnuei ~vt1zz!, ~32!

where

a f5
v2

Vf
2 2z2, ~33!

Vf is the compressional wave velocity in the fluid, and the
superscriptf refers the quantity to the fluid medium.

At this point, it should be noted that the solution given
by Eqs.~30!–~32! is valid for a liquid annulus. The corre-
sponding solution for a liquid column is simply obtained by
discarding the terms containingY0,1(a

f r ) which diverge as
r→0. On the other hand, the wave solution in a fluid me-
dium of infinite radial extent takes the form

ur
f52a fHn11~a f r !D1

~m! cosnuei ~vt1zz!, ~34!

uu
f 5H 2a fHn11~a f r !1

n

r
Hn~a f r !J D1

~m! sin nuei ~vt1zz!,

~35!

uz
f5 i zHn~a f r !D1

~m! cosnuei ~vt1zz!, ~36!

where

Hn
~2!~x!5Jn~x!2 iYn~x!, ~37!

are the appropriate outgoing Hankel functions of the second
kind consistent with the expivt time dependence.

The classical boundary conditions at a fluid–solid inter-
face are given by
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where superscripts 1 and 2 refer to the media on either side
of the surface of discontinuityr 5a. However, it should be
noted that the shear stresst rz

(1) and t ru
(1) in an inviscid fluid

are identically equal to zero. At a solid–solid interface, the
continuity conditions are
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whereas the normal stress components are set equal to zero at
traction-free surfaces.

The unknown amplitudes associated with different cy-
lindrical layers are determined by satisfying the boundary
conditions at the relevant interfaces.

The solution to a cylindrically layered system can be
obtained by satisfying appropriate boundary conditions at all
the liquid–solid or solid–solid interfaces. These conditions
can be expressed in terms of a matrix equationLc50, where
the vectorc denotes the unknown amplitude coefficients. For
nontrivial solutions of this matrix equation, we require that
the determinant of coefficient matrixL be zero. The appen-
dix illustrates how these boundary conditions lead to the ma-
trix equation for the case of a cylindrical pipe with its inner
and outer radii ofb and a, respectiveley, placed in a fluid-
filled borehole of radiusc surrounded by an infinite forma-
tion.

II. EXPERIMENTAL PROCEDURE

Experiments were conducted with the formation and
mandrel immersed in water for all the cases discussed in this
paper. Limestone and polyethylene blocks were used repre-
senting a fast and slow formations, respectively. The diam-
eter of the borehole in each formation was 3.175 cm. The
three mandrels used were a steel rod; a lucite rod; and a steel
pipe. They all had an outside diameter of 1.905 cm. The
mandrel to borehole diameter ratio was therefore 0.6 for all
the cases. The steel pipe had an inner diameter of 1.575 cm.
The wall thickness to radius ratio of the steel pipe was 0.17.
Compared with a typical oil-field well of about 25 cm diam-
eter, this experiment had a scale of 1/8. The mechanical
properties of the relevant materials are listed in Table I.

In the experiment, acoustic waves were generated and
received by two dipole ring transducers of the same design.
Each dipole transducer was made of a PZT ring polarized
along the radial direction. The electrode on the inner and
outer surface of the PZT ring was electrically split into two
halves and wired in such a way that the two halves vibrate

TABLE I. Material parameters for cylindrical components.

Material V1 V2 r

Polyethylene 2380 m/s 932 m/s 960 kg/m3

Limestone 3810 2230 2500
Lucite 2640 1270 1180
Steel 5790 3100 7900
Water 1480 0.0 1000
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out of phase in response to an electric pulse drive. All cylin-
drical components of the experimental setup, including PZT
rings, the rod or pipe, were placed concentrically in the bore-
hole in order to minimize excitation of modes other than
dipole flexural. Both the transmitter and receiver were
aligned azimuthally to have the same dipole orientation
which was perpendicular to the borehole axis. The transmit-
ter was stationary, and the receiver stepped along the bore-
hole axis in constant intervals to synthesize an array. The
inter-receiver spacing was 1.27 cm. The transmitter was
driven with repetitive electric pulses of a one-cycle sine
wave. Waveforms were stacked and averaged to enhance the
signal-to-noise ratio and then recorded as a function of time
at each receiver position. These recorded waveforms were
then processed with a modified matrix pencil algorithm de-
veloped by Ekstrom.18 Other techniques may also be used for
estimating slowness dispersions from arrays of sonic logging
waveforms.19,20

The properties of these materials are listed in Table I.

III. EXPERIMENT AND THEORY COMPARISON

We describe experimental and theoretical analyses of
three different configurations to study the mandrel effects on
the borehole flexural mode. The three configurations are:~A!
a steel pipe in a fast~limestone! formation,~B! a steel rod in
a slow ~polyethylene! formation, and~C! a Lucite rod in a

slow ~polyethylene! formation. A fast or slow formation re-
fers to the formation shear wave speed being faster or slower
than the compressional wave speed in the borehole fluid
which is water in all the three cases.

The three cases are similar in geometry with a mandrel
and a borehole in a formation. To aid the understanding of
modal characteristics of each case, it is useful to understand
characteristics of the three constituent parts of each case:~a!
a water-filled borehole in a formation;~b! a mandrel in infi-
nite water; and~c! a mandrel in a water-filled borehole in a
formation. We will refer to the modes of cases~a! and~b! as
uncoupled modes, since they are present in two completely
independent systems and are measured separately. In case
~c!, there are two propagating modes coexisting in the com-
bined mandrel and borehole system. They are referred to as
coupled modes.

A. Flexural slowness dispersions

1. Case A: Steel pipe in a fast (limestone) formation

As mentioned earlier, we conducted experiments in
three parts for each case. In Fig. 3~a!, we show a schematic
of experimental setup. The measurement system consists of a
transmitter and an array of receivers placed in the annulus
between the mandrel and formation. Figure 3~b!, ~c!, and~d!
displays, respectively, experimental waveforms recorded at
an interval of 5.08 cm for the three configurations of this

FIG. 3. ~a! Schematic diagram of the experimental setup showing the ring source and receivers outside the cylindrical pipe in a fluid-filled borehole.~b!
Recorded dipole waveforms at eight receiver positions in a fluid-filled borehole surrounded by a limestone formation.~c! Recorded waveforms on the outside
of a steel pipe in infinite water.~d! Recorded waveforms on the outside of a steel pipe placed in a fluid-filled borehole surrounded by a limestone formation.
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case:~a! a water-filled borehole in a limestone formation;~b!
a steel pipe in infinite water; and~c! a steel pipe in a water-
filled borehole in a limestone formation. These waves were
generated by the same electric drive, which was a one-cycle
sine wave of 10 kHz, applied to the same transmitter and
acquired with the same receiver and electronic circuits. Even
though about 30 waveforms were used in the processing,
only eight of them sampled at intervals of 5.08 cm are dis-
played for brevity. The pipe flexural waves, shown in Fig.
3~c!, contain more low-frequency energy as compared with
the borehole flexural wave, shown in Fig. 3~b!. Changes in
the waveforms in Fig. 3~b! and ~c! across the array suggest
dispersive propagation of the acoustic disturbance. Figure
3~d! shows amplitude modulation as well as distortion in
waveforms across the array. These changes are indicative of
interference of waves propagating at different speeds across
the array.

The dots in Fig. 4~a!, ~b!, and~c! show slowness disper-
sions of flexural waves in the three configurations. These
dispersions are obtained by processing time waveforms
shown in Fig. 3~b!, ~c!, and~d! by a modified matrix pencil
algorithm. The solid lines denote slowness dispersions ob-
tained by a numerical mode search routine for the three con-
figurations. Excellent agreement is found between measured

and theoretical dispersions in all of the three cases. Figure
4~a! and ~b! shows that both the borehole and pipe flexural
modes are dispersive, but with opposite dispersion trend. The
borehole flexural mode, shown in Fig. 4~a!, asymptotically
approaches formation shear slowness at low frequencies and
is slower at higher frequencies. The basic idea of dipole
shear logging is to infer formation shear speed from the mea-
sured flexural dispersion. In contrast, the flexural mode of
the steel pipe in infinite water propagates at vanishingly slow
speed at low frequencies, as shown in Fig. 4~b!.

In this case A, slowness dispersions of these two un-
coupled modes are separated in the frequency range of this
study with the borehole flexural mode being faster than the
pipe mode. Figure 4~c! shows the dispersions of two flexural
modes in the combined system of both the mandrel and bore-
hole. Among these two coupled modes the slower one ap-
pears to resemble the steel pipe mode as shown in Fig. 4~b!
and the faster one appears to resemble the borehole mode as
shown in Fig. 4~a!. To further compare these two coupled
modes with the two uncoupled modes, we overlay the theo-
retical slowness dispersion curves of these four modes in
Fig. 4~d! where the two uncoupled modes are shown in dot-
ted lines which are duplicates of the solid lines in Fig. 4~a!
and ~b!, and these two coupled modes are shown in solid

FIG. 4. ~a! Borehole flexural dispersion for a limestone formation in the absence of any mandrel. The solid line denotes the theoretical dispersion obtained
from a mode search program. The dots denote the measured dispersion obtained from a modified matrix pencil algorithm.~b! Steel pipe flexural dispersion
in infinite water. The notation is the same as in~a!. ~c! Flexural dispersions of a steel pipe in a borehole surrounded by a limestone formation. The notation
is the same as in~a!. ~d! The dotted lines denote uncoupled dispersions for the formation and steel pipe in infinite water from~a! and~b!, respectively. The
solid lines represent the two lowest-order modes of this composite system of a steel pipe in a borehole surrounded by a limestone formation from~c!.
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lines which are duplicates of the solid lines in Fig. 4~c!.
Figure 4~d! shows clearly that these two coupled modes

are different from the two uncoupled modes. The separation
in slowness between the two coupled modes is greater than
the separation between the two uncoupled modes for all fre-
quencies.

2. Case B: Steel rod in a slow (polyethylene)
formation

Next we will discuss acoustic behavior of the two other
cases in the frequency domain. Figure 5~a!, ~b!, ~c!, and~d!
shows similar results for a steel rod in a polyethylene forma-
tion. The notation is the same as in Fig. 4.

Figure 5~a! and~b! shows the two uncoupled modes for
the first two configurations of case B. They are borehole
flexural mode in polyethylene and steel rod flexural mode in
infinite water, respectively. The dispersion characteristics of
these two modes are similar to those shown in Fig. 4~a! and
~b!. However, in this case, the borehole flexural dispersion is
slower than steel rod dispersion except below about 6.5 kHz
where the two uncoupled modes cross each other. This is in
agreement with theoretical predictions. Note that some por-
tions of measured dispersions are missing because of rather

small signal amplitude at those frequencies. Excellent agree-
ment is again found between measured and theoretical dis-
persions as shown in Fig. 5~a! and ~b!.

Figure 5~c! shows two coupled modes of the combined
system consisting of a steel rod in a water-filled borehole in
a polyethylene formation. Theoretical dispersions from mode
search routines agree very well with measured dispersions.
Figure 5~d! shows overlays of theoretical results for these
two uncoupled modes, shown in dotted lines, and the two
coupled modes, shown in solid lines. Similar to the observa-
tions from Fig. 4~d!, these two coupled modes are different
from the two uncoupled modes, especially around the cross-
over frequency of about 6.5 kHz of the uncoupled modes.
The separation in slowness between the two coupled modes
is greater than the separation between the two uncoupled
modes, especially around the crossover frequency.

3. Case C: Lucite rod in a slow (polyethylene)
formation

Next we consider the case of a Lucite rod mandrel in a
water-filled borehole in polyethylene formation. Figure 6~a!,
~b!, ~c!, and ~d! shows theoretical and experimental disper-
sions following the same notation as in Fig. 5.

FIG. 5. ~a! Borehole flexural dispersion for a polyethylene formation in the absence of any mandrel. The solid line denotes the theoretical dispersion obtained
from a mode search program. The dots denote the measured dispersion obtained from a modified matrix pencil algorithm.~b! Steel rod flexural dispersion in
infinite water. The notation is the same as in~a!. ~c! Flexural dispersions of a steel rod in a borehole surrounded by a polyethylene formation. The notation
is the same as in~a!. ~d! The dotted lines denote uncoupled dispersions for the formation and steel rod from~a! and~b!, respectively. The solid lines represent
the two lowest-order modes of the composite system of a rod in a borehole surrounded by a polyethylene formation from~c!.
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Figure 6~a! and ~b! shows theoretical and experimental
slowness dispersions of the two uncoupled modes. The the-
oretical dispersion of these two modes are also shown in Fig.
6~d! as dotted lines. The two uncoupled modes cross each
other at about 18 kHz where both modes are strongly ex-
cited.

The combined system of a Lucite mandrel in a borehole
in polyethylene formation exhibits coupled mode dispersions
is shown in Fig. 6~c!. These dispersions are also duplicated
in Fig. 6~d! as solid lines. In this case, the two coupled dis-
persions are strikingly different from the two uncoupled dis-
persions. However, changes are consistant with the general
observation made from the previous two cases. The two
coupled modes have greater slowness separation than the
two uncoupled modes. Changes are mostly significant
around the crossover frequency of these two uncoupled
modes.

It is of interest to investigate the influence of strongly
coupled mandrel~rod! and formation flexural modes on the
recorded waveforms. Figure 7~a! shows the two slowness
dispersions of the mandrel in a borehole system. The upper
and lower curves in Fig. 7~a! denote the formation and man-
drel dispersions, respectively. Figure 7~b! and ~c!, respec-
tively, shows the waveforms synthesized from the slower

and faster mode dispersions shown in Fig. 7~a!. The green
curves in Fig. 7~d! denote results from a superposition of the
synthesized waveforms in Fig. 7~b! and~c!. The black wave-
forms denote the measured~pressure! waveforms from the
Lucite rod in a borehole surrounded by a polyethylene for-
mation. The early arrivals in the measured waveforms denote
the compressional headwaves that are not present in the syn-
thesized waveforms as expected. Both the measured and syn-
thesized waveforms in the presence of a strongly coupled
mandrel and formation modes show a clear evidence of in-
terference between the two modes manifested by incoherent
amplitudes across the array. A strong coupling between the
mandrel and formation modes occurs because of the close
proximity of the two slowness dispersions even if the two
independent modes do not intersect.

4. Summary of the slowness dispersion

It is known that a dipole source excites flexural mode in
a fluid-filled borehole in a formation. However, a dipole
source also excites flexural mode along a rod or a pipe in an
infinite liquid. These two independent or uncoupled modes
have slowness dispersions of opposite trend.

A study of flexural characteristics of systems consisting

FIG. 6. ~a! Borehole flexural dispersion for a polyethylene formation in the absence of any mandrel. The dots denote the measured dispersion obtained from
a modified matrix pencil algorithm.~b! Lucite rod flexural dispersion in infinite water. The notation is the same as in~a!. ~c! Flexural dispersions of a lucite
rod in a borehole surrounded by a polyethylene formation. The notation is the same as in~a!. ~d! The dotted lines denote uncoupled dispersions for the
formation and lucite rod from~a! and ~b!, respectively. The solid lines represent the two lowest-order modes of the composite system of a lucite rod in a
borehole surrounded by a polyethylene formation from~c!.
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of a mandrel centered in a borehole in a formation reveals
that a dipole source excites two coupled modes simulta-
neously. The slowness dispersions of these two coupled
modes arenot superposition of the two uncoupled modes.
The difference between the two coupled modes and the two
uncoupled modes is frequency dependent and may be small
or significant. The degree of interaction depends strongly on
the proximity of slowness dispersions of the two uncoupled
modes. The slowness separation between the two coupled
modes is greater than the separation between the two un-
coupled modes in the frequency range of interest. This in-
crease of slowness separation is more pronounced at frequen-
cies where the two uncoupled modes are closer in slowness.
Experiment and theory agree very well for all the cases stud-
ied.

The borehole flexural mode has been used in oil and gas
exploration industry for measuring formation shear wave
speed. In this application, the presence of a mandrel or tool
in the borehole introduces changes in the water-filled bore-
hole flexural mode. In addition, a second flexural mode is
excited which is somewhat different from the flexural mode
of the mandrel in infinite liquid. This study suggests that the

significance of the mandrel or tool effect on borehole flexural
mode depends on the proximity of the two uncoupled modes,
i.e., the borehole mode and the mandrel mode. The closer
these two uncoupled modes are, the stronger the mandrel
effect is. This effect is insignificant only if the two un-
coupled modes are widely separated in slowness for all fre-
quencies of interest. This requires the mandrel to be flexible
so that its flexural dispersion is significantly slower than the
borehole flexural dispersion in formations of interest.

If the elastic waves propagating along the slotted sleeve
receiver housing are sufficiently slow~flexible!, the effect of
sleeve on borehole flexural modes of most formations should
be insignificant. However, it should be noted that a slotted
tool will behave like an equivalent rod or pipe with a signifi-
cantly reducedbending rigidity. Consequently, the slotted
mandrel will affect the recorded waveforms when logging in
a very slow formation whose shear velocity is close to the
flexural velocity of the slotted mandrel. In contrast, for a
smooth steel sleeve housing, the sleeve flexural mode is
likely to be close to or intersect with the borehole flexural
mode of most of the commonly encountered formations. In
such cases, the mandrel effect on the borehole flexural dis-

FIG. 7. ~a! Measured flexural dispersions of a Lucite rod in a borehole surrounded by a polyethylene formation.~b! Synthetic waveforms from the slower
mode dispersion shown in~a!. ~c! Synthetic waveforms from the faster mode dispersion shown in~a!. ~d! Comparison of the measured~pressure! waveforms
~shown in black! with the superposition of synthetic waveforms~shown in green! from ~b! and ~c!.
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persion must be considered in the waveform processing and
inversion for the formation shear slowness. As an example,
Fig. 8 shows calculated dispersions for the two lowest-order
flexural modes of a steel pipe in water. The pipe has inner
and outer diameters of 12.7 and 20.32 cm, respectively. This
mandrel effect caused by a concomitant non-perforated steel
sleeve makes dipole shear logging processing and interpreta-

tion more complicated. While the mandrel effect can be ac-
curately modeled for a given tool design in a given forma-
tion, it becomes quite challenging to account for the
formation dependent changes in the mandrel flexural disper-
sion.

B. Flexural attenuation

In this section, we investigate attenuation associated
with dispersive modes in liquid-filled boreholes in the pres-
ence of a mandrel. Most waves we have discussed in this
work are trapped modes which propagate along the borehole
with phase velocities slower than the slowest formation shear
wave speed. For these trapped modes, energy propagates
only along the direction of the borehole axis, and therefore
there is no attenuation caused by radiation. These trapped
modes may still attenuate because of material viscous loss in
the mandrel, fluid, or formation. However, if the phase ve-
locity of a propagating mode exceeds the shear bulk wave
speed in the surrounding medium, some wave energy radi-
ates into the outer medium causing another form of attenua-
tion.

For a real propagating wave number, a solution to such
leaky eigenmodes is given by a complex frequency that is
obtained from a complex search of the zeros of the boundary
condition determinant shown in the Appendix. The imagi-

FIG. 8. Two lowest-order flexural modes~m51 and 2! of a thick steel pipe
in water: Inner and outer diameters are 12.7 and 20.32 cm, respectively.

FIG. 9. ~a! Borehole flexural dispersion for a polyethylene formation in the absence of any mandrel. The solid line denotes theoretical dispersion obtained
from a mode search program. The dots denote measured dispersion obtained from a modified matrix pencil algorithm.~b! The dots denote theoretical
dispersion obtained from synthetic waveforms~Green3D! by a modified matrix pencil algorithm.Q525 for the formation in the Green3D calculations.~c!
Attenuation of borehole flexural waves caused by finiteQ of the formation. Results are obtained from experimental waveforms processed by a modified matrix
pencil algorithm.~d! Attenuation results from synthetic waveforms processed by a modified matrix pencil algorithm.
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nary part of the complex frequency can be converted into
spatial attenuation at a given frequency with the aid of the
relation

d5v I /V @Np / m #, ~40!

whereV is the phase velocity of the eigenmode at the se-
lected frequency. The attenuation factord can also be ex-
pressed as

@dB / m#520~ log e!d @Np / m#. ~41!

The radiationQ can be simply expressed as the ratio of the
real to imaginary part of the complex frequency, multiplied
by a factor of 0.5.

In cases A and C, we have flexural modes propagating at
speeds slower than or close to the formation shear speed as
shown in Figs. 4 and 6. In these cases, attenuation is domi-
nated by material loss. In case B, the mandrel is a steel rod
and the formation is polyethylene. The two flexural modes
shown in Fig. 5~c! consists of both slow and fast modes. The
attenuation of slow mode is largely caused by material loss.
In contrast, the faster mode can have radiation loss in addi-
tion to material loss at frequencies above 6.5 kHz. We con-
sider case B for the following discussions on attenuation.
Similar to the discussion on slowness dispersion, we inves-
tigate attenuation associated with modes in case B in three
parts:~a! a water-filled borehole in polyethylene formation;
~b! a steel rod in infinite water; and~c! a steel rod in a
water-filled borehole in polyethylene.

1. Water-filled borehole in polyethylene

The slowness dispersion of the flexural mode for a
water-filled borehole in a polyethylene formation was shown
in Fig. 5~a!. Figure 9~a! shows comparison of measured
~shown by dots! and theoretical~shown by a solid line! dis-
persions for a water-filled borehole in a polyethylene forma-
tion. The theoretical dispersion was obtained from a mode
search code. Figure 9~b! compares dispersion~shown by
dots! obtained from an array of synthetic waveforms pro-
cessed by a modified matrix pencil algorithm and that from a
mode search code~shown by a solid line! for a water-filled
borehole in a polyethylene formation. The synthetic wave-
forms are generated from a three-dimensional dyadic
Green’s function for elastic waves in multilayer cylindrical
structures and an assumed source function. Lu and Liu21

have developed a Green3D code based on this algorithm
which has been used in this study. Although the mode search
did not include any material loss, the Green3D calculation
was done with an assumedQ525 for the polyethylene for-
mation. Figure 9~c! displays measured attenuation as a func-
tion of frequency obtained by processing of recorded wave-
forms by a modified matrix pencil algorithm.17 Figure 9~d!
shows theoretical attenuation obtained by processing an ar-
ray of Green3D waveforms for an assumed formationQ
525. Good agreement between the measured@as shown in
Fig. 9~c!# and theoretical@as shown in Fig. 9~d!# attenuations
suggest that it is a reasonable estimate of formation (Q
525) for shear wave propagation in polyethylene formation.

2. Steel rod in water

Figure 10~a! shows the slowness dispersion of steel rod
flexural mode in infinite water. The dots and solid line de-
note experimental and mode search results, respectively. Fig-
ure 10~b! shows the attenuation of this mode as a function of
frequency. Again, the dots and solid line denote experimen-
tal and mode search results, respectively. Attenuation is ob-
served for frequencies of about 20 kHz and above where the
flexural mode propagates at a velocity faster than that of the
compressional wave velocity in water. The compressional
velocity in water is about 1480 m/s, or equivalently 675.7
ms/m in slowness. There was no material loss included in the
mode search calculation. Clearly, radiation of acoustic en-
ergy from the steel flexural mode into the surrounding water
is a dominant mechanism of the attenuation in this case.

3. Steel rod in a slow (polyethylene) formation

When a steel rod is concentrically placed in a borehole
in polyethylene formation, two flexural modes are excited in
the bandwidth of interest. Figure 11~a! compares measured
and theoretical flexural dispersions for a steel rod in polyeth-

FIG. 10. ~a! Slowness dispersion of flexural waves in a steel rod in infinite
water. The solid line and dots denote results from a mode search and mea-
sured waveforms processed by a modified matrix pencil algorithm.~b! At-
tenuation of flexural waves in a steel rod in infinite water caused by radia-
tion of acoustic energy from rod into water. The solid line denotes
attenuation calculated by complex mode search program. The dots are ob-
tained from measured waveforms processed by a modified matrix pencil
algorithm.
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ylene formation. The measured slowness dispersion is ob-
tained from experimental waveforms processed by a modi-
fied matrix pencil algorithm.17 The theoretical dispersion is
obtained from a mode search program descibed in the Ap-
pendix. The dots and solid line denote the measured and
theoretical dispersions, respectively. As before, good agree-
ment is obtained between the two results. Figure 11~b! com-
pares calculated dispersion obtained from Green3D synthetic
waveforms processed by a modified matrix pencil algorithm
with that from a mode search code. The dots and solid line,
respectively, represent the processed dispersion from syn-
thetic waveforms and theoretical dispersion from a mode
search code. Good agreement is obtained in the two cases.

Figure 11~c! and~d! shows the attenuation dispersion of
the slower mode obtained from experimental and Green3D
waveforms, respectively.Q525 was assumed in the
Green3D calculation for synthetic waveforms. The mode
search predicts no attenuation without any material loss in-
cluded. Therefore, the observed attenuation of this slower
mode is largely attributed to the formation material loss.

Figure 11~e! and~f! shows the attenuation dispersion of
the faster mode obtained from experimental and Green3D
waveforms, respectively. The solid line denotes the

radiation-induced attenuation as predicted by the complex
mode search code without any material loss considered. Fig-
ure 11~f! suggests that acoustic radiation should be a domi-
nant mechanism for the attenuation of this faster mode. It is
interesting to note that the attenuation of the faster mode is
quite different than that shown in Fig. 10~b!, even though
slowness dispersions are similar for these two modes. In Fig.
11~e!, the measured attenuation is significantly larger than
the predicted radiation loss. The cause of this discrepancy is
not clear to us. It is possible that more accurate amplitude
measurement may require greater precision in experimental
setup than what we have, such as centering of the rod in the
borehole and positioning of the source and receivers.

4. Summary of the attenuation dispersion

Two attenuation mechanisms caused by material loss
and radiation are observed in both experimental and theoret-
ical results. The estimatedQ525 for the polyethylene for-
mation represents the material loss factor. Radiation loss oc-
curs where the modal wave phase velocity along the
borehole is faster than the bulk shear wave speed in the sur-
rounding medium.

FIG. 11. ~a! Flexural dispersions for a steel rod in polyethylene formation. The solid line denote theoretical dispersions obtained from a mode search program.
The dots denote measured dispersion obtained from experimental waveforms processed by a modified matrix pencil algorithm.~b! The dots denote synthetic
dispersion obtained from Green3D waveforms (withQ525) processed by a modified matrix pencil algorithm.~c! Attenuation of slower~formation! mode
in the composite geometry of steel rod in a borehole caused by a finiteQ of polyethylene formation. Results are obtained from experimental waveforms
processed by a modified matrix pencil algorithm.~d! Attenuation results are obtained from Green3D waveforms processed by a modified matrix pencil
algorithm. ~e! The dots denote attenuation results obtained from experimental waveforms processed by a modified matrix pencil algorithm. The solid line
represents results from a complex mode search for the leaky steel~rod! flexural mode.~f! The dots denote attenuation results obtained from Green3D
waveforms processed by a modified matrix pencil algorithm.
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IV. CONCLUSIONS

The mandrel effect on a borehole flexural mode can be
significant and complicated. It depends strongly on the prox-
imity in phase slowness of the flexural modes of the two
constituent components: a fluid-filled borehole and a mandrel
in an infinite fluid. If the mandrel flexural mode dispersion is
not well separated from the borehole flexural dispersion at all
frequencies of interest, the mandrel effect will be significant.
When the mandrel effect is deemed to be significant, the
processing and interpretation of recorded waveforms must
account for possible perturbations in borehole flexural dis-
persions caused by the presence of mandrel.
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APPENDIX

Here we present the boundary equations for the case of a
cylindrical pipe with its inner and outer radii ofb and a,
respectively, placed in a fluid-filled borehole of radiusc sur-
rounded by an infinite formation. These equations are ob-
tained by substitution of appropriate solutions for flexural
waves given by Eqs.~22!–~24!, ~26!–~28!, and ~30!–~32!
into the relevant boundary conditions at the fluid-solid inter-
faces.

@L#$c%5$0%, ~A1!

where @L# is a 12312 matrix and$c% is a 1231 column
vector of unknown amplitude coefficients. The elements of
@L# are given by

L~1,1!52nJn~a~1!a!/a1a~1!Jn11~a~1!a!, ~A2!

L~1,2!5nJn~a~2!a!/a2a~2!Jn11~a~2!a!, ~A3!

L~1,3!5nYn~a~2!a!/a2a~2!Yn11~a~2!a!, ~A4!

L~1,4!5 i zJn11~b~2!a!, ~A5!

L~1,5!5 i zYn11~b~2!a!, ~A6!

L~1,6!5nJn~b~2!a!/a, ~A7!

L~1,7!5nYn~b~2!a!/a, ~A8!

L~2,1!5l~1!~a~1!
2 1z2!Jn~a~1!a!, ~A9!

L~2,2!52@l~2!~a~2!
2 1z2!12m~2!~a~2!

2

2n~n21!/a2!#Jn~a~2!a!

12m~2!a~2!Jn11~a~2!a!/a, ~A10!

L~2,3!52@l~2!~a~2!
2 1z2!12m~2!~a~2!

2

2n~n21!/a2!#Yn~a~2!a!

12m~2!a~2!Yn11~a~2!a!/a, ~A11!

L~2,4!52im~2!zb~2!$Jn~b~2!a!

2~n11!Jn11~b~2!a!/b~2!a%, ~A12!

L~2,5!52im~2!zb~2!$Yn~b~2!a!

2~n11!Yn11~b~2!a!/b~2!a%, ~A13!

L~2,6!5m~2!$2n~n21!Jn~b~2!a!/a2

22nb~2!Jn11~b~2!a!/a%, ~A14!

L~2,7!5m~2!$2n~n21!Yn~b~2!a!/a2

22nb~2!Yn11~b~2!a!/a%, ~A15!

L~3,2!522n~n21!Jn~a~2!a!/a2

12na~2!Jn11~a~2!a!/a, ~A16!

L~3,3!522n~n21!Yn~a~2!a!/a2

12na~2!Yn11~a~2!a!/a, ~A17!

L~3,4!5 i zb~2!Jn~b~2!a!22i z~n11!Jn11~b~2!a!/a,
~A18!

L~3,5!5 i zb~2!Yn~b~2!a!22i z~n11!Yn11~b~2!a!/a,
~A19!

L~3,6!5$b~2!
2 22n~n21!/a2%Jn~b~2!a!

22b~2!Jn11~b~2!a!/a, ~A20!

L~3,7!5$b~2!
2 22n~n21!/a2%Yn~b~2!a!

22b~2!Yn11~b~2!a!/a, ~A21!

L~4,2!52i za~2!$nJn~a~2!a!/a~2!a2Jn11~a~2!a!%,
~A22!

L~4,3!52i za~2!$nYn~a~2!a!/a~2!a2Yn11~a~2!a!%,
~A23!

L~4,4!52nb~2!Jn~b~2!a!/a1~b~2!
2 2z2!Jn11~a~2!a!,

~A24!

L~4,5!52nb~2!Yn~b~2!a!/a1~b~2!
2 2z2!Yn11~a~2!a!,

~A25!

L~4,6!5 i znJn~b~2!a!/a, ~A26!

L~4,7!5 i znYn~b~2!a!/a, ~A27!

L~5,2!5nJn~a~2!b!/b2a~2!Jn11~a~2!b!, ~A28!

L~5,3!5nYn~a~2!b!/b2a~2!Yn11~a~2!b!, ~A29!

L~5,4!5 i zJn11~b2b!, ~A30!

L~5,5!5 i zYn11~b2b!, ~A31!

L~5,6!5nJn~b~2!b!/b, ~A32!

L~5,7!5nYn~b~2!b!/b, ~A33!

L~5,8!52nJn~a~3!b!/b1a~3!Jn11~a~3!b!, ~A34!

L~5,9!52nYn~a~3!b!/b1a~3!Yn11~a~3!b!, ~A35!

L~6,2!52l~2!~a~2!
2 1z2!12m~2!~a~2!

2 2n~n21!/b2!

3Jn~a~2!b!12m~2!a~2!Jn11~a~2!b!/b, ~A36!
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L~6,3!52l~2!~a~2!
2 1z2!12m~2!~a~2!

2

2n~n21!/b2!Yn~a~2!b!

12m~2!a~2!Yn11~a~2!b!/b, ~A37!

L~6,4!52m~2!i zb~2!$Jn~b~2!b!

2~n11!Jn11~b~2!b!/b~2!b%, ~A38!

L~6,5!52m~2!i zb~2!$Yn~b~2!b!

2~n11!Yn11~b~2!b!/b~2!b%, ~A39!

L~6,6!52m~2!$n~n21!Jn~b~2!b!/b2

2nb~2!Jn11~b~2!b!/b%, ~A40!

L~6,7!52m~2!$n~n21!Yn~b~2!b!/b2

2nb~2!Yn11~b~2!b!/b%, ~A41!

L~6,8!5l~3!~a~3!
2 1z2!Jn~a~3!b!, ~A42!

L~6,9!5l~3!~a~3!
2 1z2!Yn~a~3!b!, ~A43!

L~7,2!522n~n21!Jn~a~2!b!/b2

12na~2!Jn11~a~2!b!/b, ~A44!

L~7,3!522n~n21!Yn~a~2!b!/b2

12na~2!Yn11~a~2!b!/b, ~A45!

L~7,4!5 i zb~2!Jn~b~2!b!22i z~n11!Jn11~b~2!b!/b,
~A46!

L~7,5!5 i zb~2!Yn~b~2!b!22i z~n11!Yn11~b~2!b!/b,
~A47!

L~7,6!5$b~2!
2 22n~n21!/b2%Jn~b~2!b!

22b~2!Jn11~b~2!b!/b, ~A48!

L~7,7!5$b~2!
2 22n~n21!/b2%Yn~b~2!b!

22b~2!Yn11~b~2!b!/b, ~A49!

L~8,2!52i znJn~a~2!b!/b22i za~2!Jn11~a~2!b!,
~A50!

L~8,3!52i znYn~a~2!b!/b22i za~2!Yn11~a~2!b!,
~A51!

L~8,4!52nb~2!Jn~b~2!b!/b1~b~2!
2 2z2!Jn11~b~2!b!,

~A52!

L~8,5!52nb~2!Yn~b~2!b!/b1~b~2!
2 2z2!Yn11~b~2!b!,

~A53!

L~8,6!5 i znJn~b~2!b!/b, ~A54!

L~8,7!5 i znYn~b~2!b!/b, ~A55!

L~9,8!52nJn~a~3!c!/c1a~3!Jn11~a~3!c!, ~A56!

L~9,9!52nYn~a~3!c!/c1a~3!Yn11~a~3!c!, ~A57!

L~9,10!5nHn~a~4!c!/c2a~4!Hn11~a~4!c!, ~A58!

L~9,11!5 i zHn11~b~4!c!, ~A59!

L~9,12!5nHn~b~4!c!/c, ~A60!

L~10,8!5l~3!~a~3!
2 1z2!Jn~a~3!c!, ~A61!

L~10,9!5l~3!~a~3!
2 1z2!Yn~a~3!c!, ~A62!

L~10,10!52$l~4!~a~4!
2 1z2!12m~4!~a~4!

2

2n~n21!/c2!%Hn~a~4!c!

12m~4!a~4!Hn11~a~4!c!/c, ~A63!

L~10,11!52im~4!zb~4!$Hn~b~4!c!

2~n11!Hn11~b~4!c!/b~4!c%, ~A64!

L~10,12!52m~4!$n~n21!Hn~b~4!c!/c2

2nb~4!Hn11~b~4!c!/c%, ~A65!

L~11,10!522n~n21!Hn~a~4!c!/c2

12na~4!Hn11~a~4!c!/c, ~A66!

L~11,11!5 i zb~4!Hn~b~4!c!

22i z~n11!Hn11~b~4!c!/c, ~A67!

L~11,12!5$b~4!
2 22n~n21!/c2%Hn~b~4!c!

22b~4!Hn11~b~4!c!/c, ~A68!

L~12,10!52i znHn~a~4!c!/c22i za~4!Hn11~a~4!c!,
~A69!

L~12,11!52nb~4!Hn~b~4!c!/c

1~b~4!
2 2z2!Hn11~b~4!c!, ~A70!

L~12,12!5 i znHn~b~4!c!/c, ~A71!

where then refers to the cylindrical mode number. The ele-
ments ofL(12,12) not defined above are zero. The column
vector $c% is given by

$c%5~A~1!,A~2!,B~2!,A1
~2! ,B1

~2! ,A3
~2! ,B3

~2! ,A~3!,

B~3!,A~4!,A1
~4! ,A3

~4!). ~A72!

Equation~A1! constitutes a system of 12 linear homo-
geneous algebraic equations in the wave amplitudes$c%,
which yields nontrivial solutions when the determinant of the
coefficients of the wave amplitudes$c% vanishes, i.e., when

uLu50. ~A73!

Equation ~A73! is a complex algebraic equation, both
the real and imaginary parts of which vanish simultaneously.
A solution, i.e., values ofz andv satisfying the appropriate
differential equations of motion and Eq.~A73! must be
found numerically. Once the solution is obtained, the ampli-
tude ratios can be solved for from Eq.~A1!.

It should be noted that Eq.~A73! can be transformed
into a real algebraic equation by redefining some of the am-
plitude coefficients in the following manner: (A1

(2) ,B1
(2))

→( iA1
(2) ,iB1

(2)); and keeping the other coefficients the same
as in Eq.~A72!. However, in the case of leaky modes, Eq.
~A73! becomes a complex algebraic equation in spite of the
aforementioned transformation.

2038 2038J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 C.-J. Hsu and B. K. Sinha: Mandrel effects on flexural modes



1D. C. Gazis, ‘‘Three-dimensional investigation of the propagation of
waves in hollow circular cylinders, I. Analytical foundation, and II. Nu-
merical results,’’ J. Acoust. Soc. Am.31, 568–577~1959!.

2T. R. Meeker and A. H. Meitzler, ‘‘Guided wave propagation in elongated
cylinders and plates,’’ inPhysical Acoustics, Vol. 1A, edited by W. P.
Mason~Academic, New York, 1964!.

3J. Lai, E. H. Dowell, and T. R. Tauchert, ‘‘Propagation of harmonic waves
in a composite elastic cylinder,’’ J. Acoust. Soc. Am.49, 220–227~1971!.

4A. Safaai-Jazi, C. K. Jen, and G. W. Farnell, ‘‘Analysis of weakly guiding
fiber acoustic waveguide,’’ IEEE Trans. Ultrason. Ferroelectr. Freq. Con-
trol 33, 59–68~1986!.

5A. Safaai-Jazi, C. K. Jen, and G. W. Farnell, ‘‘Cutoff conditions in an
acoustic fiber with infinitely thick cladding,’’ IEEE Trans. Ultrason. Fer-
roelectr. Freq. Control33, 69–73~1986!.

6A. Safaai-Jazi, C. K. Jen, G. W. Farnell, and J. D. N. Cheeke, ‘‘Analysis
of liquid-core cylindrical acoustic waveguides,’’ J. Acoust. Soc. Am.81,
1273–1278~1987!.

7C. R. Fuller and F. J. Fahy, ‘‘Characteristics of wave propagation and
energy distributions in cylindrical elastic shells filled with fluid,’’ J. Sound
Vib. 81, 501–518~1982!.

8C. R. Fuller, ‘‘The input mobility of an infinite circular cylindrical elastic
shell filled with fluid,’’ J. Sound Vib.87, 409–427~1983!.

9C. R. Fuller, ‘‘Monopole excitation of vibrations in an infinite cylindrical
elastic shell filled with fluid,’’ J. Sound Vib.96, 101–110~1984!.

10C. K. Jen, A. Safaai-Jazi, and G. W. Farnell, ‘‘Leaky modes in weakly
guiding fiber acoustic waveguides,’’ IEEE Trans. Ultrason. Ferroelectr.
Freq. Control33, 634–643~1986!.

11M. A. Biot, ‘‘Propagation of elastic waves in a cylindrical bore containing
a fluid,’’ J. Appl. Phys.23, 997–1005~1952!.

12W. L. Roever, J. H. Rosenbaum, and T. F. Vining, ‘‘Acoustic waves from
an impulsive source in a fluid-filled borehole,’’ J. Acoust. Soc. Am.55,
1144–1157~1974!.

13D. P. Schmitt, ‘‘Shear wave logging elastic formations,’’ J. Acoust. Soc.
Am. 84, 2215–2229~1988!.

14B. K. Sinha, T. J. Plona, S. Kostek, and S. K. Chang, ‘‘Axi-symmetric
wave propagation in fluid-loaded cylindrical shells. Part I: Theory,’’ J.
Acoust. Soc. Am.92, 1132–1143~1992!.

15T. J. Plona, B. K. Sinha, S. Kostek, and S. K. Chang, ‘‘Axi-symmetric
wave propagation in fluid-loaded cylindrical shells. Part II: Theory versus
Experiment,’’ J. Acoust. Soc. Am.92, 1144–1155~1992!.

16C-J. Hsu, S. Kostek, and D. L. Johnson, ‘‘Tube waves and mandrel
modes: Experiment and theory,’’ J. Acoust. Soc. Am.102, 3277–3289
~1997!.

17J. L. Stevens and S. M. Day, ‘‘Shear velocity logging in slow formations
using the Stoneley wave,’’ Geophysics51, 137–147~1986!.

18M. P. Ekstrom, ‘‘Dispersion estimation from borehole acoustic arrays us-
ing a modified matrix pencil algorithm,’’ paper presented at the29th Asi-
lomar Conference on Signals, Systems, and Computers, Pacific Grove,
California, 31 October 1995.

19S. W. Lang, A. L. Kurkjian, J. H. McClellan, C. F. Morris, and T. W.
Parks, ‘‘Estimating slowness dispersions from arrays of sonic logging
waveforms,’’ Geophysics52, 530–544~1987!.

20L. L. Scharf,Signal Processing: Detection, Estimation, and Time Series
Analysis~Addison-Wesley, New York, 1991!, p. 407.

21C-C. Lu and Q-H. Liu, ‘‘A three-dimensional dyadic Green’s function for
elastic waves in multilayer cylindrical structures,’’ J. Acoust. Soc. Am.
98, 2825–2835~1995!.

2039 2039J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 C.-J. Hsu and B. K. Sinha: Mandrel effects on flexural modes



Acoustic performance of flexible bellows
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Centre of Excellence for Technical Acoustics, Department of Mechanical Engineering, Indian Institute of
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Bellows are generally used for vibration isolation in ducts. However, conical expansions and
contractions lead to acoustic transmission loss as well. In this paper plane wave propagation through
a bellow has been investigated. The wave equation for a stationary medium has been solved exactly
with the help of a practical assumption. But, for the case of mean flow, with its convective as well
as dissipative effects, an equivalent simple expansion-contraction chamber model has been
developed based on some parametric studies. Effects of different parameters like thickness of the
bellow wall, radius, length, and Mach number of mean flow have been studied. A reasonable
agreement has been found between the theoretical and experimental results. ©1998 Acoustical
Society of America.@S0001-4966~98!01710-X#

PACS numbers: 43.20.Mv, 43.20.Hq, 43.20.Bi@DEC#

LIST OF SYMBOLS

a slope of the conical portion of the bellow
c speed of sound
C compliance
Er0 storage modulus
I inertance
j 5A21
ki wave number inside the bellow
l e length of the simple expansion chamber
l eq equivalent length
M mean flow Mach number
p acoustic pressure
r i radius at the entrance of the expanding portion of the

bellow
r eq equivalent radius
r iav average inner radius

r oav average outer radius
S area of cross section
tw thickness of the bellow wall material
u particle velocity
uw particle velocity at the wall
vv volume velocity
z distance along the axis of the bellow
r density of the fluid
v circular frequency
rw density of the bellow wall material
n Poisson’s ratio
h loss factor

Subscripts ‘‘i’’ and ‘‘ o’’ denote the inside and outside
medium, respectively.

INTRODUCTION

The effect of wall compliance has aroused interest in
recent times due to its vibration isolation properties. Vibro-
acoustics of hoses has been investigated by Munjal and
Thawani,1 among others. Practical hoses have been found to
act like rigid pipes for acoustic waves. Similarly, wave
propagation through rigid walled variable-area ducts has
been studied by several researchers,2–4 culminating in exact
solutions for plane wave propagation in ducts of different
shapes, with incompressible mean flow with the assumption
that there is no separation of boundary layer.5,6 However, the
effect of wall compliance coupled with an area change, as
would occur in flexible bellows, does not seem to have been
investigated till now.

In this paper, an analytical model for prediction of the
acoustic performance of flexible bellows is presented. The
Helmholtz equation has been solved exactly for the case of
stationary medium and an equivalent simple expansion–
contraction chamber model is developed for incorporation of
the convective as well as dissipative effects of mean flow.
Results of some parametric studies have also been included.

I. AN ANALYTICAL MODEL FOR STATIONARY
MEDIUM

The practical frequencies of interest in automotive ap-
plications being limited to about 2000 Hz, a plane wave
model is found to suffice for typical bellows used in practice.
Higher order modes will certainly be generated at the area
discontiniuties. However, it is presumed here that their effect
would be relatively negligible as compared to the plane
wave. Considerable simplification in the governing equations
occurs due to the assumption of a local reaction model, simi-
lar to the analysis of perforated elements.7,8 Thus basic equa-
tions for a compliant wall, variable-area duct~see Fig. 1! for
stationary medium are given as follows:

Continuity equation:

]r i

]t
1r i

]u

]z
1r iuS 1

S

dS

dzD12
r i

~r i1az!
uw50; ~1!

Momentum equation:

r i

]u

]t
1

]pi

]z
50. ~2!
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Here, the radial particle velocityuw is given by

uw5
pi

Zw
, ~3!

assuming isentropicity,

]pi5ci
2 ]r i . ~4!

The area of cross section at any ‘‘z’’ is given by

S5p~r i1az!2. ~5!

Assuming the time dependence asej vt, Eqs.~1! to ~5!
yield the Helmholtz equation:

d2pi

dz2 1
2a

~r i1az!

dpi

dz
1pi S ki

22
b

~r i1az! D50, ~6!

where

b52 jk iXi ~7!

and

Xi5
r ici

Zw
. ~8!

The dimensions of the bellow used in the expressions
above are as shown in Fig. 2.

The radial wall impedanceZw may be written as

Zw5 j vI 1
1

j vC
1Zo . ~9!

Radiation impedanceZo would generally be negligible.
InertanceI is given by

I 5rwtwS 11S 0.025

ri D 2D , ~10!

where a curvature factor has been incorporated from heuris-
tic considerations.1 Compliance is computed from the theory
of shells:

C5
r iav

E S r oav
2 1r iav

2

r oav
2 2r iav

2 1n D . ~11!

The compliance is computed at the midpoint of the conical
section in order to account for the variation of radius. A
complex modulus is incorporated as

E5Er~11 j h!, ~12!

where the frequency dependence of the storage modulus and
loss factor is taken into account as follows:1

h5hoS 11
f

1000D , ~13!

Er5EroS 11
f

1000D , ~14!

‘‘ f ’’ being the frequency in Hz. When the outside medium is
air, the radiation impedanceZo is negligible in comparison
with Zw . Substituting in Eq.~6!, the transformation

pi5
Qi

~r i1az!
, ~15!

it yields

d2Qi

dz2 1Qi S ki22
b

~r i1az! D50. ~16!

A solution to the above equation must satisfy the following
self-consistency tests depending on the values of ‘‘a’’ and
‘‘ b’’:

~i! If ‘‘ a’’ 50, it must reduce to the solution for a uniform
hose pipe;

~ii ! If ‘‘ b’’ 50, it must reduce to the solution for a rigid
walled conical pipe;

~iii ! If ‘‘ a’’ 5‘‘ b’’ 50, then it must reduce to the solution
for a rigid walled uniform pipe.

Although various solution methods were tried out, none
were found to satisfy all the abovementioned self-
consistency tests.9 Practically, the ‘‘az’’ term is very small
in comparison with ‘‘r i . ’’ Besides,ki

2 is much larger than
b/r i . Therefore neglectingaz with respect tor i in Eq. ~16!,
it yields

d2Qi

dz2 1Qi S ki22
b

r i
D50. ~17!

The solution of the above equation is easily obtained as

Qi5Ae2 jkhz1Be1 jkhz, ~18!

wherekh , the hose pipe wave number, is related to the rigid
pipe wave numberki as follows:1

FIG. 1. Dynamics of the control surface.

FIG. 2. A bellow.
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kh
25ki

2F12
2 jXi

ki r i
G . ~19!

Equations~15! and ~18! give the solution for pressurepi as

pi5
1

~r i1az!
@Ae2 jkhz1Be1 jkhz#. ~20!

This is seen to be a simple combination of the solutions of a
uniform hose pipe and a rigid walled conical pipe. It satisfies
all the aforementioned self-consistency tests. The particle ve-
locity is obtained from the momentum equation~2! as

u5
j

rv~r i1az! FAe2 jkhzS 2a

~r i1az!
2 jkhD

1Be1 jkhzS 2a

~r i1az!
1 jkhD G . ~21!

The volume velocity is given by

vv5p~r i1az!2u. ~22!

The transfer matrix is then obtained by the elimination of
constants ‘‘A’’ and ‘‘ B’’ from the expressions for the pres-
sure and volume velocity at ‘‘z50’’ and ‘‘ z5 l.’’ The four-
pole parameters thus obtained are:9

TM~1,1!5
j ~r i1al !

2khr i
Fe1 jkhl S a

r i1al
2 jkhD

2e2 jkhl S a

r i1al
1 jkhD G , ~23!

TM~1,2!5
r iv

~r i1al !2pkhr i
@e1 jkhl2e2 jkhl #

5
r iv. j sin~khl !

pr i~r i1al !.kh
, ~24!

TM~2,1!5
1

2pkh
Fp2r i

2~r i1al !

r iv
.e1 jkhl S 2a

r i
2 jkhD

3S 2a

r i1al
1 jkhD2

p2r i~r i1al !

r iv

3e2 jkhl S 2a

r i
1 jkhD S 2a

r i1al
2 jkhD G , ~25!

TM~2,2!5
j r i

2~r i1al !kh
Fe2 jkhl S a

r i
2 jkhD

2e1 jkhl S a

r i
1 jkhD G . ~26!

The transfer matrix for a specified length of a bellow is ob-
tained by successive multiplication of the constituent transfer
matrices of the expanding and contracting portions, by
choosing appropriate values of the slope parameter ‘‘a.’’ The
axial transmission loss is determined as given in Ref. 8. A
parametric study is carried out making use of the following
data: Medium—Air; Density—1.18 kg/m3; Material of the
bellow—Rubber; Storage modulus—2.03108(11 f /1000);

Loss factor—0.1(11 f /1000); Wall thickness—2.0 mm;
Poisson’s ratio—0.48; Density of the bellow material—
1200 kg/m3.

Effect of the variation of length of the bellow is seen in
Fig. 3. It may be observed that the maximum TLa increases
with length. The frequency at which all the curves peak is
that at which the imaginary part of wall impedance tends to
zero@see Eq.~9!#. This frequency is known as ring frequency
in the literature.

Variation of slope ‘‘a’’ of the conical portion of the
bellow is seen in Fig. 4. As expected, the maximum TLa

increases with slope. In the limit, it tends toward a sudden
area discontinuity, as the slope tends toward`. The fre-
quency at which TLa peaks remains practically unchanged
with variation of ‘‘a.’’

Thickness ‘‘th’’ of the bellow wall material has an op-
posite effect to that of slope on the maximum TLa, as it
decreases with thickness, as can be seen in Fig. 5. The fre-
quency at which TLa peaks is seen to be unaltered by the
variation in ‘‘th,’’ because inertance and compliance parts of
the wall impedanceZw increase linearly with thickness for
thin hoses or bellows.

Variation of the radius ‘‘ri , ’’ however, has a different
effect on the TLa . The frequency at which TLa peaks is
altered by the variation in radius, as seen in Fig. 6. TLa peaks
at a frequency at which the impedanceZw tends to a mini-

FIG. 3. Effect of number of steps~or serrations! on axial TL of a bellow
~r i510 cm, ‘‘a’’ 51.0!. ——— nstep55, — — — nstep510, ----- nstep
515.

FIG. 4. Effect of the slope ‘‘a’’ on axial TL of a 200-mm bellow with
20-mm steps (r i510 cm). ———a50, — — — a50.5, ----- a51.0.
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mum or at which the imaginary part ofZw tends to zero, as
can be seen in Fig. 7.

II. A MODEL FOR MEAN FLOW

Formulation of basic equations of momentum and con-
tinuity for the case of mean flow without any dissipative
effects yields

r i

Du

Dt
1

]p

]z
50, ~27!

1

ao
2

Dp

Dt
1r i

]u

]z
1r iuS 2a

r i1azD1
2r i

r i1az

p

Zw
50. ~28!

With the assumption of time dependence of the form
ej vt, elimination of the particle velocity yields the Helmholtz
equation:

~12M2!
d2p

dz2 1
dp

dz S 2a

r i1az
2

2r iU

Zw~r i1az!
22 jk iM D

1pi S ki
22

b

r i1azD50. ~29!

As can be seen, a solution to the above equation con-
forming to all the limiting cases mentioned is very difficult
to obtain. Besides, Eqs.~27! and ~28!, and thence Eq.~29!,

incorporate only the convectice effect of mean flow. They do
not take into account the dissipative effect of mean flow
arising out of boundary layer separation. Therefore, in what
follows, an approximate simple expansion chamber model is
developed for incorporation of the convective as well as dis-
sipative effects of mean flow.

From the parametric studies carried out with stationary
medium on bellows in the previous section, it can be intu-
itively deduced that a rigid walled conical expansion–
contraction chamber can be approximated by an equivalent
simple expansion chamber. Based on this heuristic principle,
some parametric studies are carried out over a range of val-
ues of inner radius and radial height~i.e., the difference be-
tween the outer radius and the inner radius! and the length of
area change.

The transmission loss of a simple expansion chamber is
given by

TLa510 lgF11
1

4 S m2
1

mD 2

sin2~kleq!G , ~30!

where ‘‘l eq’’ is the length of the expansion chamber and
‘‘ m’’ is the area expansion ratio. The maximum transmission
loss of a simple expansion chamber may be seen to be given
by

TLamax
510 lgF11

1

4 S m2
1

mD 2G , ~31!

when

sin~kleq!51

or

l eq5
p

2k
. ~32!

Thus the length of an equivalent simple expansion
chamber can be deduced from the frequency corresponding
to maximum TLa . Also, by the solution of Eq.~31!, rear-
ranged as a quadratic in ‘‘m,’’ expansion ratio of the equiva-

FIG. 5. Effect of thickness ‘‘th’’ of the wall material on axial TL of a
bellow (r i510 cm, ‘‘a’’ 51.0!. ——— th52 mm, — — — th53 mm,
----- th54 mm.

FIG. 6. Effect of internal radius ‘‘r i ’’ on axial TL of a bellow ~length5200
mm, ‘‘a’’ 51.0!. ——— r i550 mm, — — — r i5100 mm, ----- r i

5150 mm.

FIG. 7. Plot of real, imaginary, and absolute values ofZw vs frequency.
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lent chamber can be found out. This model is illustrated in
Fig. 8.

This procedure is carried out for different values of the
starting radius ‘‘r i ’’ and radial height ‘‘hi ’’ ~the difference in
the two radii! and length ‘‘l i . ’’

The values of ‘‘r i , ’’ ‘‘ hi , ’’ and ‘‘ l i ’’ used are

r i51.5, 2.0, 2.5, 3.0, 3.5, 4.0 cm,

hi50.5, 1.0, 1.5, 2.0 cm,

l i53.0, 4.0, 5.0 cm.

The underlined values are the default values used when the
other one is being varied. Thus the following empirical rela-
tions have been deduced by means of the least squares tech-
nique:

r eq~r i ,hi ,l i !50.5526~111.414 987.r i !

3~110.282 23.hi !, ~33!

l eq~r i ,hi ,l i !54.4428~120.007 323.r i !~110.030 99.hi

20.006 93.hi
2!~11158.9.l i !. ~34!

The comparison between the two models is seen in the Fig.
9.

Having obtained an equivalent simple expansion cham-
ber model, a bellow can be modeled similarly by the inclu-
sion of a factor ‘‘b’’ which is a function of the slope of the

conical part in order to account for the separation of the
mean flow boundary layer, as shown below. This is to be
multiplied with the loss factor of a sudden area discontinuity.

The transfer matrix for a simple area discontinuity in
terms of the convective state variables, as derived by
Munjal,10 is as follows:

Fpc2

vc2
G5F 12

KM1
2

12M1
2

KM1Y1

12M1
2

~g21!KM1
3

~12M1
2!Y1

12
~g21!KM1

2

12M1
2

G Fpc1

vc1
G , ~35!

where ‘‘K’’ is the loss factor depending on whether it is a
sudden expansion or sudden contraction. Thus

for sudden expansion, K5S Sd

Su
21D 2

, ~36!

for sudden contraction, K5
1

2 S 12
Sd

Su
D , ~37!

whereSd andSu are the downstream and upstream areas of
cross section at the discontinuity. The subscript ‘‘c’’ in the
state variables denotes the convective state variables as de-
fined by Munjal.8 The relation between these convective

FIG. 10. Variation of the factor ‘‘d’’ with u.

FIG. 11. Effect of mean flow Mach number~M, with dissipative effects
taken into account! on TLa of a bellow (r i50.025 m,r o50.035 m, l i

50.03 m). ———m50.0, — — — m50.1, ----- m50.2.

FIG. 8. Equivalent simple expansion chamber model.

FIG. 9. Comparison between a conical chamber (r i52.5 cm, l i53.0 cm,
hi51.0 cm) and an equivalent simple expansion chamber (r eq53.215 cm,
l eq52.0697 cm). ——— Rigid wall conical chamber, — — — equivalent
simple expansion chamber.
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state variables and the classical acoustical variables, pres-
sure, and mass velocity is given by

Fpc

vc
G5F 1 MYo

M /Yo 1 G Fp
v G , ~38!

where Yo denotes the characteristic impedance,rc0 /S. If
M2!1, the transfer matrix in Eq.~35! would reduce to

Fpc2

vc2
G5F1 KM1Y1

0 1 G Fpc1

vc1
G . ~39!

It has been observed that if the slope of a gradual expansion
or a gradual contraction is less than 0.1, or if half the angle
of convergence or divergence is less than 6 degrees, then
flow separation losses are negligible, in the range of Mach
numbers (M2!1) encountered in practice. Based on this and
the transfer matrices derived above, a new value of loss fac-
tor for a gradual area change with mean flow can be incor-
porated with a factor ‘‘d,’’ which varies as shown in the Fig.
10, which is to be multiplied with the loss factors for the
sudden expansion or contraction as the case may be. Assum-
ing a linear variation of this factor ‘‘d,’’ it would be given by

d5
~u20.1!

1.47
, ~40!

where ‘‘u’’ is half the angle of convergence or divergence in
radians.

Using this modified value of the loss factor, parametric
studies were carried out to observe the effect of Mach num-
ber. Thus it can be seen from Fig. 11 that as the Mach num-
ber increases the axial transmission loss increases. This
seems to justify the fact that the aeroacoustic losses due to
vortex shedding at the area discontinuity increase with Mach
number.

III. EXPERIMENTAL VALIDATION

The theoretical work is validated hereunder by means of
experiments carried out on a bellow. Transfer matrices de-
rived above may be used to evaluate insertion loss, IL, trans-
mission loss, TL, and level difference~or noise reduction!,
LD. The last one being the easiest to measure, has been
selected for the validation. Noise reduction was measured at

two points, one on the exhaust and the other on the tail pipe
side attached to the ends of the bellow. Noise reduction or
level difference is given by~Ref. 8, pages 59–60!:

LD520 lgUpn

p1
UdB,

520 lgU pn

po

p1

po

U ,

520 lgU TM~1,1!1TM~1,2!/Z0

coskl181 ~ jYn/Zo! sin kl18UdB ~41!

and

Zo5YnS ~kro!2

4
2Mn1 j „0.6kro…D , ~42!

wherer o is the radius of the pipe element, TM is the transfer
matrix, l 18 is the length of the tail pipe from the point at

FIG. 12. A schematic arrangement
of the excitation-cum-measurement
system.

FIG. 13. Comparison between theoretical and experimental results forM
50.0.
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which the pressure is sensed to the radiation end,ko is the
wave number,Yn is characteristic impedance of the tail pipe,
Zo is radiation impedance taking the mean flow effects into
account,po is the acoustic pressure at the end of the tail pipe,
andMn is the mean flow Mach number at pointn ~see Fig.
12!.

As would be observed from Eqs.~41! and ~42!, the ef-
fects of convection and radiation impedance have been duly
incorporated. The effect of viscosity of the gaseous medium
would be negligible for the typical diameters of bellows used
in automotive applications~see Ref. 8, pages 24–25!. Mea-
surements were carried out upto a Mach number of 0.1 at
frequency steps of 20 Hz. The experimental setup consisted
of an air supply facility and the instrumentation for the mea-
surement of noise reduction. The flow rate was measured
using an orificemeter. Figure 12 shows the instrumentation
used for the noise reduction measurements. The setup con-
sisted of a loud speaker, a sine random generator, a hetero-
dyne slave filter, and a power amplifier. In order to ensure
that the sound source level would be sufficiently above the
flow generated noise in the bellows, experiments were con-
ducted for discrete frequency excitation. Measurements were
restricted to frequencies above 250 Hz due to the loud-
speaker diaphragm resonance at lower frequencies. As the
model is valid for the plane mode only, measurements were
carried out up to 4000 Hz only.

The total length of the bellow was 42 cm and the length
of the tail pipe~from the end of the bellow to the exit! was
14 cm. The length of the pipe from the sensor to the bellow
on the inlet side was also 14 cm.

Comparison between the theoretical and experimental
results can be seen in Figs. 13, 14, and 15 for mean flow
mach numbers 0.0, 0.05, and 0.1, respectively. As can be
seen from these figures, peaks of noise reduction match quite
reasonably upto frequencies of 4000 Hz, and there is reason-
able general agreement between the predictions and experi-
mental observations.

IV. CONCLUSIONS

An analytical model for prediction of the acoustic per-
formance of flexible bellows has been developed, this being

the first known attempt. For the case of stationary medium,
the Helmholtz equation has been solved by using a practical
assumption, and for the case of mean flow, based on some
parametric studies, an equivalent simple expansion chamber
model has been presented.

The axial transmission loss TLa is seen to increase with
the length of the bellow, and the slope of the expanding~or
contracting portion! of the bellow, but decreases with the
thickness of the bellow wall. With the inclusion of convec-
tive as well as dissipative effects of mean flow, TLa is seen
to increase with Mach number as expected. As also seen in
the case of hose pipes, the wall compliance does not affect
the acoustic performance parameters like TLa significantly
for a gaseous medium like air.1

There does not seem to be a significant difference be-
tween the rubber bellow and the equivalent rigid walled
conical expansion-contraction chamber for the loss factors of
the bellow material encountered in the present study. Bel-
lows with higher loss factors are therefore preferable if they
are to be used for acoustic applications.
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High modal density approximations for equipment
in the time domain
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This article considers modeling the effect of complex subsystems on the dynamics of the main
structure to which they are attached. It is proposed that the substructure~say a piece of equipment!
be replaced by an equivalent set of forces which react back on the main structure. These forces are
given as time convolutions of the displacements at the equipment attachment points. The
convolution integral, which represents a time domain DtN~Dirichlet-to-Neumann! map, is
approximated in the high modal density limit with determined error bounds. This approximation
leads to a family of equipment representations. The simplest requires few measured equipment
properties, though more information can lead to greater accuracy. Our approximate DtNs are
demonstrated numerically in finite element simulations. ©1998 Acoustical Society of America.
@S0001-4966~98!04709-2#

PACS numbers: 43.20.Tb, 43.40.At@ANN#

INTRODUCTION

Analysis of problems involving simulations over large/
infinite domains can often be simplified by replacing a por-
tion of the domain by a Dirichlet to Neumann, or DtN map.1

Here we utilize the concepts of Dirichlet to Neumann map-
ping to replace a dynamical subsystem by a set of forces
f(t). We consider the subsystem to interact with the main
structure through a finite number of degrees of freedom
which we refer to as attachment points. The forcesf(t) that
the dynamical subsystem exerts on the main structure depend
on the displacement histories of the attachment points. Thus
a Dirichlet to Neumann map in this context is a map that
takes displacement histories into current forces. Once the
DtN map characterizing a dynamical subsystem is known, its
effect on the main structure is completely determined.

Approximate representations of dynamical subsystems
~equipment! have two important advantages over exact rep-
resentations or models. First, the approximate DtNs often
provide enough accuracy while reducing computational
costs. Second, approximate DtNs require relatively little ef-
fort to formulate. Here we formulate an approximate DtN
map based on a few gross parameters of the subsystem.

Many methods have been proposed to model the effects
of complicated substructures on the dynamics of the main
structure. Soize2 has attempted to do so by treating the sub-
structures as random structural elements, the parameters of
which are imprecisely known. Because of the uncertainty in
their structure, he has referred to them as ‘‘fuzzy structures.’’
Given a master~main! structure with random attachments,
Soize sets out to find the ensemble average of the response of
the main structure. Following Soize’s example, many other
authors have used different closure approximations in an at-
tempt to achieve the same goal.3–7 Statistical energy analysis

is also concerned with finding the ensemble average re-
sponse of a random system.

Pierceet al.,8 on the other hand, found the ‘‘typical re-
sponse’’ of a plate with a densely packed collection of oscil-
lators. Crighton9 has noted that in order to make predictions
about an individual realization of a system, one must seek a
‘‘typical response’’ of a complicated system, rather than an
average response. Any introductory statistics text makes the
point that knowledge of the average response alone is insuf-
ficient to make judgments about the behavior of the indi-
vidual. This has recently been emphasized in regard to fuzzy
structures in Ref. 10.

Our approach is to examine a complicateddeterministic
system. We obtain a model for the system which can be
exact if sufficient information about the system is given. We
consider approximations for the response of the system
which exploit the one thing that we have assumed from the
outset: the subsystem is complicated. Therefore, the number
of modes in the frequency range of interest in the system is
large. Thus we obtain an approximation that is valid for any
individual subsystem, and not only for an ensemble.

We conduct our analysis in the time domain~rather than
the frequency domain! for two reasons. First, for dynamical
simulations, this is the domain of interest. Second, the analy-
sis of the causal limit of zero damping and high modal den-
sity in the frequency domain can be subtle. On the other
hand, in the time domain we can more easily obtain results
for zero damping than with damping, as we will show.

In the next section we formulate the problem for con-
structing the time domain DtN map for a general linear elas-
tic subsystem. The exact equations are derived for the case of
zero damping. We then solve the equations of motion to
derive the exact DtN map for the subsystem. The effects of
small damping are then incorporated approximately. We use
a modal representation similar to that used by Pierce6 and
develop an approximate DtN map for the subsystem in the
high modal density limit. We derive error bounds on the
approximate DtN map based on the choice of parameters.

a!Currently affiliated with Parametric Technologies Corporation, Waltham,
MA.
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Finally we compare the results of using an exact DtN map to
those from an approximate DtN map in a dynamical simula-
tion. The simulation is performed for the special case of a
single attachment point subsystem whose components move
unidirectionally.

I. FORMULATION

We consider a linear dynamical subsystem whose con-
figuration is specified byN1M generalized coordinates,j i

with i 51,...,N1M . These generalized coordinates may be
thought of as being the generalized displacements of the
components of the subsystem from their equilibrium posi-
tions. This subsystem interacts with the outside world
through the firstN of the N1M generalized coordinatesjb

with b51,...,N. Henceforth we shall refer to these general-
ized degrees of freedom as the degrees of freedom of the
attachment points. We denote the generalized forces that are
applied to the system through the first N generalized coordi-
nates byf g whereg51,2,...,N.

The equations of motion for the subsystem are:

S M11 M12

M21 M22
D S j̈1

j̈2
D 1S C11 C12

C21 C22
D S j̇1

j̇2
D

1S K11 k12

k21 K22
D S j1

j2
D5S f1

0 D . ~1!

Here,j1 represents the generalized coordinates of the attach-
ment points andj2 represents the generalized coordinates of
the internal degrees of freedom. TheK ’s represent the stiff-
ness parameters coupling the attachment degrees of freedom
or the internal degrees of freedom to one another. Thek’s
represent the stiffness parameters coupling the attachment
degrees of freedom to the internal degrees of freedom. The
M ’s represent mass elements, while theC’s are damping
coefficients.

In the derivations that follow, we shall consider only the
special case in whichC1150 and C125C21

T 50. We shall
also usually consider the case of zero damping, in which
C2250. We shall, however, allow for the situations in which
M1150 and/orM125M21

T 50. The matricesM22, K11, K22

are all assumed to be positive definite.
In order to distinguish between the various blocks that

appear in the matrices in~1!, we shall adopt a summation
convention where repeated subscripts are summed through
their range. Since we require different ranges to distinguish
between attachment points and internal degrees of freedom,
we adopt the convention

a,b,g,...51,2,...,N,
~2!

p,q,r ,s,...5N11,...,N1M .

ThusM11→Mab , M12→Map , M22→M pq , etc. Using this
convention~2! allows us to rewrite~1! as

Mabj̈b1Mapj̈p1Kabjb1kapjp5 f a ~3!

and

M pqj̈q1Cpqj̇q1Kpqjq52M paj̈a2kpaja . ~4!

In Eq. ~4! we see that the internal degrees of freedom are
forced by the motions of the attachment points. Equations~3!
and~4! are the equations of motion of the subsystem. We can
now solve~4! for the unknown generalized coordinates,jp ,
and use the result in~3! to formulate a Dirichlet to Neumann
Map or DtN.1 The DtN map can be written as

f5F̃~ja!. ~5!

Here,F̃ is the Dirichlet to Neumann map; the forcesf a rep-
resent the Neumann data and the displacements of the attach-
ment pointsja represent the Dirichlet data. Thus the DtN
describes the forces exerted by the subsystem on its environ-
ment in terms of the displacements of its attachment points.
We note that in the case of linear systems, as are treated here,
the Fourier transform of the time-domain DtN map~5! is
directly proportional to the impedance of the subsystem.

II. EXACT SOLUTION FOR THE INTERNAL DEGREES
OF FREEDOM

We now consider the special case ofC2250. On that
basis, we obtain an exact solution of~4! for the generalized
displacements of the internal degrees of freedomjp in terms
of the displacements of the attachment pointsjb. The solu-
tion may be obtained in terms of a normal mode expansion
using the eigenvectors of the matrixM22

21/2K22M22
21/2. For

details of this derivation we refer the reader to Ref. 11. Here
we need not computeM22

21/2 explicitly. We only need to note
that M22

1/2 is the unique positive definite matrix that satisfies
M22

1/2M22
1/25M22.

The matrixMsp
21/2KpqMqr

21/2 is symmetric becauseK22 is
symmetric. We assume thatMsp

21/2KpqMqr
21/2 is positive defi-

nite; i.e.,

xT~M21/2KM 21/2!x.0, ;xÞ0PRM. ~6!

SinceMsp
21/2KpqMqr

21/2 is symmetric and positive definite, it
has M positive eigenvalues, (v (P))2, P51,...,M , and M
distinct orthonormal eigenvectors,g(P), P51,...,M .

In what follows summation is implied on repeated sub-
scripts, but superscripts are not summed unless explicitly
specified. We solve Eq.~4! subject to the conditionsja(t)
50, jp(t)50, ;t<0, and use the properties of
(Msp

21/2KpqMqr
21/2) to get

js~ t !52E
0

t

(
Q51

M Asp
~Q!

v~Q! sin~v~Q!~ t2t!!

3$kpaja~t!1M paj̈a~t!% dt. ~7!

We note that the time integration starts att50 because the
subsystem has no displacement history prior to this. In~7!,
we have denoted the outer productM21/2g^ gM21/2 by A:

Aps
~P!5M pq

21/2gq
~P!g r

~P!Mrs
21/2. ~8!

A. Exact Dirichlet to Neumann map

We now obtain an exact DtN map by substituting Eq.~7!
into Eq. ~3!. This yields
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f a5Mabj̈b1Kabjb

2S kap1Map

d2

dt2D E0

t

(
P51

M Aps
~P!

v~P! sin~v~P!~ t2t!!

3$Msbj̈b~t!1ksbjb~t!% dt. ~9!

Various expressions for the exact DtN map may be con-
structed by rearranging the terms of Eq.~9!.11 It is, perhaps,
most illustrative to conduct integration by parts on terms
containingj and simplify the result to write

f a5@Mab2Ma iM i j
21M j b#j̈b

1@Kab2kapKps
21ksb#jb~ t !

1E
0

t

(
P51

M

v~P!mab
~P! sin~v~P!~ t2t!!j̈b~t! dt.

~10!

Here we have used the relation11

Kpq
215 (

P51

M Apq
~P!

~v~P!!2. ~11!

In Eq. ~10! we have introduced the modal mass tensormab
(P).

We define the modal mass tensor to be

mab
~P!5

1

~v~P!!4 ~Map~v~P!!2 2kaq!S Apr
~P! Aps

~P!

Aqr
~P! Aqs

~P!D
3S Mrb~v~P!!2

2ksb
D . ~12!

This modal mass tensor is a generalization of the modal mass
definition of Pierce6 and O’Hara and Cunniff.12

B. Properties of the modal mass tensor

The modal mass tensors have the property that their sum
over all modes,P51,...,M , yields the total mass of the
subsystem.11 This may be written as

za
i @Mab2Ma iM i j

21M j b#zb
j 1 (

P51

M

za
i mab

~P!zb
j 5M ~T!d

i j .

~13!

Here za
i represents a unit displacement of the attachment

points in thei th Cartesian direction andd i j is the Kronecker
delta function. Further, the modal mass tensors can also be
shown to satisfy the relationship11

(
P51

M

~v~P!!2mab
~P!5MapM pq

21KqrMrs
21Msb

2MapM pq
21kqb2kapM pq

21Mqb

1kapKpq
21kqb. ~14!

C. The role of damping

We now briefly reconsider Eq.~4! with C22Þ0. We shall
assume, however, thatC22 can be diagonalized by the eigen-
vectorsg. Thus, we write

Mrp
21/2CpqMqs

21/2gs
~Q!52h~Q!v~Q!gs

~Q!

~no sum onQ!. ~15!

Here, h (Q) is the fraction of critical damping of theQth
mode of the clamped subsystem. Assumingh (Q)!1 leads to
the following solution of~4!:

js52E
0

t

(
Q51

M Asp
~Q!

v~Q! sin ~v~Q!~ t2t!!

3exp ~2h~Q!v~Q!~ t2t!!$kpaja~t!1M paj̈a~t!%dt.

~16!

Following the same steps as those leading to Eq.~10!, gives
an approximate DtN that includes the effects of small damp-
ing on the internal degrees of freedom:

f a5@Mab2Ma iM i j
21M j b#j̈b

1@Kab2kapKps
21ksb#jb~ t !1E

0

t

(
P51

M

v~P!mab
~P!

3sin ~v~P!~ t2t!!e2h~P!v~P!~ t2t!j̈b~t! dt. ~17!

We emphasize here that~17! is exact forh (P)50, but is only
approximately valid forh (P)Þ0. We shall refer to results
derived consistently from~17! as ‘‘exact’’ in the rest of the
paper, with the understanding that they are exact forh (P)

50.

III. APPROXIMATE DTN MAP AND ERROR BOUNDS

We begin this section by introducing the modal mass
function:

m~v!5 (
P51

M

m~P!H~v2v~P!!. ~18!

In ~18!, H(v) is the Heaviside unit step function. This defi-
nition is similar although not identical to that of Pierce.6 We
note that the functionm~v! is discontinuous. Therefore its
derivatives are to be interpreted as delta functions. We also
introduce a continuous damping functionh~v! such that
h(v (Q))5h (Q), and that

min
v

h~v!5 min
Q51,...,M

h~Q!. ~19!

When the subsystem has many internal degrees of freedom
and therefore many modes, we expect that the modal mass
function m~v! is well approximated by a smooth function
m̄(v). We now show that the error inf(t) resulting from
approximating the modal mass function is bounded for all
time, subject to some conditions. We do this by rewriting our
discrete DtN in~17! using ~18! and ~19!:

f a5@Mab2Ma iM i j
21M j b#j̈b

1@Kab2kapKps
21ksb#jb~ t !1E

0

tE
0

`

v
dmab~v!

dv

3sin v~ t2t!e2h~ t2t!j̈b~t! dv dt. ~20!
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Here we emphasize that Eq.~20! is exact for the case of zero
damping, and no ‘‘fuzzy’’ approximations have as yet been
made. That~20! is indeed exact can be easily verified by
substituting~18! into ~20! and integrating the resulting sum
of delta functions.

We now consider approximatingm~v! by m̄(v). Thus
we introduce the difference functionme(n) with n5v/e
such that

m~v!5m̄~v!1emeS v

e D , e!1. ~21!

Here, eme(v/e) is a small but rapidly varying function
which represents the error in approximatingm~v! by m̄(v).
The fact that it is rapidly varying is accounted for explicitly
through its dependence on the argument (v/e). The nondi-
mensional parametere is a measure of the modal spacing.
We now substitute Eq.~21! into ~20! to get

f a5@Mab2Ma iM i j
21M j b#j̈b

1@Kab2kapKps
21ksb#jb~ t !1E

0

tE
0

`

v
dm̄ab~v!

dv

3sin v~ t2t!e2h~ t2t!j̈b~t! dv dt1errora~ t !.

~22!

The error term in Eq.~22! is given by

error ~ t !5E
0

tE
0

`

v
dme

dn
~n!U

n5v/e

sin v~ t2t!

3e2h~ t2t!j̈~t! dv dt. ~23!

Here,mab
e8 (n) is the derivative with respect to its argument.

We now show that the error is bounded. We integrate~23! by
parts once in time and twice in frequency to obtain:

error ~ t !5e2E
0

tE
0

`

m21
e S v

e D ~ t2t!2 cosv~ t2t!

3e2h~ t2t!j-~t! dv dt. ~24!

Here m21
e (n) is the integral ofme(n) with respect to its

argument. In deriving Eq.~24! the following assumptions
were made regarding the choice ofm̄(v):

m̄~0!50, m̄~`!5 (
P51

M

m~P!,

~25!

m21
e ~0!50, C[E

0

`

uum21
e ~n!uu dn,`.

In Eq. ~24! we observe

E
0

` Im21
e S v

e D Idv5eC,`,

ucosv~ t2t!u<1, ~26!

~ t2t!3e2h~ t2t!<S 3

hmin
D 3

e23.

Substituting~26! into ~24! yields

uuerror ~ t !uu

<H e3

h3 27e23Cuj-~ t !umax, hÞ0,h!1,;t,

e3t3Cuj-~ t !umax, h50,;t.

~27!

Equation ~27! shows that the error incurred in replacing
m~v! by a smoothm̄(v) is bounded for all time in the pres-
ence of damping. When there is no damping, the error is
small for simulation time less thanO(1/e).

IV. EXAMPLE APPLICATION OF DTNs

In this section we illustrate the application of our formu-
lation and DtNs to a particular problem. We consider an
elastic rod~main structure! that we model discretely using
ten elastic finite elements. At one end of the rod we prescribe
a unit step displacement att50. At the other end of the rod
we attach a dynamical subsystem whose components are al-
lowed unidirectional motion only. We represent the effect of
the subsystem on the dynamics of the elastic rod through a
DtN map. We use this special case to compare the results of
the exact DtN map to an approximate~fuzzy! DtN map. The
basis of our comparison is the forcef(t) that the substructure
exerts on the rod in each case.

The exact DtN for such a subsystem may be derived
from Eq. ~20! to be

f 0~ t !5K0j0~ t !2E
0

tE
0

`

v3
dm~v!

dv
sin v~ t2t!

3e2h~v!~ t2t!j0~t! dv dt. ~28!

Herej0 is the displacement of the attachment point between
the rod and the subsystem~equipment!, f 0 is the force ex-
erted by the subsystem on the elastic rod, andK0 is the
high-frequency attachment point stiffness. For details of the
formulation and derivation of Eq.~28! we refer the reader to
Ref. 13. We consider exact and approximate modal mass
functions of the form

FIG. 1. Force at the attachment point plotted as a function of time. The full
time scale is one unit. The parameters of the rod and subsystem are such that
V'v0'10. 10 internal d.o.f. subsystem.
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m~v!5 (
P51

M

m~P!H~v2v~P!!,

~29!

m̄~v!5MT erf S v

&V
D .

Here erf (z) is the error function as defined in Ref. 14,MT is
the total mass of the subsystem, andV is a characteristic
frequency scale of the subsystem. The frequenciesv (P) are
chosen randomly between 0 and 33V. The modal masses
m(P) are chosen to approximate the continuous distribution
m̄(v) in ~29!, thus satisfying the assumption~21!.

We note further that the modal mass functionsm(v)
andm̄(v) satisfy13

m~0!50, m~`!5MT5 (
P51

M

m~P!,

~30!

dm

dv
>0, E

0

`

v2
dm~v!

dv
dv5K0 .

From condition~30! we obtainV5AK0 /MT in the approxi-
mate modal mass function. We use the modal mass functions
from ~29! in the DtN ~28! to obtain our exact and approxi-
mate~fuzzy! DtN as13

f 0~ t !5K0j0~ t !2E
0

t

(
P51

M

~v~P!!3m~P!

3sin ~v~P!~ t2t!!e2h~P!~ t2t!j0~t! dt, ~31!

f̄ 0~ t !5K0j0~ t !2MTV4E
0

t

@32V2~ t2t!2#

3~ t2t!e2~ t2t!2V2/2j0~t! dt. ~32!

We note that other choices ofm̄(v) lead to different results.

A. Implementation and numerical results

We analyze the elastic rod described above using finite
elements. The rod is discretized and represented by ten finite
elements. The DtN boundary condition given by Eq.~31! or
~32! is applied at the end of the rod atx5L. We apply a unit
Heaviside step in displacement at the endx50. We integrate
the equations of motion explicitly to update the displace-
ments in the rod and the force at the attachment point. The
force at the attachment point at any timet depends on the
value of j0 at all earlier times. Therefore, we maintain a
time history of the displacement of the node atx5L and use
this in ~32! to evaluate the forcef 0 at each time step. This
allows us to compute the displacement of the rod at the next
time step, and so on. Below we compare the forces between

FIG. 2. The 100 internal d.o.f subsystem.

FIG. 3. The 500 internal d.o.f subsystem.

FIG. 4. The 100 internal d.o.f with 1% damping.

FIG. 5. The 100 internal d.o.f with 5% damping.
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the rod and the equipment predicted by the exact DtN and
the approximate DtN for various modal densities and modal
damping.

The properties of the rod and the subsystem are chosen
so that V'v0'10, wherev0 is the lowest natural fre-
quency of the rod. Further, the mass of the rod is approxi-
mately the same as the mass of the attachment. The rod has
high ('10%) damping, which is the same throughout the
simulations, and tends to make the travel time slightly faster
than would be indicated byv0 . The equipment has either
zero dissipation or a value as stated in the figure captions.
The full time range for the simulations is one time unit.

In Figs. 1–3 we see the effect of the number of internal
degrees of freedomM ~modes! on the exact and approximate
DtNs ~31! and ~32!, respectively. The number of modes is
related inversely to the small parametere introduced in Eq.
~21!. Specifically, e5O(1/M ). Thus, asM increases, we
expect the results from the approximate DtN~32! to better
approximate the exact DtN results. From these figures we
can see that the approximate DtN map in Eq.~32! indeed
provides a more accurate representation of the subsystem as
the number of internal degrees of freedom increase from 10
to 500.

In Figs. 4–6 we study the effect of subsystem damping
on the validity of the DtN approximation. Based on the re-
sults from Sec. IV, we should expect that increasing damping
~with M fixed! would control the long time error in the simu-
lations. In Figs. 4–6, we see precisely this behavior ash
increases from 1% to 10% of critical damping. We note that
in all these figures the approximate DtN has zero added
damping. We conjecture that better agreement in the ‘‘over
shoot’’ region~near t5100! would be realized by using an
approximate DtN that included damping.

V. CONCLUSIONS

In Sec. III A we have shown that a general dynamical
subsystem can be represented by an exact DtN map. The
map can be used to replace the subsystem in a dynamical
simulation. In Sec. IV we provided approximate representa-
tions for the dynamical subsystem. We showed that the error
can be bounded. In the final section we studied an example
problem and performed a dynamical simulation using both

our exact and approximate DtNs. The simulation demon-
strates the validity of our results when the number of modes
is high. It also shows that the model improves with the pres-
ence of a small amount of damping.

The approximate structure model presented here re-
quires knowledge of ‘‘the limiting structure.’’ That is, we
need to know

lim
e→0

m~v!5m̄~v!. ~33!

Equation~33! is very restrictive in terms of developing ap-
proximations for real structures. In a future contribution,15

we shall show that a given structure can be accurately mod-
eled without full knowledge of the limit in~33!. That is, we
can construct anm̄(v) with knowledge of only a few rela-
tively simple parameters that describe the system.
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Reconstructing interior acoustic pressure fields via Helmholtz
equation least-squares method
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This paper extends the Helmholtz equation least-squares~HELS! method previously developed by
Wang and Wu@J. Acoust. Soc. Am.102, 2020–2032~1997!# to reconstruction of acoustic pressure
fields inside the cavity of a vibrating object. The acoustic pressures are reconstructed through an
expansion of the acoustic modes generated by the Gram–Schmidt orthonormalization with respect
to the particular solutions to the Helmholtz equation. Such an expansion is uniformly convergent
because the selected acoustic modes consist of a uniformly convergent series of Legendre functions.
The coefficients associated with these acoustic modes are determined by requiring the
assumed-form solution to satisfy the pressure boundary condition at the measurement points. The
errors incurred in this process are minimized by the least-squares method. Numerical examples of
partially vibrating spheres and cylinders with various half-length to radius aspect ratios subject to
different frequency excitations are demonstrated. The reconstructed acoustic pressures are compared
with the analytic solutions and numerical ones obtained by using the standard boundary element
method~BEM! codes. ©1998 Acoustical Society of America.@S0001-4966~98!01110-2#

PACS numbers: 43.20.Tb, 43.20.Rz, 43.50.Yw@CBB#

INTRODUCTION

In engineering applications, it is often required to diag-
nose noise sources of vibrating structures, which includes
identification of the locations and strengths of noise sources
over the structural surfaces. With this information the design
engineers can come up with more effective noise reduction
measures. Traditionally, noise diagnosis is carried out by us-
ing an intensity probe that sweeps over the entire source
surface at very close range. This approach is feasible when
the source surface is smooth and flat. Even so, the diagnostic
process can be costly and time-consuming.

One way of conducting a quick noise diagnosis is via the
space transformation of sound field~STSF! method proposed
by Bruel & Kjaer ~1995!. STSF combines the near field
acoustic holography, originally developed by Williamset al.
~1980!, Maynardet al. ~1985!, and Veronesi and Maynard
~1987!, and the BEM-based Kirchhoff integral theory for
acoustic radiation in the field. While STSF offers a quick
result, it lacks a mathematical rigor in replacing a source by
a finite planar surface on which acoustic pressure measure-
ments are made. Such a replacement is inherently handi-
capped, and at best represents a crude approximation for an
acoustic pressure distribution very close to the measurement
plane. Even so, reconstruction of acoustic pressures is lim-
ited to a planar surface on one side of the source only.

To reconstruct the acoustic pressures over the entire sur-
face of a vibrating object, one can utilize the Kirchhoff inte-
gral theory. This integral formulation correlates the radiated
acoustic pressures to the surface acoustic quantities, which
can be determined by solving an integral equation numeri-
cally using BEM ~Gardner and Bernhard, 1988; Veronesi
and Maynard, 1989; Kim and Lee, 1990; Ciskowski and
Brebbia, 1991; Bai, 1992!. The advantage of this BEM-based
integral formulation is the reduction of dimensionality of the
problem by one. However, precisely because of this transfor-

mation that gives its advantage, it also brings about several
inherent drawbacks.

The first drawback is that the integral equation may fail
to yield a unique solution when the excitation frequency is
close to one of the characteristic frequencies of the related
interior boundary value problem~Schenck, 1968!. While this
nonuniqueness difficulty can be overcome by the CHIEF
method~Schenck, 1968!, the efficiency and accuracy of nu-
merical calculations may be affected. The second drawback
is its inherent ill-conditioning difficulty~Wang and Wu,
1997! when the measured data are not error free. Singular
value decomposition~SVD! can be used to truncate the order
and regularize the matrix that correlates the measured data to
surface acoustic pressures, thus reducing the reconstruction
errors. Even with this regularization, the accuracy of recon-
struction is still limited to the near field~Kim and Lee,
1990!. Moreover, how to handle small singular values in
SVD is still a problem open to investigation~Veronesi and
Maynard, 1989!. The last but not the least drawback is due to
the fact that the number of measurements in the field must be
comparable to that of the nodes discretized on the surface.
Consequently, the effectiveness of this method can be se-
verely hindered when hundreds of~or even more! discretized
nodes are used to describe the surface acoustic pressure dis-
tribution, making diagnostics virtually impossible.

Recently, a Helmholtz equation least-squares~HELS!
method~Wang et al., 1995; Wang and Wu, 1997; Wu and
Wang, 1998! was developed to reconstruct the radiated
acoustic pressures from a vibrating object. This method em-
ploys an expansion of acoustic modes that satisfy the Helm-
holtz equation. Such an expansion is uniformly convergent
because the selected acoustic modes consist of a uniformly
convergent series of Legendre functions. The coefficients as-
sociated with these acoustic modes are determined by requir-
ing the assumed-form solution to satisfy the pres-
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sure boundary condition at the measurement points. The er-
rors incurred in this process are minimized by the least-
squares method. It is shown~Wang and Wu, 1997! that the
solutions thus obtained are always unique. The number of
measurements is no more than that of the acoustic modes
needed to reconstruct the radiated acoustic pressure field,
which is small when an appropriate coordinate system is se-
lected for the particular source geometry under consider-
ation. Consequently, numerical computation efficiency of the
HELS method can be high. Notice that Huntet al. ~1974!
have applied a similar expansion theory to the Kirchhoff
integral formulation to solve acoustic radiation from an elas-
tic structure. They express both the surface acoustic pressure
and normal component of the surface velocity involved in
the integral formulation as the spherical Hankel functions
and Legendre functions. The coefficients associated with
these functions are solved simultaneously, given the external
excitation force acting on the structure.

In this paper, the previously derived HELS method
~Wang and Wu, 1997! is extended to reconstruction of
acoustic pressure fields inside the cavity of a vibrating struc-
ture. The results thus obtained are compared with analytical
and numerical solutions using the standard BEM codes. Ap-
plications of such can be found in diagnoses of noise sources
inside a vehicle passenger compartment and an aircraft
cabin.

I. GENERAL FORMULATIONS

The acoustic pressure radiated from a finite vibrating
object into an unbounded fluid medium satisfies the wave
equation, whose Fourier transformation is known as the re-
duced wave equation or the Helmholtz equation,

¹2p̂1k2p̂50, ~1!

where p̂ represents the complex amplitude of the acoustic
pressure andk5v/c is the acoustic wave number. Suppose
that p̂ satisfies the Dirichlet condition

p̂~xB!5g~xB!, xBP]B, ~2!

where]B represents a boundary surface. Solutions to Eq.~1!
subject to boundary condition~2! can be expressed as an
expansion of acoustic modesCm j ~Wang and Wu, 1997;
Note that there are some ambiguities in the indices of these
acoustic modesCm j in the previous paper, which are cor-
rected here!;

p̂~xm!5rc(
j 50

`

Cm jCm j~xm!, ~3!

where p̂ represents the complex amplitude of the acoustic
pressure at any pointxm in the field,r andc are the density
and speed of sound of the fluid medium, respectively. The
summation on the right side of Eq.~3! can also be written as

(
j 50

`

Cm jCm j~xm!5 (
n50

`

(
l 52n

n

C̃nlc̃nl~xm!. ~4!

The summations on both sides of Eq.~4! are equivalent. The
right-hand side format may appear more frequently in the

literature~Hunt et al., 1974!, but is cumbersome to use in the
derivations because it contains a double summation. In this
paper, the right-hand side format is utilized to facilitate the
definition of the expansion functionsc̃nl(xm). Once this is
done, the expansion functions are rewritten in the left-hand
side format to facilitate derivations of the formulations.

The expansion functionsc̃nl(xm) on the right side of Eq.
~4! can be generated by using Gram–Schmidt orthonormal-
ization ~Pinsky, 1991! with respect to the particular solutions
to the Helmholtz equationcnl

^cnl~xB!,c̃nl~xB!&5E
]B

cnl~xB!c̃nl~xB!dS. ~5!

Here a tilde is used to distinguish the expansion functions
c̃nl from the particular solutionscnl . The symbol̂ & on the
left side of Eq.~5! indicates an inner product with respect to
the boundary surface]B, and the particular solutionscnl can
be written in terms of the spherical coordinates as~Vekua,
1953!

cnl~r ,u,f!5hn~kr !Pn
l ~cosu!H cos lu

sin lu , ~6!

where hn(kr) and Pn
l (cosu) denote the spherical Hankel

functions and Legendre functions, respectively. The expan-
sion functionsc̃nl thus obtained are mutually orthonormal on
]B and uniformly convergent, becausecnl consist of a uni-
formly convergent series of Legendre functions~Bergman,
1960!.

Note that the orthonormalization defined by Eq.~6! is
important for an arbitrary surface because it guarantees a
mutual orthogonality of the basis functions. Without this pro-
cess the reconstructed acoustic pressure fields may not con-
verge to the true values. For a spherical surface, however,
such a process is unnecessary because it produces the par-
ticular solutionscnl themselves, namely,c̃nl[cnl for a
spherical surface.

The coefficients associated withc̃nl(xm), or equiva-
lently, those associated withCm j(xm) in Eq. ~4!, can be de-
termined by requiring the assumed-form solution, Eq.~3!, to
satisfy the boundary condition at the measurement pointxm ,

rc(
j 50

J

Cm jCm j~xm!5 p̂Bm~xm!. ~7!

Suppose that anN-term expansion in Eq.~7! is used;
then the total number of acoustic modesCm j(xm) is equal to
J5(N11)2. Accordingly, there areJ unknown coefficients
Cm j . To solve these unknowns,M measurements (M>J)
must be taken, which leads to a set ofJ simultaneous alge-
braic equations. If the measured quantitiesp̂B(xm), m51 to
M , are exact, then the assumed-form solution converges to
the true value asN→` ~Davis and Rabinowitz, 1961!. How-
ever, in realityp̂B(xm) always contains errors due either to
measurement uncertainties or to rapid decay of evanescent
waves. Moreover, the number of measurementsM is always
finite, and so is the number of expansion termsN. Conse-
quently,p̂(xm) will not converge to the true value. Neverthe-

2055 2055J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 S. F. Wu and J. Yu: HELS method for interior fields



less, the errors incurred in this process can be minimized by
the least-squares method

I 5 (
m51

M Frc(
j 50

J

Cm jCm j~xm!2 p̂B~xm!G2

. ~8!

Taking the derivative ofI with respect toCmi and set-
ting the resultant equations to zero yield a set of simulta-
neous equations for the unknown coefficientsCmi , which
can be written in a matrix form as

@T#J3J$C%J315$D%J31 , ~9!

where@T#J3J represents the transformation matrix that cor-
relates the measured data to the reconstructed acoustic pres-
sures, and$D%J31 contains the measured information, whose
elements are given, respectively, by

Ti j 5rc (
m51

M

Cmi~xm!Cm j~xm!, ~10a!

Di5 (
m51

M

p̂B~xm!Cmi~xm!. ~10b!

Note that the transformation matrix@T#J3J is nonsingu-
lar. Therefore the coefficients$C% can be solved by inverting
the matrix@T#J3J

$C%J315~rc!21@E#J3M$ p̂B%M31 , ~11!

where@E#J3M is called the pseudoinverse matrix defined as

@E#J3M5~@C#M3J
T @C#M3J!

21@C#M3J
T , ~12!

where @C#M3J represents anM3J matrix that consists of
the acoustic modesC i j (xm) defined in Eq.~4!. It can be
shown that the condition number of the pseudoinverse matrix
@E#J3M is much smaller than that of a direct inverse~Stew-
art, 1973!. Hence the matrix equation~11! is stable and the
accuracy of numerical computations is high.

Note that in deriving Eq.~11! no restrictions are im-
posed on the measurement points, as long as they are non-
coincident. The coefficients$C% thus obtained will have er-
rors to the second order. Once$C% is determined, the surface
acoustic pressures can be reconstructed by Eq.~3!. In fact,
one can use Eq.~3! to reconstruct acoustic pressures any-
where external to the vibrating object.

It is emphasized that Eq.~3! can be expressed in other
coordinate systems. Table I summaries the coordinate sys-
tems that may be suited for reconstructing the acoustic pres-
sures on various types of source geometry.

The advantages of the HELS method are that:~1! it is
mathematically rigorous;~2! it allows for reconstruction of
acoustic pressures over the entire surface;~3! solutions thus
obtained are unique; and~4! the efficiency of numerical com-
putations is high. This is because the number of measure-
ments is determined by that of acoustic modes needed to
reconstruct the radiated acoustic pressure field, which is
small when an appropriate coordinate system is selected for
the particular source geometry under consideration.

II. INTERIOR PROBLEMS

The formulations derived above can be extended to re-
construction of the acoustic pressure fields in the interior
region. Notice that the spherical Hankel functionhn(kr) in
Eq. ~6! corresponds to outgoing waves, appropriate for re-
construction of acoustic pressure fields in the exterior region.
Such a function is unbounded atr 50 and cannot be used to
reconstruct the acoustic pressure fields in an interior region.
This difficulty can be overcome by taking the real and imagi-
nary parts ofhn(kr) ~Morse and Ingard, 1986!

hn~kr !5Tn~kr !1 ı̂:n~kr !, ~13!

where ı̂5A21, andTn and:n are the spherical Bessel and
spherical Neumann functions of ordern, respectively. Since
Tn is finite at r 50 but :n is not, and since the acoustic
pressures are bounded, the spherical Neumann function:n

can be discarded on the physical reasoning basis, and only
the spherical Bessel functionsTn are retained in Eq.~6! to
reconstruct the acoustic pressure fields in the interior region.

Note that the spherical Bessel functionsTn are most
suitable for reconstructing acoustic pressures radiated from a
spherical source or sources with a characteristic aspect ratio
x:y:z close to 1:1:1~e.g., a chunky object!. Under this con-
dition, the number of acoustic modes needed to reconstruct
the acoustic pressure fields is minimum, making it an ex-
tremely effective noise diagnostic tool. For an elongated or
an arbitrarily shaped object, the Bessel functions can be ex-
pressed in terms of other coordinate systems as listed in
Table I to reduce the number of acoustic modes necessary to
approximate the acoustic pressure field. The major difficulty
with these prolate, oblate, and elliptic coordinate systems,
however, is that they are much harder to implement numeri-
cally than the spherical coordinate system, thus rendering
them less attractive to use in practice.

III. NUMERICAL EXAMPLES

In this section numerical examples of reconstructing
acoustic pressure fields inside the cavity of a vibrating object
are demonstrated. To begin with, the cases for which analyti-
cal solutions are well known are considered in order to fa-
cilitate the validations of the HELS method. The first ex-
ample is concerned with reconstruction of the radiated
acoustic pressures from a partially vibrating sphere of radius

TABLE I. Summary of coordinate systems for various types of source ge-
ometry.

Representative aspect ratiox:y:z Coordinate systems

1:1:1 ~a chunky object! Spherical
Prolate spheroidal
Oblate spheroidal
Ellipsoidal

1:1:10 ~a long object! Prolate spheroidal
Ellipsoidal

1:10:10~a flat object! Oblate spheroidal
Ellipsoidal

1:10:100~a long and flat object! Ellipsoidal
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a. Assume that a portion of a spherical surface~with a vertex
angle of 2u590°) is vibrating at a constant frequencyv, and
the rest of the surface is stationary,

V̂n~u!5H V̂0 , 0<uuu,45°,

0, elsewhere,
~14!

whereV̂0 is constant.
The acoustic pressure field generated by this partially

vibrating sphere can be determined analytically~Morse and
Ingard, 1986!. Without loss of generality, the interior field
acoustic pressures at nine points along an arc of radiusr
50.8a from u50° to 180° with an equal interval,Du
522.5°, are calculated. Setting the number of measurements
M to that of the acoustic modes yieldsJ59 and N5AJ
2152. Accordingly, the radiated acoustic pressure can be
written as the following expansion:

rc(
j 50

9

Cm jCm j~xm!5rc(
n50

2

(
l 52n

n

C̃nlc̃nl~xm!5 p̂B~xm!.

~15!

The unknown coefficientsCm j can be determined by solving
a set of nine simultaneous algebraic equations. Once this is
done, the acoustic pressure field can be calculated anywhere,
including the surface of the partially vibrating sphere. Note
that in carrying out the numerical computations, the spherical
Hankel functions involved in the expansion functions
c̃nl(xm) must be replaced by the spherical Bessel functions,
so that the reconstructed acoustic pressures are finite atr
50.

It is emphasized that no axisymmetry property is taken
into account in the numerical computations using the HELS
method. The computer codes developed are suitable for a
general three-dimensional finite object. The reconstructed
acoustic pressures thus obtained are compared with the ana-
lytic solutions. Results show that excellent agreements in
both field and surface acoustic pressures are obtained for all
ka values tested. For brevity, only the comparison of the
reconstructed surface acoustic pressures and the analytic
ones atka510 is demonstrated~see Fig. 1!.

The second example deals with sound radiation in the
interior region of a partially vibrating cylinder of radiusa
and half-lengthb with two spherical endcaps. As in the first
example, the normal component of the surface velocity is
assumed specified over a portion of one endcap~with a ver-
tex angle of 2u590°), and is zero elsewhere@see Eq.~14!#.
Ideally, one would select the prolate spheroidal or ellipsoidal
coordinates for this cylinder, especially when the aspect ratio
b/a becomes large. Burnett~1994! shows examples of using
prolate spheroidal multipole expansion functions for acoustic
radiation from elongated three-dimensional~submarinelike!
objects. Use of such coordinates for slender objects would
enhance computation efficiency because the number of ex-
pansion functions is greatly reduced. In this paper, the
spherical Bessel functions are used for cylindrical surfaces
with various half-lengths to radii aspect ratiosb/a and di-
mensionless frequencieska. The main reason for doing that
is for convenience sake, because the spherical Bessel func-
tions are readily available. This also allows one to examine

the effectiveness of using the spherical Bessel functions to
solve problems involving nonspherical surface, especially as
the aspect ratiob/a and dimensionless frequencyka in-
crease. Note that the partially vibrating sphere considered
above is a special case of this cylinder withb/a50. Numeri-
cal results have shown that for a spherical surface, the recon-
structed acoustic pressures are exact for allka values. For a
cylindrical surface, the accuracy of reconstruction is not only
affected by the half-length to radius ratiob/a, but also by the
dimensionless frequencyka. Since analytical solutions to the
problems under consideration are not available, the results of
Eq. ~3! are validated against those of the standard BEM
codes. It is emphasized here that both the BEM and HESL
methods are programmed for general three-dimensional ob-
jects, thus no axisymmetry properties are taken into consid-
eration.

The procedures of numerical validations are described as
follows. First, the cylindrical surface is discretized intoM1

segments with a total ofM2 nodes. The acoustic pressures at
these nodes are obtained by solving a set ofM2 simultaneous
integral equations, based on the normal component of the
surface velocity distribution given by Eq.~14!. In carrying
out the numerical integration, a nine-point Gaussian interpo-
lation function is used for each element. Once the surface
acoustic pressures are specified, the field acoustic pressures
in the interior region are determined. As in the first example,
the field pressures along an arc parallel to the generator of
the cylindrical surface at a distance 0.1a are calculated, and
the results are taken as the input to Eq.~3! to reconstruct the
surface acoustic pressures. The reconstructed acoustic pres-
sures are then compared with those of the BEM results.

To examine the effect of source elongationb/a and that
of dimensionless frequencyka on the accuracy of recon-
struction of the acoustic pressures, a relatively short cylinder,
b/a51, at a lower frequency,ka51 is considered first. Note
that in this case the input to Eq.~3! is not exact, hence the
reconstructed acoustic pressures are approximate. In carrying
out the numerical computations, the entire cylindrical surface
is discretized intoM15464 elements with a total ofM2

FIG. 1. Comparison of the reconstructed acoustic pressures on the interior
surface of a partially vibrating sphere atka510 and the analytic solutions.
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51394 nodes. Accordingly, the surface acoustic pressures
are obtained by solving a set of 1394 simultaneous integral
equations. Once the surface acoustic pressures are deter-
mined, the field pressures are calculated at 16 points along an
arc parallel to the generator of the cylindrical surface at an
equal interval~see Fig. 2!. Setting the number of measure-
ments to that of acoustic modes,J516, leads to a three-term
expansionN53 in Eq.~15!. Figure 3 demonstrates compari-
sons of the reconstructed magnitudes and phases of the di-
mensionless acoustic pressures and the BEM results along
the generator of the cylindrical surface. HereS represents a
dimensionless distance along the generator. In particular,S
50 corresponds to the center of the cylinder,S561 to the
joints where the cylinder and endcaps meet, andS
562.5708 to the centers of the endcaps~the vibrating sur-
face is at theS52.5708 end!.

Figure 3 shows that by using the HELS method the
acoustic pressures over the entire cylindrical surface can be
accurately reconstructed with only 16 measurements inside
the cavity. If the BEM-based Kirchhoff integral formulation
is used, then one must take a comparable amount of acoustic
pressure measurements as those of the discretized nodes on
the surface. In this case, it would need more than 1000 mea-
surements inside the cylinder, which would be impractical.

Note that the major effort in carrying out the above
analysis is devoted to the generation of the surface acoustic

pressures using the BEM codes. The time required for solv-
ing a set of 1000 or more simultaneous integral equation is in
terms of hours on a Sun Spark Station 10. On the other hand,
reconstruction of acoustic pressures using the HELS method
with 16 acoustic modes takes less than 1 minute on the same
workstation. Therefore the savings in computational time
and effort can be very significant.

Now the effectiveness of the HELS method is examined
for longer cylinders subject to higher frequency excitations.
First, the dimensionless frequencyka is increased to 10,
while the aspect ratio remains the same atb/a51. To ensure
a convergence of numerical solutions, the number of acoustic
modes in Eq.~3! is increased toJ536, which is equivalent
to taking 36 field acoustic pressure measurements inside the
cylindrical cavity. Ideally, the numbers of the discretized
segments and nodes on the cylindrical surface should also be
increased, because the frequency is increased tenfold. To re-
duce the computational time, however, the same values of
M 15464 andM251394 are used. The number of expansion
terms in Eq.~15! becomesN55.

Following the same procedures as described above, the
surface acoustic pressures are reconstructed and compared
with the BEM results along the generator of the cylindrical
surface. Figure 4 shows that good agreement is obtained in
general for both magnitudes and phases of the surface acous-
tic pressures. Some discrepancies in the magnitudes and
phases around the centers of two endcaps are noted, how-
ever. They are caused by:~1! deterioration of the conver-
gence of the spherical Bessel functions at high frequencies;
and ~2! numerical errors in the input to the HELS method
and those in the benchmark surface acoustic pressures gen-
erated by the BEM codes. These discrepancies can be re-
duced by increasing the number of expansion terms in the
HELS method, and the numbers of discretized segments and
nodes on the cylindrical surface in generating the field and
surface acoustic pressures using the BEM codes.

FIG. 2. Schematic of a partially vibrating cylinder of radiusa and half-
lengthb with two spherical endcaps.d: measurement points.

FIG. 3. Comparisons of the reconstructed acoustic pressures on the interior
surface of a partially vibrating cylinder with two spherical endcaps atb/a
51 andka51. Solid line: HELS;s: BEM. ~a! Magnitudes;~b! phases.

FIG. 4. Comparisons of the reconstructed acoustic pressures on the interior
surface of a partially vibrating cylinder with two spherical endcaps atb/a
51 andka510. Solid line: HELS;s: BEM. ~a! Magnitudes;~b! phases.
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Next, a longer cylinder ofb/a52 subject to a harmonic
excitation atka51 is considered. Since the cylinder length
is doubled, the discretized segments on the cylindrical sur-
face are increased toM15692 with a total number of nodes
M251898. As before, 16 field measurements or 16 acoustic
modes and 3 expansion terms are selected to reconstruct the
acoustic pressure field. Comparisons of the reconstructed
magnitudes and phases of the surface acoustic pressures and
the BEM results are illustrated in Fig. 5. The agreement is
almost perfect.

Now the dimensionless frequency is increased toka
55 with the aspect ratio kept atb/a52. Accordingly, the
number of measurements or that of acoustic modes is in-
creased toJ525, and the number of expansion terms in Eq.
~15! becomesN54. Once again, the numbers of discretized
segments and nodes on the entire cylindrical surface remain
unchanged to reduce the computational time. Figure 6 dis-
plays the comparisons of the reconstructed magnitudes and
phases of the surface acoustic pressures with the BEM re-
sults. The agreements are quite satisfactory, except the
phases over a portion of the vibrating endcap fromS52.8 to
3.57. The accuracy deteriorates, however, as the dimension-
less frequency rises toka510 with M15692 and M2

51898. The corresponding discrepancies in the magnitudes
and phases between the reconstructed surface acoustic pres-
sures and the BEM results are about the same as those shown
in Fig. 4. Increasing the values ofN, M1 , andM2 can re-
duce these discrepancies. The corresponding plots are omit-
ted here for brevity.

Finally, a relatively long cylinder is considered, which
has a half-length to radius ratiob/a53, a typical size cylin-
der in engineering practice. The cylindrical surface is dis-
cretized intoM15800 segments with a total ofM251898
nodes. As before, the case ofka51 is considered first, and
16 samples are taken along an arc parallel to the generator of
the cylindrical surface. Accordingly, 16 acoustic modes or a

three-term expansion are used in Eq.~15!. Figure 7 exhibits
the comparisons of the reconstructed magnitudes and phases
of the surface acoustic pressures and the BEM results. These
results demonstrate that the spherical Bessel functions can be
used to acquire good results even for a relatively long cylin-
der. The accuracy of reconstruction becomes worse at high
frequencies, as expected. Figure 8 displays the comparisons
of the reconstructed surface acoustic pressures and the BEM
results atka510 underM15800 andM251898. The cor-
responding number of acoustic modes and that of expansion
terms areJ536 andN55, respectively. Results show that
there are discrepancies in the magnitudes of the surface
acoustic pressures. The agreements in phases, however, are
much better.

FIG. 5. Comparisons of the reconstructed acoustic pressures on the interior
surface of a partially vibrating cylinder with two spherical endcaps atb/a
52 andka51. Solid line: HELS;s: BEM. ~a! Magnitudes;~b! phases.

FIG. 6. Comparisons of the reconstructed acoustic pressures on the interior
surface of a partially vibrating cylinder with two spherical endcaps atb/a
52 andka55. Solid line: HELS;s: BEM. ~a! Magnitudes;~b! phases.

FIG. 7. Comparisons of the reconstructed acoustic pressures on the interior
surface of a partially vibrating cylinder with two spherical endcaps atb/a
53 andka51. Solid line: HELS;s: BEM. ~a! Magnitudes;~b! phases.
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These examples show that the spherical functions can be
extended to reconstruction of the acoustic pressure fields
generated by nonspherical sources. Needless to say, selection
of the prolate and oblate spheroidal functions or ellipsoidal
functions will require a lower number of acoustic modes to
approximate the radiated acoustic pressure fields. Nonethe-
less, working with wave functions in nonspherical coordinate
systems may not yet be practical from a computational effi-
ciency standpoint. For the cases tested, the accuracy of re-
construction seems to be affected more by frequency than by
elongation of an object. This is because the convergence of
the expansion functions deteriorates at high frequencies, a
difficulty inherent in all expansion theories, regardless of the
types of coordinate systems employed. Under this condition,
more expansion terms, or equivalently, more samples must
be taken in the field. This high frequency difficulty also ex-
ists in BEM. To guarantee certain accuracy, one must in-
crease accordingly the numbers of the discretized segments
and nodes, which makes the BEM numerical computations
even more time consuming.

IV. CONCLUDING REMARKS

The HELS method can be extended to reconstruction of
acoustic pressure fields inside the cavity of a vibrating ob-
ject. In particular, numerical examples demonstrate that the
spherical Bessel functions can be used to reconstruct satis-
factorily the interior acoustic pressure fields resulting from
nonspherical or elongated vibrating objects. Unlike STSF,
the HELS method enables one to reconstruct the acoustic
pressures over the entire surface of a vibrating object. Also,
the number of measurements taken in the field necessary to
carry out reconstruction is much smaller than that of the
BEM-based Kirchhoff integral formulation, which makes the
HELS method very effective and attractive. Numerical re-

sults indicate that the accuracy of reconstruction of the
acoustic pressures is affected more by the excitation fre-
quency than by the elongation of a vibrating object. This is
because the convergence of the expansion functions deterio-
rates at high frequencies. This high frequency difficulty is
inherent in all expansion theories, regardless of the types of
coordinate systems employed. The same difficulty also exists
in the BEM-based integral formulation, for which more dis-
cretized segments and nodes must be used. This makes the
numerical computations in BEM even more time consuming.
Therefore other more effective approaches must be taken for
handling high frequency problems.
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A time-domain numerical model is presented for simulating the finite-amplitude focused acoustic
pulse propagation in a dissipative and nonlinear medium with a symmetrical source geometry. In
this method, the main effects responsible in finite-amplitude wave propagation, i.e., diffraction,
nonlinearity, and absorption, are taken into account. These effects are treated independently using
the method of fractional steps with a second-order operator-splitting algorithm. In this method, the
acoustic beam propagates, plane-by-plane, from the surface of a highly focused radiator up to its
focus. The results of calculations in an ideal~linear and nondissipative! medium show the validity
of the model for simulating the effect of diffraction in highly focused pulse propagation. For real
media, very good agreement was obtained in the shape of the theoretical and experimental
pressure-time waveforms. A discrepancy in the amplitudes was observed with a maximum of around
20%, which can be explained by existing sources of error in our measurements and on the
assumptions inherent in our theoretical model. The model has certain advantages over other
time-domain methods previously reported in that it:~1! allows for arbitrary absorption and
dispersion, and~2! makes use of full diffraction formulation. The latter point is particularly
important for studying intense sources with high focusing gains. ©1998 Acoustical Society of
America.@S0001-4966~98!02810-0#

PACS numbers: 43.25.Jh@MAB #

INTRODUCTION

Advances in the development of acoustic microscopes,1

high intensity focused ultrasound surgery,2 lithotripsy, and
cavitation-induced tissue destruction3 have generated re-
newed concern about finite-amplitude effects in focused
sound beams. Each system is capable of transmitting focused
sound that is strongly affected by the combined influence of
nonlinearity, absorption, and diffraction. Existing analytical
solutions fail to adequately describe these sound fields, and
only recently have numerical solutions been developed that
model the radiation of focused finite-amplitude sound from
practical sources.

A series of theoretical models for studying the focusing
of intensive acoustic waves has been developed during the
last two decades. A model which seems to be best suited to
the study of moderately focused acoustic beams and which
accounts for diffraction, nonlinearity, and absorption is based
on the Khokhlov–Zabolotskaya–Kuznetsov~KZK ! parabolic
equation.4,5 In the original KZK equation, the effect of ab-
sorption is modeled by incorporating viscous and thermal
conductivity losses, in which the absorption coefficient is
assumed to be proportional to the square of frequency. How-
ever, such an assumption is not appropriate to most biologi-
cal tissues which exhibit a nearly linear frequency depen-
dence. Concerning the diffraction effect, the KZK model
uses a so-called parabolic or quasi-optical approximation,

which means that the angular spectrum is supposed to be
narrow or, in other words, the wave is very close to a plane
wave. This is not the case for strongly focused beams or for
beams with strong irregularities in the transverse structure,
e.g., near the edges or at the focal point of a focused source.
This limits the validity of the model to the cases in which
diffraction effects are relatively weak and focusing gains are
relatively low. In general, the KZK equation is an accurate
model of the sound field produced by directional sound
sources (ka@1, wherek is the wave number anda the radius
of the source! at distances beyond a few source radii and in
the paraxial region. A complete discussion of the domain of
validity of the KZK equation for plane and focused sources
is provided in Refs. 6 and 7.

A number of computer algorithms has been proposed to
solve the KZK equation numerically. One of the most popu-
lar algorithms for solving the KZK equation is a frequency-
domain technique, called the spectral method, introduced by
Aanonsen8 and co-workers.9 Most studies, based on the spec-
tral method, focused initially on monochromatic waves or on
tone bursts. However, in many biomedical applications the
acoustic wave consists of a small number of cycles or even
has the form of a single cycle. If, additionally, shock fronts
are developed because of nonlinearity, the numerical analy-
sis requires large amounts of computer time. The situation
becomes even more complex if the absorption is frequency
dependent and the beam is strongly focused.

To partially overcome these problems, Lee and
Hamilton10 developed a time-domain algorithm for solving
the KZK equation. A marching scheme, based on the

a!Current address: Institute of Biomedical Eng., University of Toronto, 4
Taddle Creek Road, Toronto, Ontario M5S 3G9, Canada.
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operator-splitting method,11,12 was used as the basis for the
algorithm. In this technique, as the code marches along, at
each step it takes separate account of nonlinear distortion,
absorption, dispersion, diffraction, and any other effects.
Clevelandet al.13 used this algorithm to solve an augmented
KZK equation that accounts for nonlinearity, thermoviscous
absorption, relaxation, and diffraction in directive sound
beams. Moreover, Averkiou and Hamilton14 have recently
presented new results of this time-domain model for the case
of short pulses radiated by plane and focused circular pis-
tons. Within the limits of the KZK model, they obtained very
good agreement between their simulations and experiments.

In a related work, again based on the operator-splitting
method, Clevelandet al.15 presented a comparison of several
time and frequency-domain codes for the propagation of
sonic booms through idealized atmosphere. The main effects
considered in these codes were nonlinearity, absorption, and
dispersion.

A model of nonlinear diffractive field propagation, not
based on the KZK equation, was developed by Christopher
and Parker.16 In this model, using an operator-splitting
method, they solved the equations of diffraction and absorp-
tion in the frequency domain and the equation of nonlinearity
in the time domain. This model has advantages over the
KZK model in that it accounts for full diffraction and arbi-
trary absorption effects. Using a modified version of this
model, Christopher17 presented the modeling of an electro-
hydraulic, extracorporeal shock wave lithotripter as an ex-
ample of an intense highly focused sound source.

On the other hand, the effect of acoustic nonlinearity on
the focused beam can be predicted on the basis of simpler
theoretical approaches. We have already proposed a simple
model that makes it possible to study the focusing of an
intense pulse on the basis of the spherical wave theory.18 In
this model, the focusing is associated with wave propagation
along a rigid-wall tube. The dependence of the tube cross
section on distance is chosen in such a way that the peak
pulse pressure in the tube coincides with the peak pressure
calculated by the Rayleigh diffraction integral in the linear
regime. The nonlinear wave propagation along the tube is
then described on the basis of a Burgers-type equation. Of
course, such a simple model suffers from the same limita-
tions as nonlinear spherical wave theory and is not accurate
enough, especially in the focal region of a high-amplitude
focused source. For this reason, we present another, more
complete, model. As with the approach used by Christopher,
our model accounts for full diffraction and arbitrary absorp-
tion effects. A second-order operator-splitting algorithm is
used to solve a set of equations that account for the effects of
diffraction, absorption, and nonlinearity. To avoid numerical
errors associated with the transformations between the time
and frequency domains, a pure time-domain approach has
been adopted.15 The basic theoretical approach and the re-
sults obtained are presented below. The model was used for
simulating the pressure field of a highly focused source de-
veloped for tissue destruction studies.19

I. BASIC EQUATIONS

In general wave theory, differential equations of the evo-
lution type are widely used to describe the propagation pro-
cess:

]v~t,z!

]z
[L̂•v, ~1!

where v is the particle velocity,z is the coordinate in the
direction of wave propagation,t5t2z/c0 is retarded time,
c0 is the wave speed, and the operatorL̂ accounts for the
effects changing the waveform. IfL̂•v50, we have v
5F(t), i.e., the waveform does not change during propaga-
tion, which is the case of a plane wave traveling in an ideal
linear medium. In reality, the waveform is distorted due to
different effects. Consider, for instance, the equation for a
linear plane acoustic wave propagating in a thermoviscous
medium:20

]v
]z

5
b

2r0c0
3

]2v
]t2 , ~2!

whereb is the dissipative coefficient of the medium andr0 is
the ambient density. In many practical situations, e.g., in
biological tissues, the attenuation operator differs from that
of Eq. ~2!. It can be written in the general form:21

]v
]z

5E
2`

t

K~z,t2t8!•v~z,t8!dt8[L̂A•v, ~3!

where the kernelK can be evaluated from the frequency
dependence of the attenuation. The upper limit of the integral
accounts for causality.

Another example is the evolution equation for a plane
wave propagating in a lossless quadratically nonlinear me-
dium:

]v
]z

5
b

c0
2 v

]v
]t

[L̂N•v, ~4!

whereb is the coefficient of nonlinearity of the medium.
The third example is the so-called parabolic equation,

describing diffraction of acoustical beams in linear lossless
medium:

]v
]z

5
c0

2
¹'

2 E
2`

t

v dt8, ~5!

wherez is the distance along the beam axis,¹'
2 is a two-

dimensional transverse Laplacian, andv is the axial compo-
nent of particle velocity. Equation~5! describes the effect of
diffraction properly only if the wave angular spectrum is
narrow~quasi-plane wave!. A more exact, wider-angle para-
bolic evolution equation was proposed by Hill.22 On the
other hand, the diffraction effect can be described by the
Rayleigh integral over the initial source surface.23 It is
known that the Rayleigh integral presents an exact solution
of the diffraction problem for the case of a plane surface.
When the surface is curved, the integral gives an approxi-
mate, but fairly accurate solution.24,25 Let us denote the cor-
responding diffraction operator asL̂D and write a general
form of the evolution equation for diffraction:

2062 2062J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Tavakkoli et al.: Modeling of pulsed finite-amplitude sound beams



]v
]z

5L̂D•v. ~6!

In all of the above examples, each evolution equation is as-
sociated with only one effect. In the presence of multiple
effects, if each is fairly weak, the evolution equation can be
derived simply by summing the corresponding operators
from the ‘‘one-effect equations’’:

]v
]z

5(
i 51

N

L̂i•v. ~7!

For example, the combination of Eqs.~2! and ~4! gives the
Burgers equation and the combination of Eqs.~2!, ~4!, and
~5! results in the KZK equation. A more exact result than the
KZK equation, accounting for the absorption and diffraction
effects, is possible on the basis of combining Eqs.~3!, ~4!,
and~6!. We write this combined equation in a general form:

]v
]z

5L̂•v[L̂A•v1L̂N•v1L̂D•v, ~8!

which will be used for the development of our model for
finite-amplitude acoustic pulse focusing. Note thatL̂ is a
fairly complex integro-differential operator. One of the pos-
sible ways of solving it numerically is the use of the method
of fractional steps with an operator-splitting procedure.11,12

According to this method, the solution of the Eq.~8! at each
stepDz is obtained on the basis of separate solutions of Eqs.
~3!, ~4!, and ~6!. This is why we will first consider each of
these equations separately.

II. SOLVING THE ABSORPTION EQUATION

A. Minimum-phase digital filter model for absorption
and dispersion

Here, a causal FIR~finite impulse response! digital filter
for simulating the effects of frequency-dependent absorption
and dispersion is presented. Let us consider Eq.~3! as ac-
counting for dispersion and frequency-dependent absorption.
After passing through the layerDz, each spectral component
eivt changes its amplitude by a factor:

Ga~Dz,v!5exp$2a~v!•Dz1 iv@c21~v!2c0
21#•Dz%, ~9!

where i is the imaginary unit,c(v) is sound speed,a~v! is
the absorption coefficient of the medium, andv52p f is
angular frequency. The waveformv at distancez1Dz can
be evaluated from the waveform at distancez by a convolu-
tion integral:

v~z1Dz,t!5E
2`

1`

v~z,t8!•g~Dz,t2t8!dt8, ~10!

where the impulse responseg is an inverse Fourier transform
of the factorGa :

g~Dz,t!5
1

2p E
2`

1`

Ga~Dz,v!eivt dv. ~11!

The discrete analogy of the convolution integral~10! has the
form of a convolution sum:

vn~z1Dz!5 (
k52`

1`

vk~z!•gn2k~Dz!, ~12!

where vn(z)5v(z,nT), gn(Dz)5T•g(Dz,nT), and T is a
uniform time-sampling period. In discrete regime, the Fou-
rier integral~11! transforms to:

gn~Dz!5
1

2p E
2p

p

G~eiV!eiVn dV, ~13!

where

G~eiV!5
1

T (
k52`

1`

GaS Dz,
V12pk

T D
is a periodic function with a period of 2p, associated with
the frequency response.26 Supposing thatGa50 for v
.2p/T, we can therefore use within the interval2p<V
<p:

G~eiV!5
1

T
GaS Dz,v5

V

T D . ~14!

The complex functionG(eiV) can be considered to be a
transfer function of a digital attenuater filter. Taking causal-
ity into account, the argument ofG(eiV) is related to its
magnitude by the minimum-phase condition. It is well
known that for a minimum-phase filter, the log-magnitude
and phase characteristics form a Hilbert transform pair.26 Us-
ing the discrete-time Hilbert transform, the phase of the filter
is equal to:

arg@G~eiV!#5
1

2p
PE

2p

p

lnuG~eiu!u•cotS u2V

2 Ddu,

~15!

where the symbolP denotes the Cauchy principal value of
the integral. It is to be noted that asT→0, Eq. ~15! trans-
forms into the Kramers–Kronig relation between the attenu-
ation coefficient and phase velocity.27 Integral ~15! can be
rewritten in the following form:

arg@G~eiV!#52
1

p E
0

p d@ lnuG~eiu!u#
du

• lnUsin@~u1V!/2#

sin@~u2V!/2#
Udu. ~16!

The logarithmic singularity here does not need the Cauchy
principal value integration. Using Eq.~16!, it is possible to
obtain the unit-sample response of the attenuater filter based
only on the frequency dependence of the absorption coeffi-
cient a~v!. Indeed, according to Eq.~14!:

uG~eiV!u5
1

T
exp@2a~V/T!•Dz#. ~17!

According to Eq.~16!, the argument ofG is also related to
the functiona~v!:

arg@G~eiV!#5
Dz

pT E
0

p

ȧ~u/T!• lnUsin@~u1V!/2#

sin@~u2V!/2#
Udu,

~18!
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where ȧ(v)5da/dv. Equations~17! and ~18! give the
complex functionG(eiV). Based on this, the unit-sample
response can be calculated from Eq.~13!. The waveform
after passing the layerDz can be calculated from the convo-
lution sum of Eq.~12!. As the unit-sample response is a
causal sequence, this sum is started fromk50.

To minimize the numerical errors induced by the FFT
operations,15 we chose to apply absorption by means of a
convolution with an FIR filter in the time domain. For a
waveform withM samples, the computation time for a con-
volution operation is proportional toM2, whereas the time
for an FFT operation is proportional toM• log M ~if M is not
an integer power of 2, the computation time for an FFT
operation is slightly higher!. However, the absorption calcu-
lation takes up only a small portion of the total computation
time in our algorithm~more than 80% of the total computa-
tion time is for the diffraction calculation!. Using convolu-
tion for the absorption calculation does not, therefore, have a
major influence on the total computation time.

B. Acoustic absorption in biological tissue

The acoustic absorption coefficient of soft tissue, when
expressed in logarithmic units such as dB/cm, has been ob-
served to increase approximately linearly with frequency. In
order to simulate this absorption characteristic on a digital
computer, a minimum-phase digital filter model was devel-
oped in Sec. II A. It has been argued that this filter model is
appropriate for describing a physical medium exhibiting a
linear-with-frequency absorption such as soft tissues.28,29Let
the absorption coefficient of the medium, denoted bya( f ),
be a linear function of frequency~in MHz! with slopea0 :

a~ f !5a0• f dB/cm. ~19!

The log-magnitude transfer function of the attenuater filter
for a Dz cm thick section of the medium, denoted byL( f ),
is equal to

L~ f !52a~ f !•Dz52a0• f •Dz dB. ~20!

The resulting magnitude function, denoted byuG( f )u, is
then equal to

uG~ f !u510L~ f !/205102a0f Dz/20. ~21!

Now, using this magnitude function in Eq.~16! results in the
phase function, and consequently, the complex transfer func-
tion of the minimum-phase filter:

G~ f !5uG~ f !u•exp$ i •arg@G~ f !#%. ~22!

The unit-sample response of the filter which is used for the
convolution sum is equal to the real component of the in-
verse Fourier transform obtained from Eq.~13!. Note that the
imaginary component should be zero for a physical filter.

An example of implementation of this filter for simulat-
ing the absorption of acoustic pulses in liver tissue is shown
in Fig. 1. In this example, the coefficient of absorption in the
liver, a0 , was set equal to 0.5 dB cm21 MHz21, and the
distanceDz to 5 cm. Figure 1~a! and ~b! shows the magni-
tude of the filter transfer function in linear and in logarithmic
units respectively, and Fig. 1~c! shows its phase obtained
from the Hilbert transform. The unit-sample response of the

filter is shown in Fig. 1~d!. Verification of the results ob-
tained by applying this filter to a monochromatic sinusoidal
wave demonstrated that it is possible to simulate exactly the
frequency-dependent absorption of biological tissues.28,30

III. SOLVING THE NONLINEARITY EQUATION

The Eq. ~4! for a nonlinear medium has an analytical
solution, called the Poisson or the Earnshaw solution. This
solution, with a second-order approximation, can be written
as ~see, e.g., Ref. 31, Chap. 4!:

v~z,t!5C~t1bvz/c0
2!, ~23!

whereC(t) is the waveform atz50. To describe the non-
linearly induced wave distortion during its propagation from
z to z1Dz, this solution may be rewritten as:

v~z1Dz,t!5vH z,t1
bDz

c0
2 v~z,t!J . ~24!

Multivalued solutions are avoided if

Dz,
c0

2/b

max~]v/]t!
. ~25!

Solution~24! can also be easily obtained using the nonlinear
theory of acoustic waves.32 The nonlinearity equation~4! can
be solved in discrete regime via a time-base transformation
on the basis of Eq.~24!:

tm
n115tm

n 2
bDzn

c0
2 •vm

n , ~26!

wherem marks themth sample of the temporal waveform
andn denotes thenth stepDzn in z. The discrete analogy of
the inequality~25! has a form of:

Dzn,T•
c0

2/b

max~vm
n 2vm21

n !
, ~27!

FIG. 1. Characteristics of the minimum-phase digital filter witha0

50.5 dB cm21 MHz21 and Dz55 cm. ~a! Magnitude of the filter transfer
function; ~b! log magnitude of the filter;~c! phase of the filter obtained from
Hilbert transform;~d! unit-sample response of the filter.
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whereT5tm
n 2tm21

n . After calculating oftm
n11, linear inter-

polation is used to resample the waveform and thus reestab-
lish a uniform time sample spacingT.33

The necessary condition for avoiding multivalued solu-
tions requires a trade-off between the maximum of particle
velocity variation and the propagation lengthDz. It means
that as the degree of wave distortion increases during its
propagation in the medium, smaller distances are needed. To
fulfill this requirement a nonuniform plane spacing was
adopted in our model. Detailed description of the grid gen-
eration is presented in Sec. V.

IV. SOLVING THE DIFFRACTION EQUATION

From the classical theory of sound for a linear and non-
dissipative medium, the instantaneous pressurep(r ,t) and
particle velocityv(r ,t) at a pointP(r ) and timet in the field
of an ultrasound source can be expressed as:23

p~r ,t !5r
]f

]t
~r ,t !, ~28!

v~r ,t !52“f~r ,t !, ~29!

wherer is the equilibrium density of the surrounding me-
dium,

“5
]

]x
i1

]

]y
j1

]

]z
k

is the gradient operator, andf(r ,t) denotes the velocity po-
tential.

For the case of a uniformly excited planar radiator of
areaS in an infinite rigid baffle,f(r ,t) is given by the Ray-
leigh integral:

f~r ,t !5
1

2p E E
S

v0~ t2r 8/c0!

r 8
ds, ~30!

wherev0(t) is the instantaneous normal particle velocity at
the source andr 8 is the distance between the observation
point P and the surface elementds at the source.

When the shape of the source is not plane, but convex or
concave, the wave radiated by the source is diffracted by its
own surface. This secondary radiation contributes theoreti-
cally to the pressure field but is not taken into account by Eq.
~30!. However, this equation can be used as an excellent
approximation for most practical applications, where the di-
ameter of the source is large compared to the ultrasound
wavelength, and the source is only slightly curved.24,25 Un-
der these conditions, for a spherical focused source, the Ray-
leigh integral has to be evaluated over the spherical concave
surface of the source. The geometry used for applying the
Rayleigh integral is shown in Fig. 2 with the origin of coor-
dinates at the focal point of the source. Let pointP belongs
to a planar intermediate surface that is normal to thez axis.
Based on Eq.~30! for the Rayleigh integral, we can calculate
the velocity potential at each point on this plane. Then, using
Eqs.~28! and~29!, the values of pressure and particle veloc-
ity can be calculated for each point.

Further, for implementing our fractional-step method,
we need the value of normal particle velocity at each point of

the intermediate plane. Based on Eqs.~29! and ~30! we can
derive the Rayleigh integral for normal particle velocityvn at
point P of the observing plane as follows:

vn~r2 ,t !52
]f

]n

52
1

2p E E
S

]

]n F 1

r 8
•vnS r1 ,t2

r 8

c0
D Gds

52
1

2p E E
S
F S 1

r 8D • ]

]t
vnS r1 ,t2

r 8

c0
D

•

]

]n S 2
r 8

c0
D1vnS r1 ,t2

r 8

c0
D • ]

]n S 1

r 8D Gds

5
1

2p E E
S
H F 1

c0r 8
•

]

]t
vnS r1 ,t2

r 8

c0
D

1
1

r 82 •vnS r1 ,t2
r 8

c0
D G ]r 8

]n J ds, ~31!

wherer 85ur 8u5ur22r1u.
The surface elementdsat the source surface in spherical

coordinates is given asds5ur1u2 sinu du dw, whereu is the
angle betweenr1 andz axis andw is the angle between the
projection ofr1 on thexy plane and thex axis. As is shown
in Fig. 2, (]r 8/]n)5cosg, whereg is the angle between the
r 8 and thez axis. Therefore, the normal particle velocity is
given by:

vn~r2 ,t !5
1

2p E E
S
H F 1

c0r 8
•

]

]t
vnS r1 ,t2

r 8

c0
D

1
1

r 82 •vnS r1 ,t2
r 8

c0
D G•cosgJ ds. ~32!

For this geometry, the Rayleigh integral for instantaneous
pressure at pointP of the intermediate plane can be rewritten
as:

p~r2 ,t !5
r

2p E E
S
F 1

r 8
•

]

]t
vnS r1 ,t2

r 8

c0
D Gds. ~33!

Equations~32! and ~33! form the basic set of equations for
simulating the effect of diffraction in our model. In discrete
regime, the double integrals in Eqs.~32! and ~33! were

FIG. 2. Focused sound geometry used for calculation of the Rayleigh dif-
fraction integral.
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solved numerically using a standard rectangular method.34

To obtain exact results, all calculations must be per-
formed inside an extended volume which is a function of the
geometrical characteristics of the source. This volume is de-
fined as the envelope of a set of ellipsoids whose first foci are
all placed on the source focal point and whose second foci
are placed on different points of the source circular border.
The eccentricity of these ellipsoids depends on the desired
pulse length observed at the focal point~about 5ms in our
simulations!.

The Rayleigh integral gives an exact solution to the dif-
fraction problem for the case of a planar radiator in an infi-
nite rigid baffle. Using this integral to simulate the effect of
diffraction in our geometry therefore causes two kinds of
errors: inherent and methodical. The inherent error relates to
the geometry we used, i.e., a nonplanar source shape and a
finite-baffle configuration. This source of error is not reduc-
ible. The methodical type of error is introduced by means of
our fractional-step method. We studied the rate of this error
for two different types of intermediate planes. In the first
case, in our algorithm, we used the spherical-surface inter-
mediate planes with the same center of curvature as the
source, and in the second case, planar-surface intermediate
planes were used. Comparison between these two different
configurations revealed the superiority of the planar-surface
intermediate planes. In fact, for this configuration, there ex-
ists a constant methodical error~about 3%! which is inde-
pendent of the number of steps used, whereas for the
spherical-surface plane configuration, this error is an increas-
ing function of the number of steps~about 0.5% per step!.
The difference in the errors introduced by the two configu-
rations of the intermediate planes is related to the fact that
the solution of the Rayleigh integral over a curved surface
introduces an error. When the planar-surface intermediate
planes are used, this error is introduced only once, occurring
only at the first step, i.e., from the source surface to the first
intermediate plane. When the spherical-surface intermediate
planes are used, however, a cumulative error is introduced at
each step.

All simulations presented in the next sections were per-
formed using the planar-surface intermediate planes.

V. FRACTIONAL-STEP METHOD WITH A
SECOND-ORDER OPERATOR-SPLITTING
ALGORITHM

The method of fractional steps with an operator-splitting
algorithm has widely been used in numerical solutions to the
problem of finite-amplitude sound beam propagation.10–17

Besides, the technique was used in other physical problems,
especially in optics.35 A complete description of the tech-
nique can be found in Refs. 11 and 12. Using this method,
we have developed a time-domain model for propagation of
highly focused finite-amplitude ultrasonic beams by taking
into account the effects of absorption, nonlinearity, and dif-
fraction as independent phenomena. In this model, the acous-
tic beam propagates, plane-by-plane, from the surface of a
highly focused spherical transducer up to its focus. The in-
termediate planes, all planar-surface type, are placed be-
tween the focused source and its focus. In each step, the

abovementioned effects are applied sequentially:~1! by
implementing the Rayleigh integral over the surface of the
previous plane, the pressure and normal particle velocity are
derived for each point of the current plane;~2! the effect of
frequency-dependent absorption is applied to the pressure
and normal particle velocity;~3! nonlinearly induced distor-
tion is introduced to the resulted pressure and normal particle
velocity to obtain the final values of these quantities for each
point of the current plane;~4! code marches to the next step
and the same procedure repeats.

The model was used to calculate the pressure field of an
axisymmetric spherical highly focused piezocomposite
shock-wave generator with an aperture diameter of 172 mm
and with a 190-mm focal length~linear focusing gainG
'30, when driven by a sinusoidal pulse with a center fre-
quency of 360 kHz!. This source was developed in our labo-
ratory for tissue destruction studies.19,30Because of the sym-
metry around the acoustical axis, in each observing plane, it
is sufficient to calculate the acoustic field variables~instan-
taneous pressure and particle velocity! on a radial line, e.g.,
on x or y axes only.

In all simulations presented, the number of intermediate
planes placed between the source front face and its focal
point was set to be 23. This choice is a trade-off between the
accuracy of calculations and the program run time. To have
little changes of variablen along each stepDz, as well as to
avoid the problem of multivaluedness caused by nonlinear
waveform steepening a nonuniform spacing was adopted:
Axial step sizes were reduced by approaching the focus.
Moreover, to satisfy inequality~27!, especially in the region
near the focus, after the first intermediate plane, each step
was divided into 40 equally spaced substeps used only for
nonlinearity calculation. Using this griding scheme, the mini-
mum axial step sizes in the focal region were 2.02 mm for
diffraction and absorption, and 50.5mm for nonlinearity cal-
culations. The number of surface elements,ds, for covering
the surface of the source and each intermediate plane, was
set to be 393 200, which is large enough to exactly calculate
the Rayleigh integral: The minimum lateral step size in the
focal region was about 2mm.

The proper modeling of the shock fronts often requires a
very dense temporal sampling. In our model, 5-ms pulses
were sampled in 512-point vectors, i.e., with a sampling pe-
riod less than 10 ns.

In the Appendix, we have proved a second-order accu-
racy operator-splitting algorithm used to solve numerically
Eq. ~8!. In this algorithm there is a spatial shift between steps
used for diffraction operation,L̂D , and those used for ab-
sorption, L̂A , and nonlinearity,L̂N , operations. Using this
algorithm, it is possible to achieve a second order of accu-
racy with a running time not significantly higher than a first-
order accuracy method. Figure 3~a! shows the basic geom-
etry of nonuniform griding. Spatially shifted griding used for
different operations in our second-order operator splitting
method are shown schematically in Fig. 3~b!.

At this time there is no analytical solution of the prob-
lem of beam propagation when multiple effects~diffraction,
nonlinearity, absorption, etc.! are present. There is, therefore,
no a priori reference to be used to assess the error from our
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numerical model. However, we investigated the stability of
the code as a function of the number of steps. This study
showed that the algorithm is convergent when the number of
steps are increased~up to 79 intermediate planes!. A similar
study done by Lee and Hamilton to demonstrate the stability
of their time-domain model for solving the KZK equation.10

An important characteristic of the operator-splitting
method is that the final result is independent of the order of
the effects when the stepsDz are small enough. To show this
characteristic, we changed the order in which the effects~dif-
fraction, absorption and nonlinearity! are applied in each
plane. Specifically, we used two different orders:

Case 1: diffraction→absorption→nonlinearity

Case 2: absorption→nonlinearity→diffraction.

The discrepancy between the results of these two cases was
reduced by increasing the number of planes. The maximum
of the cross-correlation function was used as a criterion for
comparing the waveforms obtained in each case. We studied
the maximum of cross-correlation function applied to the
pressure waveform as a function of number of the interme-
diate planes and for two different input pressures at source
surface, i.e., Pin50.1 MPa ~linear regime! and Pin

50.5 MPa~nonlinear regime!. This study showed that: even
in nonlinear regime, by choosing a large enough number of
planes, the maximum of the cross correlation would be close
to 1 which shows that the algorithm is independent of the
order of the effects. For example, forPin50.5 MPa and 17
intermediate planes, the maximum of cross correlation ob-
tained was 0.991.30

VI. NUMERICAL RESULTS AND COMPARISON WITH
EXPERIMENTS

In this section, the results of implementing our numeri-
cal model and their comparisons with experimental results
are presented. The initial version of the program was written
in Matlab and then translated to C language and run on a
Sun-UltraSparc workstation. For 23 intermediate planes and
the griding scheme explained in the previous section, the
program run time was about 3 h.

In Sec. VI A, the result of simulation for an ideal me-
dium ~linear and nondissipative! is presented. This simula-
tion shows the validity of our model in linear regime. After
verifying our algorithm in linear regime, we will present a
series of simulation for real media by taking into account the
effect of diffraction, absorption, and nonlinearity. The simu-
lations, as well as experiments, were made for two different
medium configurations. In the first configuration, an acoustic
beam propagates from the source surface to its focus in de-
gased and deionized water. In the second configuration, the
propagation distance between the source front face and its
focus is comprised of two parts. In the first part, the acoustic
beam propagates from the source surface up to 5 cm from the
focus in degased and deionized water, and in the second part,
beam propagates the distance of 5 cm up to the focus in
degased 1,3-Butandiol~ALDRICH, Steinheim, Germany!
which is a tissue-mimicking liquid. These two medium con-
figurations are called water and water-butandiol,
respectively.30 The relevant room temperature acoustical pa-
rameters of these media, as used in our simulations, are
given in Table I.

A. Beam propagation in a linear and nondissipative
medium

Here we present the simulation results for the propaga-
tion of a focused beam in an ideal medium, when only the
effect of diffraction was accounted for. For this reason, the
operator of nonlinearity,L̂N , was set to be zero, and only a
small amount of absorption,L̂A , was introduced to provide
stability of the numerical algorithm. In this simulation, input
pressure at the surface of the transducer was considered as a
Gaussian-modulated sinusoidal waveform with central fre-
quency of 360 kHz and bandwidth of 120%@Fig. 4~a!#. The
pressure calculations at the focus were made in two different
cases. In the first case, using the linear wave theory, the
pressure at the focus was calculated directly; i.e., without any
intermediate plane; and in the second case, this pressure was
calculated by means of our fractional-step method with 23
intermediate planes. These two pressure waveforms are pre-
sented in Fig. 4~b! and ~c!, respectively. The discrepancy

FIG. 3. ~a! Axial griding scheme with nonuniform spacing;~b! spatially
shifted griding for different operators in the second-order operator-splitting
method.

TABLE I. Main acoustical parameters of water and 1,3-Butandiol.

Water 1,3-Butandiol

Coefficient
of attenuation (a0)

0.0022
dB cm21 MHz22

0.33
dB cm21 MHz21

Frequency dependency ofa f 2 f 1

B/A 5.2 7.3
c0 1500 m s21 1546 m s21

r 1000 kg m23 1000 kg m23
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between these two waveforms is about 3% for peak pressures
which shows that it is possible to simulate the effect of dif-
fraction quite accurately by means of our operator-splitting
algorithm.

B. Pressure at the focal point in real media

Pressure-time waveforms at the focal point were calcu-
lated for different input pressure amplitudes at the source
surface. For all of the simulations presented here and those
that follow, the input pressure is the same as that measured at
the surface of the generator using a PVDF bilaminar shielded
membrane hydrophone.19,30 Figures 5 and 6 show the calcu-
lated and measured pressure-time waveforms at the focus for
the second configuration of the medium, i.e., water-

butandiol, and for two different input pressure amplitudes
~Pin50.476 and 0.85 MPa!. The presence of the nonlinearly
induced shock fronts are notable in Fig. 6. For pressure mea-
surements at the focus, a homemade PVDF shock-wave hy-
drophone was used.36

Comparison between the calculated and measured wave-
forms shows a very good agreement in the shape of wave-
forms. However, there exists some discrepancy between the
pressure amplitudes. The maximum of this discrepancy was
around 20% for positive pressure amplitudes. In the conclu-
sion and discussion section, the sources of this discrepancy
will be discussed.

Figure 7 shows the variations of the positive peak pres-
sure at the focus as a function of input pressure amplitude at

FIG. 4. Verifying the operator-splitting algorithm for the effect of diffraction.~a! Input pressure at the source surface;~b! calculated pressure waveform at the
focus without any intermediate plane; and~c! with 23 intermediate planes.

FIG. 5. Calculated and measured pressure-time waveforms at the focal point
for Pin50.476 MPa.

FIG. 6. Calculated and measured pressure-time waveforms at the focal point
for Pin50.85 MPa.
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the source surface for two medium configurations. For each
medium, the results of theory and experiments have been
shown. Both the theoretical and experimental results show
three distinct regions of variations as:~1! acoustic pressure at
the focus varies as a linear function of input pressure for very
low input excitation levels (Pin,0.1 MPa);~2! for moderate
levels of input pressures, there is an increase in slope of this
variation (0.1 MPa,Pin,0.4 MPa);~3! and finally for high
levels of input excitation, this slope decreases (Pin

.0.4 MPa). The discrepancy between the theory and experi-
ment increases by increasing the input pressure amplitude.
This discrepancy may be explained by the pressure-
averaging effect over the surface of the hydrophone active
element that is larger than the real focus size. Increasing the
input pressure amplitude leads to amplification of the nonlin-
earity effect with creation of the higher harmonics, and con-
sequently to contraction of the focus size. The pressure-
averaging effect over the surface of the hydrophone active
element, therefore, becomes more important for higher input
pressures.

C. On- and off-axis pressure distributions

Using our model, it is possible to simulate the plane-by-
plane beam propagation in a medium. This simulation in
linear regime shows that the waveform is mainly affected by
diffraction which leads to a linear amplification of pressure
during its propagation. In nonlinear regime, however, the
situation is not so simple. Here, the nonlinearly induced

wave distortion which leads to the creation of very steep
shock fronts with higher harmonics in the signal spectrum,
causes nonlinear amplification of the pressure. Also, the ef-
fect of frequency-dependent absorption becomes more im-
portant in this case.

Figures 8 and 9 show the theoretical and experimental
on- and off-axis pressure distributions around the focus in
water. These distributions are presented for both the linear
(Pin50.056 MPa) and nonlinear (Pin50.85 MPa) regimes.
Again, a good agreement between the theory and experiment
is obvious. These distributions reveal the contraction of the
focus dimensions in nonlinear regime.

VII. CONCLUSION AND DISCUSSION

In this work, we have presented a time-domain model
for calculating the acoustic field of a finite-amplitude, highly
focused source in pulsed regime. In this model, the main
effects responsible in finite-amplitude beam propagation in a
dissipative medium were taken into account. These effects,
considered as independent phenomena, are: absorption, non-
linearity, and diffraction. Using general wave theory, we de-
rived separate evolution-type differential equations for each
of these effects and by combining these separate equations,
the final evolution equation was derived in the form of Eq.
~8!. This equation was solved numerically, using the
operator-splitting method.

FIG. 7. Output pressure amplitude at the focus as a function of input pres-
sure amplitude at the source surface for two medium configurations:~a!
water; and~b! water-butandiol. FIG. 8. On-axis pressure distributions in water.~a! Pin50.056 MPa~linear

regime!; and ~b! Pin50.85 MPa~nonlinear regime!.

2069 2069J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Tavakkoli et al.: Modeling of pulsed finite-amplitude sound beams



To solve the frequency-dependent attenuation equation,
a minimum-phase digital filter model was developed. To be a
causal filter, the log-magnitude and phase characteristics
form a Hilbert transform pair. Using this filter model, the
frequency-dependent attenuation and dispersion were exactly
simulated without any waveform distortion even for a shock-
wave pulse.

To simulate the effect of nonlinearity, we used the evo-
lution equation for a plane wave propagating in an ideal
quadratically nonlinear medium. Based on the analytical so-
lution of this equation, the nonlinearly induced wave distor-
tion was simulated via a simple time-base transformation.

To obtain an exact formulation of diffraction, we used
the Rayleigh integral. The results of calculation in an ideal,
linear, and nondissipative medium show the validity of our
algorithm to simulate exactly the effect of diffraction. Full
diffraction formulation enables our model to be used for
simulating the finite-amplitude acoustic field of highly fo-
cused sources.

In a real medium, i.e., by taking into account the effects
of diffraction, absorption, and nonlinearity, very good agree-
ment was obtained in the shape of theoretical and experimen-
tal pressure waveforms. The discrepancy in the amplitudes
may be explained by existing sources of error in our mea-
surements from one hand and in the theoretical model on the
other hand. The main sources of uncertainty in our measure-
ments are: pressure-averaging effect over the surface of the
hydrophone active element, error in the measured value of

the shockwave hydrophone sensitivity,36 and error in the
measurement of the generator electro-acoustical conversion
factor at its source surface.30,37Among these, we believe that
the first one, i.e., the effect of pressure averaging over the
surface of hydrophone active element, has had the most im-
portant influence on our measurements, especially in nonlin-
ear regime when the focus dimensions become comparable
with, or even smaller than, the hydrophone active element
size (F51 mm in our measurements!. To obtain an idea of
the influence of this averaging effect on our results, we made
a simple simulation in nonlinear regime and in water. In this
simulation, based on calculated off-axis pressure distribution
presented in Fig. 9, we derived the pressure amplitudes at 20
equally spaced points in the focal plane and on thex-axis,
from the focus to a distance of 0.5 mm from the focus. We
consider a circular-shape hydrophone active element with a
radius of 0.5 mm. If the center of the hydrophone active
element is placed at the focus, by dividing the active element
area into 20 concentric and equal-width annuli, we can cal-
culate the averaged value of the pressure by averaging the
pressures at different annuli with the scaling factors propor-
tional to the surface of each annulus. Using this method, the
averaged pressure over the hydrophone active element in
nonlinear regime (Pin50.85 MPa) and in water was found to
be about 11% smaller than the calculated pressure. As a re-
sult, we can conclude that a major part of the 20% discrep-
ancy observed between the theory and experiments may be
related to the averaging effect over the hydrophone active
element.

The time-domain numerical model presented in this
work can be used as a fairly simple theoretical tool for study-
ing the intensive highly focused acoustic beam propagation
in different medium configurations with a symmetrical
source geometry. The technique has some advantages over
other time-domain methods in the literature in that it allows
~1! for arbitrary absorption and dispersion, and~2! does not
make use of the parabolic approximation for diffraction. The
latter point is particularly important because the trend in bio-
medical research is toward highly focused, intensive sources,
and many current models cannot account for high focusing
gains.

In the model presented, we have not considered the ef-
fects of reflection and refraction. These effects may have an
important influence on wave propagation especially in multi-
layered media which cause an overestimation in the results
of the simulation. The media used in this study~water and
butandiol! have practically the same values of acoustic im-
pedances and sound velocities: This source of error is there-
fore negligible in the results presented here.

Adding the effects of reflection and refraction, this
model can be used to simulate the wave propagation in
multi-layered media, such as a simplified model for the hu-
man body. Another field of application is to study electronic
focusing along the acoustical axis of a high-amplitude two-
dimensional focused source. Our method can easily be ex-
tended to asymmetrical sources, that makes it possible to
simulate the focused finite-amplitude wave propagation in a
medium with presence of arbitrary obstacles in the path of

FIG. 9. Off-axis pressure distributions in water.~a! Pin50.056 MPa~linear
regime!; and ~b! Pin50.85 MPa~nonlinear regime!.
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propagation, as well as simulation of on- and off-axis elec-
tronic beam steering.
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APPENDIX

Here, we describe and prove a second-order accuracy
operator-splitting algorithm. For this reason, we calculate the
solution of Eq. ~8! at distancez1Dz on the basis of the
waveformn at distancez within three steps:

Step 1.We consider the evolution equation~6! for dif-
fraction:

]n1

]z
5L̂Dn1 , ~A1!

with initial conditionn1(z)5n0 . As the first step, we calcu-
late the waveformn1 at the distancez1Dz/2. Using a Taylor
series expansion, it is possible to write:

n1S z1
Dz

2 D5n1~z!1
Dz

2
•

]n1~z!

]z
1

Dz2

8
•

]2n1~z!

]z2

1O~Dz3!. ~A2!

Note that within the Rayleigh integral approximation, the
differential operator]/]z commutes with the diffraction op-
eratorL̂D :

]

]z
L̂Dn1~z!5L̂D

]n1~z!

]z
. ~A3!

Indeed, the Rayleigh integral~32! represents an exact solu-
tion of the wave equation

¹2n2
1

c0
2 •

]2n

]t2 50

in case of the plane surface of integration, when the normal
to the surface does not depend on coordinates. In our model,
all intermediate observing planes are parallel with thexy
plane, so]/]z5]/]n over the surface of these planes~Fig.
2!. In the case ofnW 5const, we obtain from the wave equa-
tion that the derivative]v/]z is also a solution of the wave
equation, so the integral~32! is valid for it. This proves that
the diffraction operatorL̂D commutes with the differential
operator]/]z. Using the result~A3!, we obtain from Eqs.
~A1! and ~A2!:

n1S z1
Dz

2 D5n01
Dz

2
L̂Dn01

Dz2

8
L̂D

2 n01O~Dz3!.

~A4!

Step 2.Consider the following evolution equation for the
effects of absorption and nonlinearity:

]n2

]z
5L̂An21L̂Nn2 , ~A5!

with initial condition n2(z)5n1(z1Dz/2). As the second
step, we calculate the waveformn2 at distancez1Dz. The
Taylor series expansion gives:

n2~z1Dz!5n2~z!1Dz
]v2~z!

]z
1

Dz2

2
•

]2n2~z!

]z2

1O~Dz3!. ~A6!

Note, that according to Eq.~3! the differential operator]/]z
commutes with the operatorL̂A , i.e.:

]

]z
L̂An2~z!5L̂A

]n2~z!

]z
. ~A7!

However, this is not the case for operators]/]z and L̂N in
Eq. ~4!. Let us introduce a linear operatorL̂N5(b/2c0

2)
3(]/]t), such that:

L̂Nn25L̂Nn2
2. ~A8!

The operatorL̂N commutes with]/]z, therefore:

]

]z
L̂Nn2~z!52L̂NFn2

]n2~z!

]z G . ~A9!

Equations~A4! to ~A9! give the following expansion for the
waveformn2 at distancez1Dz:

n2~z1Dz!

5n01Dz•@ 1
2 L̂Dn01L̂An01L̂Nn0

2#

1
Dz2

2
•F1

4
L̂D

2 n01L̂AL̂Dn012L̂N~n0L̂Dn0!1L̂A
2n0G

1
Dz2

2
•@ L̂AL̂Nn0

212L̂N~n0L̂An0!12L̂N~n0L̂Nn0
2!#

1O~Dz3!. ~A10!

Step 3.Consider Eq.~A1! again:

]n3

]z
5L̂Dn3 , ~A11!

with initial conditionn3(z1Dz/2)5n2(z1Dz). As the third
step, we calculate the waveformn3 at distancez1Dz. Using
the Taylor series expansion, it is possible to write:

n3~z1Dz!5n3~z1Dz/2!1
Dz

2
•

]n3~z1Dz/2!

]z

1
Dz2

8
•

]2n3~z1Dz/2!

]z2 1O~Dz3!.

~A12!

Taking into account Eq.~A3!, we obtain from Eqs.~A10! to
~A12!:
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v3~z1Dz!5v01Dz•@ L̂Dv01L̂Av01L̂Nv0
2#

1
Dz2

2
•@ L̂D

2 v01L̂DL̂Av01L̂AL̂Dv0

1L̂DL̂Nv0
21L̂A

2v01L̂AL̂Nv0
2#

1
Dz2

2
•@2L̂N~v0L̂Dv0!12L̂N~v0L̂Av0!

12L̂N~v0L̂Nv0
2!1O~Dz3!. ~A13!

Let v(z)5v0 , the following expression for the waveform at
distancez1Dz results from the evolution equation~8!:

v~z1Dz!5v~z!1Dz
]v~z!

]z
1

Dz2

2
•

]2v~z!

]z2 1O~Dz3!

5v01Dz•@ L̂Dv01L̂Av01L̂Nv0
2#

1
Dz2

2
•@ L̂D

2 v01L̂DL̂Av01L̂AL̂Dv01L̂DL̂Nv0
2

1L̂A
2v01L̂AL̂Nv0

2#

1
Dz2

2
•@2L̂N~v0L̂Dv0!12L̂N~v0L̂Av0!

12L̂N~v0L̂Nv0
2!#1O~Dz3!. ~A14!

Comparing Eqs.~A13! and ~A14!, we conclude:

v~z1Dz!5v3~z1Dz!1O~Dz3!, ~A15!

which proves the operator-splitting algorithm with the
second-order of accuracy.
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An explanation is provided for the influence of relatively small changes in liquid temperature on the
hot spot within a sonoluminescence bubble. This influence derives from a change in the~stable!
equilibrium mass of the bubble due to a variation of the gas solubility in the liquid with temperature.
If the acoustic drive amplitude is held constant, a change in the liquid temperature has a large or
small effect depending on the variability of the solubility with temperature. For a gas like xenon,
which has rapidly decreasing solubility in water with increasing temperature, a decrease in water
temperature shifts the stable mass exchange equilibrium to a smaller bubble size. This increases the
ratio of maximum to minimum bubble radius over an acoustic cycle, resulting in a much higher hot
spot temperature. In contrast helium has very little variation of solubility with temperature near
room temperature; therefore the hot spot temperature is relatively insensitive to variations in the
liquid temperature outside a helium bubble. ©1998 Acoustical Society of America.
@S0001-4966~98!04910-8#

PACS numbers: 43.25.Yw, 43.35.Ei@MAB #

INTRODUCTION

When a bubble is driven into sufficiently violent radial
pulsations in sufficiently degassed water, the production of
light is observed in the bubble interior. Careful management
of gas transfer across the bubble wall was the key to the first
successful observation of single bubble sonoluminescence
~SL!.1 The tendency of the bubble to grow as a consequence
of rectified diffusion driven by the nonlinear bubble oscilla-
tions must be counteracted by a reduction of the far-field gas
concentration to low levels: in some cases a fraction of a
percent of saturation.2,3

It has been observed repeatedly that in colder water SL
appears brighter, when the bubble is driven at its maximum
stable acoustic drive, which varies with liquid temperature,
in general.4–6 In the present work we present new physics
that may play an important role in explaining this observa-
tion. The theory provides experimentalists with an additional
way to exert control over the size of SL bubbles, beyond
manipulation of the acoustic drive and the far-field gas con-
centration.

This work is relevant to bubbles of sparingly soluble
gases where Henry’s law applies.7 Sonoluminescence experi-
ments have been conducted on highly soluble gases as well,
such as xenon in 1-butanol.6 For such a system, one must
instead make use of the much more complicatedensemble
Henry’s law in an analysis of mass exchange.7

I. MASS EXCHANGE EQUILIBRIUM

The condition for mass exchange equilibrium of an
acoustically forced bubble is derived in Refs. 8 and 9. In the
following equationsC is the concentration~mass-fraction!
field minus the far-field dissolved gas concentrationC` . The
dimensionless time ist5V0t. The radius of the undisturbed
bubble isa with natural frequencyV0 . The dimensionless
bubble radius isx. The Henry’s law boundary condition in-
volves the~dimensionless! saturation concentration outside a
spherical bubble of radiusx(t)51: Cs,ref. This parameter
may be written as

Cs,ref5
mG

4
3pa3

RGT`

M

1

k~T!
[

pref

k~T!
,

wheremG is the mass of the gas in the bubble,k(T,p) is the
~temperature and pressure dependent! coefficient of Henry’s
law, M is the molecular weight of the gas,RG is the universal
gas constant,T` and pref are the temperature and steady
pressure of the fluid in the far field.

It is possible to repeat the analysis of Ref. 9 with the
diffusivity and solubility of the gas in the liquid assumed to
depend on temperature and pressure. One can exploit the fact
that the mass transfer boundary layer is an order of magni-
tude thinner than the thermal boundary layer at sonolumines-
cence conditions. This allows one to evaluate the diffusivity
in the boundary layer at the interface conditions of tempera-
ture and pressure. Proceeding in this way, one can derive a

a!Now at Kaijo America, Inc.
b!Now at University of Twente, The Netherlands.
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threshold criterion including the effects of temperature- and
pressure-dependent solubility and diffusivity.

However, the bubble spends only 1022 to 1023 of the
period with elevated wall temperatures and pressures, and
much less time at significantly elevated conditions. With rea-
sonable models of temperature and pressure dependence of
solubility and diffusivity, it is clear that transient departures
from reference conditions have little effect. Therefore one
need only use the usual threshold criterion of Eller and
Flynn:8

C`

Cs,ref
5^pG* ~t!&[

*0
Tx4~t!pG* ~t!dt

*0
Tx4~t!dt

. ~1!

The right-hand side of~1! depends only on the response of
the bubble to the forcing. If the reference temperatureT` is
changed, and all other controllable experimental parameters
are held constant, thenCs,ref and ^pG* (t)& must change to
compensate, so as to maintain~1!. If the transient departure
from the reference Henry’s law constantk* (T,p) and the
transient departure from the reference diffusivityD* (T,p)
are included, then the threshold criterion~1! is modified with
D* /k* inserted into the integrand of the numerator on the
right-hand side, andD* inserted into the integrand in the
denominator.

Confidence in application of~1! ~without the previously
mentioned modifications one can derive for the effects of
transient departures from reference conditions! is obtained
through the remarkable agreement of~1! with
experiments.3,10

II. RESULTS

A clear demonstration of the consequences of changing
the liquid temperature may be obtained as follows. We
choose three different ambient bubble radii for three xenon
bubbles: 4, 4.5, and 5mm. These three bubbles are driven
with the same ultrasound field. We assume they are all in
~stable! mass exchange equilibrium in a sealed container, and
hence have the sameC` , but that the liquid temperatures are
different.

By changing the liquid temperature, one changesCs,ref

[pref /k(T`). The reference pressure is approximately con-
stant for the results we report below. However, depending on
the identity of the gas and liquid,k(T`) can vary quite dra-
matically with T` ; this implies a similarly dramatic varia-
tion in bubble dynamics through an alteration in the value of
^pG* (t)&t .

Then from~1!, and the knowledge ofk(T`),11 we can
determine what are the three temperatures consistent with

mass exchange equilibrium. Finally, we can compare the in-
ternal gas dynamics within each bubble to see if there is a
significant difference in the peak temperatures and pressures.
The internal gas dynamics is computed with our previously
published compressible Navier–Stokes solver12 which in-
cludes temperature-dependent gas viscosity and thermal con-
ductivity.

The results are shown in Table I. There one sees a quite
remarkable trend. A 4.5-mm bubble is in mass exchange
equilibrium atT`5300 K. If the far field temperature is de-
creased about 10°, the ambient radius shrinks to 4.0mm and
the peak gas temperature in the bubble interiorincreasesby
nearly 70 000°. Similarly, increasing the far-field tempera-
ture by about 10° increases the bubble size to 5.0mm and
reducesthe maximum gas temperature by 36 000°. In Fig. 1
we show plots of the bubble radii as functions of time. In
Fig. 2, we show the temperature profile with respect to mass
at the instant when the origin is hottest at the end of the main
bubble collapse.

Of course, the hot-spot temperatures can be expected to
change somewhat from the values we report depending on

FIG. 1. Radius versus time for the three xenon bubbles in mass exchange
equilibrium at three different far-field temperatures.

TABLE I. Stable ambient radiusa versus far-field temperatureT` , and
maximum internal gas temperatureTmax and compression ratio at the end of
the main collapse for bubbles of xenon in water driven at 1.3 atm and 26.5
kHz.

a ~mm! T` ~K! Rmax/Rmin a/Rmin Tmax ~K!

4.000 289.6 80.44 7.794 242 000
4.500 300.0 70.72 6.691 173 000
5.000 311.5 62.79 5.801 137 000

FIG. 2. Temperature profiles versus fraction of mass within the bubble at
the hottest instant at the end of the main collapse of the three xenon bubbles
in mass exchange equilibrium at three different far-field temperatures with
the same far field concentrationC`50.00 173. The dashed line is for the
4-mm bubble in equilibrium at 289.6 K. The solid curve is for a 4.5-mm
bubble in equilibrium at 300 K. The dot–dashed curve is for a 5-mm bubble
in mass exchange equilibrium at 311.5 K.
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the details of the computational model one chooses. Unfor-
tunately, it is not possible at present to measure, or even
accurately to infer, the internal gas temperature in sonolumi-
nescence experiments. However, dramatic changes in light
output have been observed upon changing liquid temperature
and driving the bubble as hard as possible. We return to the
subject of experimental verification later.

The change in hot spot temperatures is easily understood
from the changes in ‘‘compression ratio’’ which isRmax/Rmin

over the cycle, also listed in the table. The compression from
Rmax to Rmin is responsible for much of the heating of the
bubble contents, with some heat loss to the surrounding liq-
uid. A larger compression ratio therefore implies greater
compression heating, as can be observed upon comparing
profiles of the temperature versus mass in Fig. 2. This state-
ment is independent of the details of the model.

The mass exchange equilibrium radii listed in Table I
are all stable equilibria. Stability of these equilibria is estab-
lished in the computations by checking that slightly larger
bubbles would tend to shrink and slightly smaller bubbles
would tend to grow over a cycle. The stability criterion of
Ref. 13 were checked by finite differences, both with and
without surface tension. We remark that if surface tension is
included, anotherunstablemass exchange equilibrium ap-
pears at smaller radius.

It is most interesting to consider the fate of a still xenon
bubble upon changing the liquid temperature. If two still
bubbles are in mass exchange equilibrium in a liquid with
temperatureT`,1 andT`,2 , with the sameC` , then~1! im-
plies

pref,1

k~T`,1!
5

pref,2

k~T`,2!
.

Now we use the fact that the reference pressure is~rather
weakly! related to the bubble ambient radius through the
surface tensiong to obtain

pa12g/a1

k~T`,1!
5

pa12g/a2

k~T`,2!
.

If we assume that the static pressurepa is much larger than
the contribution of surface tension, then we have approxi-
mately

11
2g

pa
S 1

a1
2

1

a2
D5

k~T`,1!

k~T`,2!
.

Hence, ifT`,2,T`,1 and solubility decreases with tempera-
ture as for xenon, thena2.a1 . Static bubbles behave ex-
actly opposite to the strongly driven bubbles when one
changes the liquid temperature!

The strong influence of liquid temperature on the hot
spot of a xenon sonoluminescence bubble is in stark contrast
to the weak influence of liquid temperature on a helium
bubble. This is shown in Table II. By adjusting the liquid
temperature by about 10 K~plus and minus! relative to the
reference temperature, the ambient radius of a helium bubble
is shown to change by less than 1%. This is very little com-
pared to the 11% change in the size of a xenon bubble over
the same temperature range. The change in compression ratio
and therefore also the hot spot temperature change is also

very slight for a helium bubble. The main distinction be-
tween helium and xenon that is responsible for the differing
response is the relative variability of the gas solubility with
temperature, shown in Fig. 3 over a range about 300 K. The
curves are the approximations we used, namely, for xenon
solubility in water,

xXe5expF274.73981
105.210

T/100
127.4664 logS T

100D G ,
and for helium in water

xHe5expF241.46111
42.5962

T/100
114.0094 logS T

100D G .
These are mole fractions with temperature in Kelvins.11

III. CONCLUSIONS

We have argued that the hot spot in xenon SL bubbles in
colder water is hotter as a consequence of a shift to smaller
ambient radius that yields bubble dynamics characterized by
larger compression ratios. The ambient radius decreases at
colder liquid temperatures due to an increase in the solubility
of xenon in water. In contrast helium bubbles show very
little change in ambient radius over a similar temperature
range, owing to the nearly constant helium solubility with
varying temperature. Further study is needed to determine to
what extent the vapor pressure of the liquid outside the
bubble also contributes to this phenomenon.

TABLE II. Stable ambient radiusa versus far-field temperatureT` , and
maximum internal gas temperatureTmax and compression ratio at the end of
the main collapse for bubbles of helium in water driven at 1.3 atm and 26.5
kHz.

a ~mm! T` ~K! Rmax/Rmin a/Rmin Tmax ~K!

4.470 289.2 94.00 8.885 45 100
4.500 300.0 93.40 8.815 44 700
4.495 311.8 93.50 8.827 44 700

FIG. 3. Gas solubility in water, relative to the value at 300 K. The solid
curve is for xenon, the dashed curve for helium.
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A clearer version of the arguments presented can be ob-
tained by formal differentiation of the threshold criterion~1!
with respect to ambient radiusa; in the case wherepref is
nearly constant, this yields

C`

pref

dk

dT`

dT`

da
5

d^pG* ~t!&t̃

da
.

For xenon, we argued thatk increases with temperature. For
a bubble in stable mass exchange equilibrium, the right-hand
side is positive.13 Hence, the equation allows one to conclude
thatda/dT`.0, i.e., reducing the liquid temperature leads to
a shrinking ofa.

The theory presented in this work may be an important
part of the explanation of why colder SL bubbles can be
driven to shine more brightly. This observed effect may be
partly due to the mechanism described in the present work,
and must also be related to a change in the instability that
limits the maximum acoustic drive amplitude that a bubble
can sustain indefinitely.14 Our work suggests that a fruitful
experiment would be to observe changes in compression ra-
tio and SL brightness of two different bubbles upon changing
liquid temperature. This cannot be done at a constant ampli-
tude and frequency of the transducers that drive the flask
oscillations in a typical set up owing to a shift in the resonant
oscillations of the flask with temperature. However, for both
bubbles, either the transducer driving amplitudes or the fre-
quencies could be adjusted similarly to follow the shifting
resonance as the liquid temperature is changed. Bubbles of
pure gases with rapidly varying solubility with temperature
would be expected to change dramatically with temperature,
while those with only slightly varying solubility with tem-
perature would be expected to change little, if all other prop-
erties are similar for the two bubbles.

Because the ambient radius decreases for colder bubbles
of xenon ~or like gas!, the bubble dynamics at a constant
acoustic drive is more evident. The peak temperatures and
pressures are increased, presumably increasing the light pro-
duction by some as-yet unknown mechanism. These ideas
have been the subject of previous speculation,4 but the miss-
ing link that it is the shift in ambient radius with temperature
that causes the effect has eluded explanation.

We note that these arguments do not address the ques-
tion of the sometimes dramatic decrease in ambient radius
with driving pressure amplitude that is observed in air

bubbles or in bubbles of diatomic gases doped with a noble
gas.3,5 This effect is likely explained by the selective rectifi-
cation of noble gases combined with the chemical destruc-
tion of other species.15

Finally, we note another possibly useful outcome of the
present theory. In a carefully designed experiment, the extent
of the change in ambient radius with liquid temperature may
be a useful diagnostic of theidentity of the gas within a SL
bubble. This can be seen from the computational example in
Sec. II, although in a physical experiment one must take into
account the changes in resonance characteristics of the flask
and contents with temperature.
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An improved ray-tracing algorithm for predicting sound
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A new ray-tracing method for predicting the sound field near a flat impedance ground in a refracting
atmosphere is developed that includes the effect of vector wind and turbulence explicitly.
Improvements on previous ray-tracing schemes include the use of a generalized Snell’s law, an
integration by means of a Gaussian quadrature, and a bracketing method for finding the ray paths.
For the turbulence calculations, the interray coherence is determined from turning point heights
rather than from integrals along the ray paths. A more efficient algorithm is developed for
computing the sound field above an impedance plane in a realistic atmosphere. Despite the inherent
limitations of the ray-trace approach, particularly in respect of logarithmic wind profiles, the
algorithm is valid over a wide range of practical situations. ©1998 Acoustical Society of America.
@S0001-4966~98!04010-7#

PACS numbers: 43.28.Fp, 43.20.Fn@LCS#

INTRODUCTION

The heuristic ray-tracing method1 is a convenient and
computationally undemanding way of predicting the sound
propagation outdoors in the presence of wind and tempera-
ture gradients above an impedance plane. In a recent study,2

Li has shown that the ground and surface wave terms can be
included rigorously by using an asymptotic analysis. Raspet
et al.3 have demonstrated that the sound field predicted by
the heuristic ray-tracing model,4 using an effective sound
speed gradient to represent the combined effects of wind and
temperature, agrees remarkably well with that calculated by
the fast field program~FFP! at long ranges. Furthermore,
Salomons5 has included atmospheric turbulence in his ray
model for the computation of sound field in a temperature
stratified medium. The purpose of this paper is to present an
efficient numerical implementation of the theory developed
in Ref. 2 in a way that includes the effect of vector wind and
turbulence explicitly. It should be noted that the analytical
solution for the sound field above an extended-reaction plane
is derived in Ref. 2. However, most of the outdoor ground
surfaces are locally reacting. Hence, although it is straight-
forward to derive a prediction for propagation over an ex-
tended reaction plane, we consider only the locally reacting
plane.

The ray-tracing method used in the present paper differs
from the traditional one.6,7 First, when tracing the ray paths,
we use a numerical integration algorithm instead of the Euler
method. Alternatively, a fourth-order Runge–Kutta algo-
rithm with adjustable step sizes may be used. Second, to
search for the eigenrays, we use a bracketing method in place
of the ‘‘hit-and-miss’’ approach. The traditional accuracy of
computation of the phase angle is improved by using the
modified Snell’s law to calculate the ray angle along the ray

path, and by using numerical integration to compute the
acoustical path length. Turbulence is included in the formu-
lation. However, the interray coherence coefficient is com-
puted from the turning point heights rather than from de-
tailed tracing of the ray paths. The inherent limitations of the
ray-trace method for predicting the sound field above an im-
pedance plane under logarithmic sound speed gradients are
explored.

In Sec. I, the theoretical basis for the ray-trace imple-
mentation is outlined. Section II details the new computa-
tional features. Section III describes the method for including
turbulence. Section IV presents results of computations and
comparisons with FFP predictions. Finally, in Sec. V, we
offer some concluding remarks.

I. MODIFIED WEYL–VAN DER POL FORMULA

In an earlier study, Li2 has demonstrated that the sound
field due to a monopole source above a porous ground in the
presence of temperature and wind gradients can be written in
form that is recognizably similar to the Weyl–Van der Pol
formula. The theory may be summarized as follows. In a
moving stratified medium, the index of refractionm(z) is
defined as

m~z!5
n~z!

11M ~z!cos~e2cw!sin m
, ~1!

wheren(z) is the index of refraction in an otherwise homo-
geneous medium at heightz above the impedance plane. The
symbols,u andcw , are the magnitude and direction of wind,
m(z) ande are the polar and azimuthal angles of a wavefront
normal, c(z) is the speed of sound, andM (z)5u/c is the
Mach number. We note that the azimuthal anglee is constant
for a given wavefront normal, but the polar anglem varies as
a function of height in a moving stratified medium. Using the
index of refraction in a moving medium, we can derive the
modified Snell’s Law for a wavefront normal as

a!Corresponding author: present address: Department of Mechanical Engi-
neering, Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong
Kong.
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m sin m5sin m05constant, ~2!

where m0 is a reference polar angle of a ray atz50, for
example. In other words, we can determine the wavefront
normal of a particular ray by specifying a polar angle at a
given height and its corresponding azimuthal angle. As
pointed out by Ostashev,8 the trajectory of the wavefront
normal should be distinguished from the sound ray that trav-
els from the source to receiver. In essence, the wavefront
normal is not coincident with the sound ray in a moving
medium. To aid theoretical and numerical analyses, we find
it more convenient to define the acoustical path length,
RL(m,e), the Doppler factorD(z), the stratification factor
S(m,e), and the Jacobian factorJ(m,e) as follows:

RL~m,e!5E
z,

z.

m cosm dz1r sin m0 cose, ~3!

D~z!5@11M cos~e2cw!sin m#21, ~4!

S~m,e!5
D~z!

D~zs!
A r~z!

r~zs!
A cosm0

m cosm
A cosm0

ms cosms
,

~5a!

and

J~m,e!5S 1

sin m0
D 2U]2RL

]m0
2

]2RL

]e2 2F ]2RL

]m0 ]eG2U, ~5b!

wherer is the density of air which is a function of heightz
and r is the horizontal separation between the source and
receiver. The subscripts, and. denote the variables to be
evaluated atz, andz. , respectively, wherez, andz. are
the lesser and the larger of the source and receiver height.

In Ref. 2, an elaborate analysis has been used to derive
an expression for the sound field above an extended reaction
ground in a stratified medium. However, a heuristic model
for the inclusion of the ground wave is found to be adequate
for most practical situations in a homogeneous medium.9

Since the interaction between the sound waves and ground
should remain unaffected by the presence of wind and tem-
perature gradients, it is proposed to use the same approach
for the case of a stratified medium. Suppose that the polar
and azimuthal angles of the wavefront normals of the direct
and the reflected waves areu, c, ū, and c̄, respectively.
Then, the sound field, above an extended reaction ground
surface, can be approximated according to the heuristic
model by2,9

p~r ,0,z!5
Sdeik0R18

4pAuJdu
1$R~ ū0!1~12R~ ū0!!F~w!%

3
Sie

ik0R28

4pAuJi u
, ~6!

wherek0 is the reference wave number,R( ū0) is the plane
wave reflection coefficient,F(w) is the boundary loss factor,
andw is known as the numerical distance. These parameters
can be determined according to

R~ ū0!5
cos ū02be

cosu01be
, ~7a!

F~w!511 iApwe2w2
erfc~2 iw !, ~7b!

w25 1
2ik0R28~cos ū01be!

2, ~7c!

where erfc( ) is the complementary error function,be is the
effective admittance of the porous ground given by

be5erAen
22sin2 ū0, ~8!

er([r0 /r2) anden([k2 /k0) are, respectively, the ratios of
densities and wave numbers for the upper and lower media.
The subscript 2 denotes the parameters of the lower medium,
i.e., the porous ground, whilst the subscript 0 denotes those
for the upper medium with the vertical heightz50.

As shown in Eq.~6!, k0R18 andk0R28 are the total phase
changes for the direct and reflected waves of the sound
propagated from the source to the receiver. Hence,
R18@[RL(u,c)# and, R28@[RL( ū,c̄)# may be regarded as
the corresponding acoustical path lengths. The quantities
Sd@[S(u,c)#, Jd@[J(u,c)#, Si@[S( ū,c̄)#, and
Ji@[J( ū,c̄)# are the corresponding stratification and Jaco-
bian factors for the direct and reflected rays. Also, it is of
interest to note that the receiver position is given in the cy-
lindrical polar coordinate system withr as the range andz
the height of the receiver. Without loss of generality, the
azimuthal angle of the receiver is set at zero.

For a locally reacting surface, we haveuenu@1. Hence, it
follows from Eq.~8! that the effective admittance becomes

be'eren5
r0c0

r2c2
, ~9!

which is the specific normalized admittanceb of the ground.
Furthermore, in the special case of a stationary medium
where M50, Eq. ~6! can be reduced to the form given in
Ref. 11@see his Eq.~58!#.

The above analysis is based on the method of Fourier
transformation and the well-known WKB approximation in
which the sound field can be expressed in terms of an inte-
gral representation. By evaluating the integral asymptoti-
cally, we can confirm the validity of the heuristic approxi-
mation used in the previous analyses2 which include the
ground wave term explicitly~the second term of the curly
bracket! in Eq. ~6!. In addition, the previous analysis is valid
for a relatively short separation between the source and re-
ceiver. This implies that, in an upward refracting medium,
the analysis is invalid in the shadow zone and in close prox-
imity to the shadow boundary. Also, in a downward refract-
ing medium, the analysis is only satisfactory for a close
range such that the reflected wave suffers only a single
bounce. Also the receiver must not be close to a caustic
where the Jacobian factor vanishes.

In another study,10 Li has extended his previous work11

to allow for multiple bounces in a temperature stratified but
downward refracting medium. Although the analysis is based
on a monotonically increasing function ofc(z), the principle
should apply equally for other more intricate profiles that
may include regions, wheredc(z)/dz is zero. This earlier
work can be extended readily and straightforwardly to take
account of the wind effects, but the details are not shown
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here. The asymptotic solution for the total field above a lo-
cally reacting impedance plane can be derived to yield

p~r ,0,z!5
exp@ i ~k0R182x1!#

4pRd

1(
j

Qj

exp@ i ~k0R28
~ j !2x2

~ j !!#

4pRr
~ j ! , ~10!

where the subscript~j! represents the corresponding param-
eters of the reflected wave that hits the groundj-times before
reaching the receiver. Since the sound field is expressed in an
analogous form as the Weyl–Van der Pol formula,Rd

([AJd/Sd) and Rr
( j )([AJi

( j )/Si
( j )), which have the dimen-

sion of length, may be treated as the effective path lengths
for the direct and reflected waves. These terms are intro-
duced for the ease of reference. The quantityQj is the
spherical wave reflection coefficient for the reflected wave:

Qj5$G~ ū0
~ j !!1@12G~ū0

~ j !!#F~w~ ū0
~ j !!!% j ~11!

and, for an impedance plane, the plane wave reflection coef-
ficient G( ū0

( j )) is given by

G~ū0
~ j !!5

cos ū0
~ j !2b

cos ū0
~ j !1b

, ~12!

where the specific normalized admittanceb is used in favor
of the effective admittancebe . The boundary loss factor is
determined by using Eq.~7b! with the numerical distancewj

given by

w~ ū0
~ j !!5A 1

2ik0R28
~ j !~cos ū0

~ j !1b!. ~13!

It should be noted that one has to find all possible rays~or
the so-called eigenrays! for a givenj. Each eigenray, which
hits the groundj-th time, has different values ofū0

( j ) , wj ,
G j , andQj .

Equation~10! describes the solution as the sum of con-
tributions from all possible rays linking the source and re-
ceiver. We remark that there is at most one possible direct
ray where the combined wind and temperature gradients give
rise to monotonic profiles. When calculatingR18 , Rd , R28

( j ) ,
andRr

( j ) , it is crucial to include all possible branches of the
ray traces. Furthermore, there are additional phase shifts,x1

andx2
( j ) for the direct and reflected waves as a result of the

ray grazing the caustic. There will be a phase reduction of
p/2 each time the ray touches a caustic.12

II. AN IMPROVED SCHEME FOR RAY TRACING

In the past, Thompson’s method6,7 and its derivative13

were commonly used as the basis for the ray-tracing algo-
rithm in a moving stratified medium. These previous meth-
ods are based, in turn, on the theory derived by
Blokhintzev.14 Nevertheless, we have shown2,15 earlier that
the theoretical results of our present approach are identical to
that of the previous methods. These earlier methods often
involve a pair of first-order differential equations which can
be solved either by numerical integration13 or by the con-
struction of a finite-step wavefront~i.e., by the Euler
method!.6,7 More importantly, the search for an eigenray usu-

ally involves some form of hit-and-miss approach. A ray is
launched in a given direction at the source and then it is
determined whether the launched ray hits the ‘‘target’’ at the
receiver location. To reduce computational time, the target is
often restricted to a finite area. The numerical accuracy is
controlled by setting the size of the target as well as the step
size in tracing the ray path. The computational time increases
as the step length and target are made smaller. In this paper,
we propose a bracketing scheme that avoids the need for
blind shooting.

Instead of using the eikonal equations as our starting
point, we determine stationary points@~u,c! for the direct
wave and (ū,c̄) for the reflected wave# for RL(m,e) in Eq.
~3!. The eigenray can then be determined by solving a pair of
nonlinear equations form ande as follows:

r sin e5E
z,

z. M sin~e2cw!

cosm
dz ~14!

and

r cose5E
z,

z. sin m1M cos~e2cw!

cosm
dz. ~15!

To determine an eigenray, it is sufficient to specify the polar
angle at a given height and the azimuthal angle of a wave-
front normal because the polar angle at other heights can be
found by using the modified Snell’s law@i.e., Eq.~2!#. The
small ratio between wind and sound speed (M'0.03) in the
normal atmospheric environment means that the azimuthal
angle of the wavefront normal is very close to the azimuthal
angle of the receiver, and, therefore,e50 may be used as the
first approximation. We can determinem(z) from Eqs. ~2!
and ~15! for a given ranger. A second approximation fore
can be found by usingm(z) and Eq.~14! to give

e5tan21F sin cw*z,

z.~M /cosm!dz

coscw*z,

z.~M /cosm!dz2r G . ~16!

The integration in Eq.~16! can be carried out numerically
and hencee evaluated. This iterative process in determining
e and m(z) can be repeated until the required accuracy is
achieved. In practice,e is very small and one only needs two
or three iterations for most situations.

Next, we describe an improved method of findingm(z)
for a given e. We restrict our analysis to a monotonically
increasing function ofm(z) and describe a ‘‘sure-hit’’
method in contrast to the conventional approach of trial-and-
error. As mentioned earlier, it is sufficient just to specify
m0@[m(0)#, for example, as the unknown variable in Eq.
~15!. The polar angle at other heights can be determined
through the use of Eq.~2!. Determination ofm0 involves the
evaluation of the integral given in Eq.~15!. There is an in-
tegrable singularity at the turning point where the polar angle
is p/2 ~or the slope of the wavefront normal is zero!. Substi-
tuting Eq.~14! into ~15!, we obtain

E
z,

z.

tan m dz5
r sin cw

sin~cw2e!
. ~17!
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Using partial integration, we can remove the integrable sin-
gularity of the left side of Eq.~17! and make the subsequent
numerical analysis somewhat simpler. In this case, Eq.~17!
can be rearranged in a more convenient form as

I ~m0!5
r sin cw

sin~cw2e!
2Fm sin m cosm

m8 G
z,

z.

, ~18!

where

I ~m0!5E
z,

z.

sin m cosm@11mm9/~m8!2#dz, ~19!

and the primes denote the derivatives with respect toz.
The above analysis is valid as long as the derivative of

the index of refractionm does not vanish at any point along
the ray path. Physically, this situation corresponds to the case
of an infinitely narrow sound channel where a ray will be
trapped. Numerical integration is required in general to cal-
culateI (m0) in Eq. ~19!. On the other hand, the computation
of definite integrals may be regarded as an initial value prob-
lem. By differentiating both sides of Eq.~19! with respect to
z, we transform it into the following first-order differential
equation:

dI

dz
5sin m cosmF11

mm9

~m8!2G , ~20!

with the initial condition ofI 50 atz5z, . We wish to com-
pute the functionI at z5z. with due consideration for trac-
ing all branches for a complete ray path. It is adequate to just
calculate the integral fromz, to the turning point, fromz.

to the turning point, and from the ground surface to the turn-
ing point. The appropriate number of these portions are then
added together to trace all eigenrays in all possible ways. A
typical approach involves the use of a finite step size (Dz).
The increment ofI can be computed by multiplying the right
side of Eq.~20! by Dz for each step. This method is some-
times called the Euler method. However, the Euler method is
not recommended for practical use because other more so-
phisticated numerical methods provide a more accurate and
stable solution.16 Since a high degree of accuracy is required
in computingI (m0), a fourth-order Runge–Kutta or the so-
called adaptive Bulirch–Stoer technique may be used; see
for example, Ref. 16. Nevertheless, we have also used a di-
rect numerical integration method to computeI (m0). We
find that a 10 point Gaussian quadrature16 is sufficient for
most practical purposes. It is also of interest to note that the
height of the turning pointzmax can be determined by using
Eqs. ~1! and ~2!, and by notingm(zmax)50. The nonlinear
equation forzmax can be solved readily by means of a stan-
dard Newton–Raphson method.16

To find all solutions for Eq.~18!, we introduce the
eigenray error function,

E~m0!5
r sin cw

sin~cw2e!
2Fm sin m cosm

m8 G2I ~m0!. ~21!

The eigenrays are then determined by minimizinguE(m0)u
for a given source/receiver geometry and wind/temperature
profiles. The error functionE(m0) is sampled at a range of
polar angles specified by the user. This allows the determi-

nation of zero crossings, which, in turn, provides information
about a pair of bracketing polar angles. The spacing of the
samplesDm0 is also set by the user. A smallerDm0 and a
large range of polar angles increase the probability that all
eigenrays will be found at the expense of higher computa-
tional time. The Brent root finding algorithm16 is used to find
the eigenray solution when zero crossings are found. It is of
interest to note that an initial examination of the wind veloc-
ity and sound speed profiles will provide some useful insight
in the choice of upper and lower bounds of the polar angles.
For example, suppose a ray launches upward at some polar
anglemu that has its turning point at heightz. . In this case,
it is clear that any ray launched upwards at a polar angle
greater thanmu cannot reach a receiver situated at a height
greater thanz. . Figure 1 shows the schematic diagram for
the typical rays launching at different polar angles. Hence, it
is obviousmu provides a useful upper bound for the sam-
pling range for the reflected rays. On the other hand, the
choice of the sampling range may also be decided on a trial
and error basis.

We also note that, in a downward refracting medium, a
ray launched at an angle (p2mu) has the same characteristic
parameters as the ray launched upward with the polar angle
mu . Therefore, the down-going rays can be searched at the
same ‘‘time.’’ Once the polar anglem(z) of the wavefront
normal has been determined, its value is substituted into Eq.
~16!, and that allowse to be found by a simple iteration
procedure as described earlier. We wish to point out that the
principle described above can be generalized to other more
intricate profiles, but further developments are beyond the
scope of the present paper.

On finding the polar and azimuthal angles of all eigen-
rays, it is straightforward to computeR18 , R28

( j ) , Jd , andJi
( j )

by direct numerical integration. Making use of Eq.~5a!, the
stratification factors,Sd and Si

( j ) can be determined, and
hence the effective path lengthsRd and Rr

( j ) can be com-
puted. These parameters are used, in turn, to compute the
total sound field using Eq.~10!. The determination ofJd ,
Ji

( j ) and the reduction in phases@x1 andx2
( j )# can be facili-

tated by noting

]2RL

]m2 52cos2 m0E
z,

z. n2

m3 cos3 m
dz, ~22a!

FIG. 1. Schematic diagram to show a ray is launched at an anglem(z). ~a!
m(z).mu : Sound ray cannot reach the receiver at height greater thanz. .
~b! m(z)5mu : Critical ray, the ray reaches the receiver at heightz. at the
turning point.~c! m(z),mu : Sound ray can reach the receiver at heightz.

either at the ascending or descending branches.
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]2RL

]e2 52sin2 m0E
z,

z.F n

m cosm

1
M2 sin2~e2cw!sin2 m0

m3 cos3 m Gdz, ~22b!

and

]2RL

]m ]e
52cosm0 sin m0

3E
z,

z. nM sin~e2cw!sin m0

m3 cos3 m
dz. ~22c!

The equation of the caustic can be found by setting the Jaco-
bian factorJ, given by

J5H ]2RL

]m0
2

]2RL

]e2 2F ]2RL

]m0 ]eG2J 1/2

~23!

to zero,1 and it is then possible to determinex1 andx ( j ) by
examining whether the ray grazes the caustic.

In view of the fact that ray theory breaks down near
caustics and it is computationally more expensive to com-
pute the Jacobian factor, therefore, it is found more conve-
nient to use the geometrical path lengths in favor of the ef-
fective path lengths of the direct and reflected waves,Rd and
Rr

( j ) .4 The geometrical path length,Rg(m,e) is defined as the
length of the ray trajectory linking the source and receiver in
a vertically stratified medium. From the geometrical consid-
eration, it can be calculated by

Rg~m,e!5E
z,

z. dz

cosm
. ~24!

Consequently, the geometrical path lengths of the direct and
reflected waves can be determined according toR1

@[Rg(u,c)# and R2@[Rg( ū,c̄)#, respectively. Their nu-
merical values can be computed efficiently by a standard
numerical integration routine. Figure 2 comparesR1 with the
effective path lengthRd([AJd/Sd). It demonstrates that the
corresponding geometrical path lengths are good approxima-

tions for replacingRd andRr
( j ) in Eq. ~10! when the receiver

is situated far from the caustics.

III. ALLOWANCE FOR TURBULENCE

A quantity that is of particular interest in studies of out-
door sound propagation near the ground is the excess ground
attenuation in the presence of turbulence (Ae). Using a
modified form of Eq.~10! and Ref. 4@Eq. ~35!#, Ac may be
defined by

Ae510 lg~^ p̄2&/^pd
2&!, ~25!

where

^ p̄2&5(
i 50

N uqi u2

Ri
2 12(

i 51

N

(
j 50

i 21 uqi u3uqj u
RiRj

3cosFk0~Rj82Ri8!1ArgS qj

qi
D G3L, ~26!

andpd is the free field term. Note that Eqs.~25! and~26! are
based on a study by Clifford and Lataitis17 @but also see Eq.
~35! of Ref. 4#. The mean pressure,^ p̄2& is the total sum of
interactions between any two rays of a total ofN11 rays
~including the direct wave!. The variables,Ri and Ri8 , rep-
resent the appropriate geometrical and acoustical path
lengths. The termqi is the appropriate spherical wave reflec-
tion coefficient, withq051 which represents the direct wave
term. Suppose that thei-th ray hits the groundl i times, then
the reflection coefficient is given by@see Eq.~11!#

qi~q i !5$G~q i !1@12G~q i !#F„w~q i !…%
l i, ~27!

whereq i is the angle of incidence of the reflected wave, and
G(q i) andw(q i) are, respectively, the plane wave reflection
coefficient and the numerical distance@see Eqs.~12! and
~13!#. The variableL is a turbulence parameter allowing for
the destruction of coherence between the rays. The turbu-
lence parameter is defined by

L5exp@2as2~12z!#, ~28!

wheres2 andz are the variance of phase fluctuation along a
path and the covariance between paired rays for equal source
and receiver heights, respectively. They are defined as

s25
Ap

2
^n2&k0

2RL0 ~29a!

and

z5
ApL0

2h
erfS h

L0
D , ~29b!

where erf~ ! is the error function with a real argument,^n2&
is the refractive index variance,L0 is the outer scale of tur-
bulence,h is the maximum separation between paired rays,
a51 if L0@Ad/k0, a50.5 otherwise, andd is the distance
between source and the receiver. The effect of atmospheric
absorption is ignored in the present calculations, but it is
straightforward to include it in our analysis. In previous ray-
tracing methods,4 h may be computed from predictions of the
complete ray paths. Here we follow the method of Raspet
and Wu18 and define it as one-half of the vertical distance

FIG. 2. Plots of the geometrical path length and the effective path length of
the direct wave versus height from the ground up to the turning point. The
solid line represents the geometrical path length calculated according to Eq.
~24! and the circles represent the effective path length calculated by
AJd/Sd .
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between the turning points of the two ray paths. Since the
locations of the turning points are calculated in the routine
anyway, no extra computation is necessary.

IV. NUMERICAL RESULTS AND DISCUSSIONS

In the following numerical calculations, the specific sur-
face impedance of the boundary is represented by a two-
parameter model which assumes a rigid porous ground in
which the porosity decreases exponentially with depth. The
specific normalized admittanceb is given by a two-
parameter model19

b5
1

0.436~11 i !~se / f !0.5119.48iae / f
, ~30!

wherese and ae are, respectively, the effective flow resis-
tivity and the effective rate of change of porosity with depth.
The values chosen for these parameters here are 300
kPa s m22 and 20 m21, respectively. They are typical of a
grass-covered ground.

Figure 3 demonstrates the result of including turbulence
in the manner described in Sec. III for a source and receiver
at 1.5 and 1.8 m heights, respectively, horizontal separation
1000 m, a linear sound speed gradient of 1021 s21, and^n2&
varying between zero and 1026. This figure essentially re-
produces Fig. 8 in Ref. 4. Figure 4 compares predictions of
transmission loss against range at a frequency of 1 kHz ob-
tained from our ray-trace procedure with results of FFP cal-
culations in the presence of a linear sound speed gradient of
0.1 s21. In this numerical example, 16 384 integration points
and 1000 layers, each 0.5 m thick, were used to obtain the
FFP results. However, the FFP calculations results have been
plotted at 100 point intervals since finer interference struc-
ture than that shown will be destroyed by turbulence and has
no practical significance. The ray-trace predictions are in
good agreement with the ‘‘smoothed’’ structure predicted by
the FFP out to the 4-km range.

A comparison of excess attenuation calculations, at
shorter ranges and at 1 kHz, indicates significant discrepan-
cies beyond 100 m~Figs. 4 and 5!. This comparison is simi-
lar to that in Fig. 9 of Ref. 4 where the ray-trace predictions
included turbulence whereas the FFP calculations did not.
Here the ray-trace predictions are made both with and with-
out turbulence thus showing that the discrepancy is the result
of the ray-trace approximation.

Calculating the excess attenuation for sound downwind
of a source in an atmosphere with a logarithmic wind speed
profile @u51.73 ln(112.3z)# at a range of 250 m and with
source and receiver heights 1.5 and 1.8 m, respectively
shows clearly that the ray-trace method is deficient when
compared with an accurate FFP calculation~Fig. 6!. In this
example, 1000 layers~with thickness increasing with height!
were used in the FFP calculation.20 The thickness of each
layer near the ground plane was of order of a millimeter for
accurate discretization of the logarithmic sound speed pro-
file. The problem for the ray-trace method~as for the WKB–
Airy formulation of the FFP20! arises from violation of the
approximation that requires small change in sound/wind ve-

FIG. 3. Effect of turbulence on excess attenuation under downwind condi-
tions with varying degrees of turbulence. Source and receiver heights are 1.5
and 1.8 m, respectively, and the horizontal separation is 1000 m. The as-
sumed linear sound speed gradient is 1024 s21 and the ground impedance is
calculated using the two-parameter model withse5300 kPa s m22 andae

520 m21: solid line indicates^n2&50, dashed line:^n2&51.031027;
dash–dot line:̂ n2&55.031027; and dotted line:̂ n2&51.031026.

FIG. 4. Comparison between ray-trace and FFP calculations as a function of
range at 1000 Hz under downward refraction conditions. The source and
receiver heights and the ground impedance values are as for Fig. 2. The
sound speed gradient is 0.1 s21.

FIG. 5. Comparison of FFP and the ray-trace predictions at 1 kHz and short
ranges including the effect of adding turbulence. The source and receiver
heights are as for Fig. 2 and the positive sound speed gradient is 0.34
31021 s21.
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locity per wavelength. However, for the logarithmic profile,
the change is the steepest for regions close to the ground.
This renders the use of ray-trace method to be inappropriate
for the logarithmic profile.

V. CONCLUDING REMARKS

The heuristic ray-based method for calculating the sound
field near an impedance plane beneath a refracting atmo-
sphere has been extended to include the effect of vector wind
and turbulence. Moreover the ray-based scheme has been
improved computationally by using a generalized Snell’s
law, a ten-point Gaussian quadrature, and a bracketing
method for finding the ray paths. For the turbulence calcula-
tions, the interray coherence has been determined from turn-
ing point heights rather than from integrals along the ray
paths. The new ray-trace method should be accurate and ef-
ficient for predicting sound fields at short range in any mono-
tonically and slowly increasing wind profile. However, de-
spite the computational improvements, it has been
demonstrated that the new ray-trace method is inaccurate
when used to predict sound fields in logarithmic wind pro-
files.
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Feedback mechanism of low-speed edgetones
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The feedback mechanism of low-speed edgetones is analyzed by using the jet–edge interaction
model in which reaction of the edge is modeled by an array of dipoles. From the jet–edge
interaction model the surface pressure of the edge and the upstream wave are estimated by assuming
the downstream disturbance as a sinuously oscillating flow with a constant convection speed. The
surface pressure distribution on the edge is found to increase from zero at the edge tip to a peak
value around a quarter wavelength downstream, which may be regarded as the effective source point
of the upstream-propagating sound wave. From the condition that the two wave trains should be
phase-locked at the nozzle lip,p52 1

4 is obtained for low-speed edgetones in the phase criterion of
the form, h/L1h/l5n1p, whereh is the stand-off distance,L and l are the wavelengths of
downstream and upstream, respectively, andn is the stage number. Based on the phase criterion, the
ratio of the convection speed,Uc , to the jet speed,U0 , is estimated from the experimental data for
low-speed edgetones and found to be aboutUc /U050.6 and to be almost independent of frequency.
Finally, an approximate model for the frequency characteristics has been obtained in the form, St
5(d/h)@(n21/4)/(1/0.61M0)#, whered is the width of the two-dimensional nozzle, M0 the Mach
number of the jet velocity, St is the Strouhal number, St5 f d/U0 , andf is the frequency. The present
model is confirmed substantially in comparison with available experimental data. ©1998
Acoustical Society of America.@S0001-4966~98!05409-5#

PACS numbers: 43.28.Ra, 43.50.Nm@LCS#

INTRODUCTION

Self-sustained shear-layer oscillations, responsible for
whistling flow noise and undesirable structural loading, have
been observed for a wide variety of shear-layer impingement
configurations as reviewed by Rockwell.1 The edgetone, a
typical phenomenon of these oscillations, is produced by an
edge placed in the path of a plane jet issuing from a two-
dimensional nozzle of high aspect ratio.

When the free shear layer near the nozzle lip is excited,
a disturbance is initiated and convected downstream and am-
plified, if unstable, into organized vortices. When the vorti-
ces impinge on the edge, pressure waves are generated and
propagate upstream to the nozzle lip to produce another dis-
turbance as shown in Fig. 1. The upstream-propagating
sound and the downstream-convected flow constitute a feed-
back loop and should be phase-locked at the nozzle lip in
order to close the loop. Such a feedback theory was proposed
first by Powell2 in the following form, when the convection
speed of the downstream disturbance is constant,

h

L
1

h

l
5n1p, ~1!

whereh is the stand-off distance between the nozzle lip and
the edge tip,L andl are the wavelength of the downstream-
propagating and the upstream-propagating disturbances, re-
spectively,n is an integer representing sawtoothlike stages of
frequency, andp is a nonintegral number for the factor asso-
ciated with the possible phase delay in the process of jet–
edge interaction. Powell2,3 proposedp5 1

4 based on a hypoth-
esis about the relationship between the generation of the
maximum pressure and the vortex motion. Later Powell4

made some modification to the model by replacingh with the

overall distanceh8 from the nozzle lip to the effective source
point. Although it has never been justified rigorously,p5 1

4

has been commonly used because it is in agreement with the
experimental data obtained by Brown5 through smoke-
visualization experiment. Holgeret al.6 and Crighton7 devel-
oped theoretical models for the phase criterion, but there was
no established model in agreement withp5 1

4. Recently,
however, the author8 proposedp52 1

4 based on a systematic
analysis of the existing experimental data. He showed that
Brown’s data obtained by visualization experiment are not
appropriate to compare with the phase criterion model of the
form of Eq. ~1!. While the model is effective when the con-
vection speed is almost constant along the jet, the experiment
was performed at such low speeds that the wavelength de-
creased considerably with distance,4 not consistent with the
condition for Eq.~1!.

Therefore, the objective of this study is to develop a
theory to confirmp52 1

4 and clarify the feedback mecha-
nism of low-speed edgetones. Generation of the upstream
wave due to the edge is estimated by the simple model pro-
posed by Kwon and Powell9 for the jet–edge interaction,
where the reaction of the edge is regarded as an array of
dipoles and the downstream disturbance as a sinuously fluc-
tuating flow with a constant convection speed. By imposing
boundary conditions on the edge surface, the strength of each
dipole is to be obtained. Using the dipoles, the pressure dis-
tribution on the edge surface and the upstream velocity are
estimated. Then the phase criterion is obtained by the phase-
locking condition on the nozzle lip and, based on this crite-
rion, other features of the feedback mechanism such as the
convection speed and frequency characteristics are obtained.
The results are discussed in comparison with theoretical
models or experimental data of previous investigators.
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I. JET–EDGE INTERACTION

The basis of the present model for jet–edge interaction
is replacement of the edge reacting to the impinging jet by an
array of dipoles, in consideration of antisymmetry of the un-
stable jet about the central plane, as shown in Fig. 1. The
edge with small wedge angle is regarded as a flat plate di-
vided into small elements acting as dipole sources. Then, if
the incident flow driven by impinging vortices is given, the
strengths of the dipoles responding to this flow can be esti-
mated by solving a simultaneous equation to be obtained by
imposing boundary conditions on the surface of each ele-
ment. The downstream-convected flow impinging on the
edge can be regarded for simplicity as a sinuously fluctuating
flow. Then the complex amplitude of the transverse velocity
Vim , impinging on the edge surface, can be expressed by

Vim~x!5V0 exp@2~a12p i!x/L#, ~2!

whereV0 is the amplitude at the tip,L is the wavelength of
the sinuosity,i is the imaginary number (21)1/2, andx is the
downstream distance from the edge tip. The constanta rep-
resents a parameter to take into account the amplitude attenu-
ation due to the viscous damping or the generation of a sec-
ondary vortex with boundary separation in the process of
interaction. In addition, the above expression is based on the
assumption that the wavelength or the convection speed of
downstream-propagating vortices is not affected by the inter-
action. The wavelength may be influenced by the configura-
tion of vortex–edge interaction.10 However, in the case of
the edge aligned with the center line of plane jet, it has been
observed that the wavelength is not altered.11

The edge, simplified as a thin plate of lengthL, is di-
vided into dipole elements with force of complex amplitude
Fi , as shown in Fig. 1. The complex amplitude of transverse
velocity induced by thei th dipole element,Vr ,i , can be ob-
tained by the Hankel function H1

~2! of the second kind of
order 1 as

Vr ,i~x!5
Fi

2rcux2xi u
H1

~2!~kux2xi u!, ~3!

wherer is the density,c is the sound velocity, andk is the
wave number,k52p/l. When the length scale for the flow
is much less than the acoustic wavelength as in the case of
low-speed edgetones, compressibility may be neglected.

Hence the flow around the edge by a dipole of Eq.~3! can be
simplified by

Vr ,i~x!5
iFi

prv~x2xi !
2 . ~4!

Then the amplitude of transverse velocity driven by the edge,
Vr , is the sum of all the flows by the dipole elements, and is
expressed by

Vr~x!5(
i 51

N

Vr ,i~x!. ~5!

Now the resultant flow can be obtained by superimpos-
ing the reacting flow to the incident flow, that is,V(x)
5Vim(x)1Vr(x). The boundary condition of the rigid wall
requiresV(x)50 on the edge, the integral form of which
yields

(
i 51

N iFi

prv E
xj 2Dx/2

xj 1Dx/2 dx

~x2xi !
2 dx

52V0E
xi2Dx/2

xj 1Dx/2

exp@2~a12p i!x/L# dx,

j 51,2,3,...,N. ~6!

Here the left side represents the upward volume flow rate
through the j th element to compensate for the downward
volume flow rate by the impinging jet, the right side. The
integration near the singular point wheni 5 j can be per-
formed along a semicircle circumventing the singular point
or simply by considering the mass continuity of incompress-
ible flow, that is,

E
2Dx/2

Dx/2 dx

~x2xi !
2 522E

Dx/2

` dx

~x2xi !
2 .

Then Eq.~6! can be simplified in terms of a linear equation
by

ai j Fi5bj , i , j 51,...,N, ~7!

where

ai j 5
1

124~ i 2 j !2 , ~8!

bj52
i

4
prvDx2V0e2~a12p i!xj /L. ~9!

The linear equation~7! for N unknown forces can be solved
numerically.

Once the dipole force is obtained, the complex ampli-
tude of surface pressurePs on the upper side of thei th edge
element is to be estimated by the relationship

Ps,i5
Fi

2Dx
, ~10!

where division by 2 is associated with the antisymmetry of
pressure between the upper and the lower surfaces of the
edge. The reliability of the numerical solution could be
checked by the surface pressure. When the number of ele-
ments per wavelengthL/Dx of the downstream-propagating

FIG. 1. Edgetone system modeled by an array of dipoles.
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disturbance is more than 20, the surface pressure distribution
on the edge became independent of further reductions inDx.

Figure 2 shows the amplitude of the surface pressure on
the edge for various attenuation constantsa, for an edge of
lengthL55L. The surface pressure amplitudePs has been
normalized byrV0Uc , whereUc is the convection speed of
the downstream disturbance, which is the surface pressure on
an infinitely extended plate vibrating transversely with veloc-
ity amplitudeV0 and phase speedUc far less than the sound
speedc. It is shown that the pressure is zero at the edge tip
and maximum at a little distance downstream as has been
observed by Kakayoglu and Rockwell.11 This feature is to be
explained by the antisymmetry of the downstream distur-
bance about the central surface of jet, which is the physical
basis of the present dipole model. It is shown from Fig. 2
that the point for the maximum pressure moves from half the
wavelength to the edge tip with increase ina, and its mean
value may be assumed to be about a quarter wavelength
downstream. In addition, we can see in Fig. 2 that, although
the normalized surface pressure decreases with the attenua-
tion constanta, its maximum value is about12, that is,

Ps,max'
1
2rV0Uc . ~11!

The constant12 in Eq. ~11! is associated with the antisymme-
try of the surface pressure on both sides of the edge plate.

Figure 3 shows the point for the maximum surface pres-
sure,xmax, as a function of the edge length fora52. When
the edge is short enough, that is,L!L/2, the peak occurs at
the center,xmax5L/2, as to be expected by considering that
the reaction of a short edge can be modeled by a single
dipole instead of an array of dipoles.

Since the sound radiation by the edge is proportional to
the surface pressure, the maximum pressure point can be
regarded as the effective source point, although the exact
point can be different somewhat depending on the radiating
direction. In short, the effective source is located around a
quarter wavelength downstream from the edge tip if the edge
is not so short compared with the convection wavelength.
Although it has been observed by many investigators, includ-
ing Kaykayoglu and Rockwell,11 that the source of sound
radiation is not at the tip but a little distance downstream,
there has been no analysis associated with this point.

II. UPSTREAM DISTURBANCE AND PHASE
CRITERION

Transverse velocity of the upstream disturbance,Vr(x),
due to the jet–edge interaction in low-speed edgetones has
been estimated by Eq.~5!. Figure 4 shows how the amplitude
of the upstream disturbance varies withx anda. The ampli-
tude differs somewhat depending on the attenuation constant
a and decreases steeply in the vicinity of the edge tip, then
slowly with distance. Figure 5 shows the phase variation of
the upstream disturbance, propagating at the sound speed, in
comparison with that of the downstream disturbance propa-
gating at the convection speed. The downstream phase de-
creases linearly in proportion to the propagating distance but
the upstream phase is almost constant because the jet speed
was assumed to be low enough to regard the upstream sound
speedc as infinite. In the near vicinity of the edge tip, how-
ever, the upstream phase shows some variation due to the
interference among the distributed dipole sources having dif-
ferent phases.

For both the upstream and the downstream disturbances
to constitute a feedback loop between the nozzle lip and the
effective source point of the edge, as described by Powell,2

two conditions for phase and gain must be satisfied. First, the
nozzle should be placed where the phase difference between

FIG. 2. Surface pressure distribution on the edge of lengthL55L, for
various attenuation constantsa. FIG. 3. Peak pressure pointxmax on the edge surface as a function of the

edge length, normalized by the convection wavelengthL, for a52.

FIG. 4. Amplitude variation of the relative transverse velocity of the up-
stream disturbance with normalized distance,x/L, for three values ofa.
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the upstream and downstream disturbances is 2pn with posi-
tive integersn, under the assumption there is no phase delay
associated with the interaction between the upstream sound
and downstream disturbance at the nozzle exit. Second, the
downstream disturbance must be amplified enough to com-
pensate for the decay through the upstream propagation.
However, the following sections are concerned primarily
with the phase condition. Based on this condition, along with
experimental results, the most important features of edge-
tones may be clarified. Since the estimation of the upstream
decay is possible by the present model, the onset condition of
the edgetone can be found if only the amplification of
downstream-convected vortices is known. However, the am-
plification of the unstable shear layer is not known yet, from
the quantitative point of view, so the second condition will
not be dealt with here.

According to the phase-locking condition, the nozzle
should be placed where the phase difference between the
upstream and downstream disturbances is 2pn. Then, when
the Mach number of the convection speed is very low, that
is, Mc5L/l!1, n1p is the value ofh/L for which the
phase difference is just 2np in Fig. 5. The phase factor
obtained in this way is shown in Fig. 6. It is found here that
p is not a universal constant, as noted by previous
investigators,4,7 but varies in the range2 1

2,p,0, depending
on the attenuation constanta, with less variation depending

on the stagen. However, its mean value can be approximated
by

p52 1
4, ~12!

corresponding to the attenuation constant, in the range 2
,a,5. This result shows a complete agreement with the
previous model of the author8 obtained by checking the ex-
perimental data of the previous authors.5,12 Although p
52 1

4 has been obtained by assuming the edge as a thin
plate, it was found to be valid up to the edge of wedge angle
90°.

The effective source point may be regarded as the down-
stream extreme point of the feedback loop. The phase crite-
rion requires an integer number of waves in the feedback
loop over the distanceh8 between the two extreme points, if
there is no phase shift at both extreme points. That is,

h8

L
1

h8

l
5n. ~13!

The above formulation indicates the phase factor in Eq.~1! is
to be written by

p52S Dh

L
1

Dh

l D , ~14!

whereDh is the distance from the edge tip to the effective
source point. Then, in low-speed edgetones,Dh5L/4 leads
to p52 1

4 in agreement with the approximation of Eq.~12!.
This agreement confirms the assumption that there is no
phase shift at both extreme points. Then, the general formu-
lation of the phase criterion, valid whether the convection
speed~or wavelength! is constant or not, may be expressed
by

E
0

h8S 1

L
1

1

l Ddh5n. ~15!

Hence the phase factor should be regarded as the factor
associated with the phase delay for the disturbance to travel
around the distanceDh, as noted by the author.8 SinceDh
50 in the case of jet impinging on a normal surface, it is
natural thatp50, as obtained by the author8 based on the
experimental data of Powell and Unfried.12

III. CONVECTION SPEED

Although it is a fundamental parameter in the feedback
loop of edgetones, the convection speedUc of downstream
disturbance has not been established yet. Since the wave-
length can be estimated from the phase criterion when the
stand-off distance and the stage number are given, the con-
vection speed can be estimated from experimental values of
h, f, andn by the following equation,

h

Uc
1

h

c
5

n1p

f
, ~16!

which is an alternative form of Eq.~1!, based on the rela-
tionship f L5Uc and f l5c.

According to Eq. ~16! with p52 1
4, the convection

speed has been estimated and shown in Fig. 7 for the experi-
mental data of Powell and Unfried12 measured using a high-

FIG. 5. Phase variation of the upstream and downstream disturbances with
normalized distance,x/L, for three values ofa.

FIG. 6. Phase factorp estimated for various attenuation constantsa.
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aspect-ratio rectangular slit of widthd50.92 mm and
breadthb538.1 mm. The length of the parallel channel was
140 mm and the edge was made of a sharp-edged brass
wedge having an included angle of 30 degrees, a breadth of
127 mm, and a length of 76 mm. In the figure, the ratio of the
convection velocityUc to the mean jet velocityU0 is shown
as a function of Strouhal number defined by St5 f d/U0 .

From Fig. 7 we can see that the convection speed ratio is
about 0.6 and almost independent of frequency when the
mean jet velocity is greater than 5 m/s. However, Sato13 and
Holger et al.6 showed that the ratio increases with Strouhal
number. The straight solid line in Fig. 7 shows the convec-
tion velocity ratio,Uc /U05St1/3, corresponding to the theo-
retical model developed by Holgeret al.6 Here it appears
difficult to find any relationship between the normalized con-
vection speed and the Strouhal number to support the theory.
However, the convection speed ratio seems to be influenced
by the jet speed rather than the frequency. The ratio increases
as the jet speed increases. It is to be noted that the data for
the speed ofU053.94 m/s seem to lie near the solid line,
which had been regarded as the experimental evidence for
the theoretical model. However, this is probably due to the
deceleration of the convection speed along the jet as shown
in Fig. 8.

Figure 8 shows the estimated convection velocity as a
function of the edge distance for the same data of Fig. 7. In
the figure the convection speed atU053.94 m/s is shown
clearly to decrease significantly with the edge distance, as
noted by Powell.4 However, the other data remain almost
constant without deceleration. This feature suggests that the
convection speed at a very low speed is not constant along
the jet, so that the phase criterion in the form of Eq.~1!
cannot be employed for the edgetone when the jet velocity is
so low, as discussed previously by the author.8 It may be
deduced from Fig. 8 that, although free jets begin to spread
around 5d downstream from the nozzle lip,13 the impinging
jet is not spreading up to 15d downstream when the jet speed
is greater than 3.94 m/s. This is presumably due to the action
of a vortex street. As long as the flow is controlled by the
organized vortices, the velocity will remain unchanged with
farther distance along the jet.

Figure 9 shows the convection velocity estimated for the
experimental data of Powell and Unfried12 as a function of
Reynolds number defined by Re5U0d/n, wheren is the ki-
nematic viscosity of the air. In this figure, the data for speeds
lower thanU055 m/s were eliminated. It is shown in Fig. 9
that the convection velocity ratio is in the range between 0.5
and 0.7, with slight increase as the Reynolds number and/or
the slit width d increases. These features suggest that the
convection speed depends on the velocity distribution of the
jet at the nozzle exit,13 as it is controlled by the nozzle con-
figuration and the Reynolds number of the jet. In spite of
some variations of the convection velocity ratio, however, its
average value may be taken to be roughly 0.6, in the range of
the Reynolds number Re,3000, associated with the low-
speed edgetones by a slit, that is,

Uc

U0
'0.6. ~17!

This result that the convection speed is almost indepen-
dent of the Strouhal number is probably due to the low Rey-
nolds number associated with the low-speed edgetones. The
theory of Holgeret al.6 is based on potential flow with vor-
tex street and that of Sato13 on the linearized Orr–

FIG. 7. Convection speed ratioUc /U0 versus Strouhal number St predicted
from the data of Ref. 12 for a nozzle slit width ofd50.92 mm for various
jet speeds.

FIG. 8. Convection speed ratioUc /U0 versus normalized standoff distance
h/d predicted from the data of Ref. 12 for a nozzle slit width ofd
50.92 mm for various jet speeds.

FIG. 9. Convection speed ratioUc /U0 as a function of the Reynolds num-
ber Re for various slits with different widthd and breadthb.
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Sommerfeld equation when the Reynolds number is very
high. The Reynolds number for the low-speed edgetones
might not be so high as to neglect viscosity relevant to the
theory.

IV. FREQUENCIES OF OSCILLATION

According to the phase criterion in the form of Eq.~16!
with p52 1

4 and the relationshipf 5Uc /L5c/l, the fre-
quency of oscillation can be obtained by the relationship,

f 5S n2
1

4D c/h

~c/Uc!11
. ~18!

The above equation shows that the frequency is dependent
upon the stand-off distance, the convection speed, and the
stage number. The stage number must be one of the integers
corresponding to the frequencies associated with the unstable
condition of the jet.13

If the relationship of Eq.~17! for the convection speed
and the mean jet velocity at the nozzle exit is used, Eq.~18!
can be rewritten in terms of Strouhal number by

St5
d

h

n21/4

~1/0.61M0!
, ~19!

where M0 is the Mach number of the mean jet velocityU0 .
Equation~19! shows that St is linearly proportional tod/h.
According to formulations developed by both Holgeret al.6

and Crighton,7 however, St was proportional to (d/h)3/2 and
Uc /U0 was proportional to St1/3.

Figure 10 shows the prediction by Eq.~19! for the nor-
malized frequency as a function ofh/d in comparison with
experimental data of Powell and Unfried12 for the jet veloc-
ity U0.5 m/s with the slit of width 1.04 mm. Among the
three different slits in Fig. 9, the slit ofd51.04 mm was
taken for comparison, since frequencies up to the stagen
55 occur at this slit, high compared withn53 at the other
slits, due to the difference of the aspect ratio of the rectan-
gular slits. Some discrepancy between the prediction and the
experimental data shown in Fig. 10 may be attributed to the
approximation associated withp52 1

4 and Uc /U050.6.
However, the agreement is satisfactory enough to support the

present simple analysis. A similar empirical relationship has
been proposed by Rossister14 in the case of cavity tones.
Considering that the cavity tone is driven by the shear tone
which has the same feedback mechanism as the edgetone, it
is natural that the formulation for the frequencies is similar
in the form.

V. CONCLUSION

The mechanism of the feedback system for low-speed
edgetones has been studied by using the simple model of
jet–edge interaction where the edge reaction is regarded as
an array of dipoles. By assuming the downstream-convected
disturbances as a sinuously fluctuating flow with a constant
convection speed, the strength of the dipoles and then the
pressure distribution on the edge surface have been estimated
and the maximum pressure point, to be regarded as the ef-
fective source point, has been found to be around a quarter
wavelength downstream from the edge tip. Based on the
edge reaction, the upstream wave has been estimated in
terms of its magnitude and phase. From the phase relation-
ship the phase factor proved to bep52 1

4. The ratio of the
convection speed to the mean velocity of the jet is approxi-
mately 0.6, almost independent of the Strouhal number, as
far as the low-speed edgetones are concerned. Finally, a
model for the frequency of oscillation has been obtained and
confirmed by a close agreement with the experimental re-
sults.
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The motion of sound ray trajectories in deep ocean environments, including internal wave induced
scattering, is considered. Using the empirical Garrett–Munk internal wave spectrum and results
from the study of stochastic differential equations, a framework for studying and modeling
stochastic ray motion is developed. It is argued that terms in the ray equations involving internal
wave induced sound speed perturbationsdc can be neglected, but those involving]dc/]z cannot.
It is then shown in that the~Markov! approximation that spatial variations of]dc/]z are delta
correlated is remarkably good. These results lead naturally to an extremely simple system of
coupled stochastic ray equations~in ray depthz, ray slownessp and travel timeT) in which
stochasticity enters the system only through the equation forp. Solutions to the stochastic ray
equations—or the corresponding Fokker–Planck equation—describe approximately the density of
acoustic energy in range, depth, angle and time. Two dimensionless parameters are introduced:~1!
an acoustic Pe´clet number which is a measure of the ratio of the strength of deterministic ray
refraction to that of stochastic scattering induced ray diffusion; and~2! a measure of the ratio of the
strength of scattering induced ray diffusion to that of wave diffraction. Numerical solutions to the
stochastic ray equations are compared to full wave simulations. These results show that, even in the
weak scattering regime~large acoustic Pe´clet number!, the inclusion of internal wave induced
scattering may lead to important qualitative corrections to predictions of distributions of acoustic
energy. © 1998 Acoustical Society of America.@S0001-4966~98!01810-4#

PACS numbers: 43.30.Cq, 43.30.Pc, 43.30.Re@JHM–DLB#

INTRODUCTION

In this paper we consider the motion of sound ray tra-
jectories in deep ocean environments, including internal
wave induced scattering. The empirical Garrett–Munk inter-
nal wave spectrum~Garrett and Munk, 1972, 1975; Munk,
1981! and results from the study of stochastic differential
equations~see, e.g., Gardiner, 1985! are used to derive a
simple set of equations which describe the stochastic motion
of sound rays. Solutions to the stochastic ray equations de-
scribe the expected distribution of ray density, or, approxi-
mately, acoustic energy, as a function of range, depth, time
and angle. Although the equations of motion that we derive
are based on an approximate~ray! description of sound
propagation, we argue that they are able to accurately ac-
count for a wide variety of ocean acoustic measurements
made over the past two decades. Detailed model-data com-
parisons will be made in a forthcoming paper. The present
paper is concerned with the theoretical basis for the new
stochastic ray model.

This paper is organized as follows. Stochastic ray theory
is developed in the following section~I!. There is some over-
lap between this material and the work of Schneider~1991,
1994! and Sellschopp~1991!. We focus our attention on ray
scattering associated with internal wave induced sound speed
fluctuations at midlatitudes in deep ocean environments. De-
tails of the assumed form of the internal wave field are dis-
cussed in the Appendix; some of these details play an impor-
tant role in the development of our stochastic ray model.
Both ray-based~Langevin! and field-based~Fokker–Planck!

equations are presented and discussed in Sec. I. In addition,
in this section we introduce two dimensionless parameters
which give insight into the importance of scattering effects
and the domain of validity of the equations we derive. In
Sec. II we present some numerical results based on stochastic
ray theory and compare these to full wave~based on a para-
bolic equation! numerical simulations in the presence of in-
ternal wave induced sound speed fluctuations. Our results are
discussed and summarized in the final section. Included in
this section is a brief discussion of some of the connections
between stochastic ray theory and the study of wave propa-
gation in random media.

I. STOCHASTIC RAY THEORY

The acoustic ray equations on which our analysis is
based are

dz

dx
5

]H

]p
~p,z,x!, ~1a!

dp

dx
52

]H

]z
~p,z,x!, ~1b!

and

dT

dx
5L~p,z,x!5p

dz

dx
2H~p,z,x! ~1c!

where

H~p,z,x!52AC22~z,x!2p2. ~2!
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In these equationsz is ray depth,x is range,T is travel time,
C(z,x) is the sound speed, andp is the vertical ray slowness
which may be thought of as a scaled angle variable. If ray
angleu is measured relative to the horizontal, the relation-
ship betweenp andu is

tan u5
dz

dx
5

]H

]p
~p,z,x!. ~3!

Using H(p,z,x) defined in ~2! this reduces toCp5sin u.
Several points concerning these equations are noteworthy.
First, these equations describe ray motion in the vertical
plane (z,x). The extension to three space dimensions is
straightforward but will not be considered here. Second,z
and p evolve independent ofT so that Eq.~1c! could be
omitted, if desired. We have chosen to retain Eq.~1c! be-
cause travel time is an important observable. Third, these
equations assume that following any ray path,z, p, andT are
single-valued functions ofx. In other words, these equation
are based on a one-way propagation assumption. This as-
sumption is almost always satisfied for the class of problems
treated here—long-range sound propagation in deep ocean
environments. Vertical plane problems for which back-
scattering is important can be treated by replacing Eqs.~1!
by a system of 411 ~11 if travel time T is of interest!
equations. Fourth, we have written the ray equations in
Hamiltonian form. This provides insight which is difficult to
obtain otherwise. In addition, the Hamiltonian form of the
ray equations facilitates the introduction of parabolic ap-
proximations, in which case the Hamiltonian function
H(p,z,x) is approximated but Eqs.~1! and ~3! are un-
changed. The Lagrangian functionL can be treated as a
function ofz, dz/dx, andx; because we wish to treat Eqs.~1!
as a system of three coupled ordinary differential equations,
it is natural to treatL as a function ofp, z, andx.

We assume that the sound speedC can be written as a
sum of deterministicc and randomdc components,C5c
1dc. Both c and dc may be functions ofz and x. In par-
ticular, we shall associatedc with internal wave induced
sound speed fluctuations. The timescale associated with
these fluctuations is sufficiently long that we may neglect
this time dependence. The ratiodc/c is O(1024) in the up-
per ocean andO(1026) in the deep ocean.@These
estimates—due originally to Munk and Zachariasen
~1976!—follow from arguments similar to those given in the
Appendix.# Becausedc/c is everywhere small, it suffices to
retain only first order correction terms indc and ]dc/]z
whenC5c1dc is substituted into the ray equations~1!, ~2!.
The resulting equations are

dz

dx
5

p

~c222p2!1/2F11
c22

c222p2

dc

c G , ~4a!

dp

dx
52

c23

~c222p2!1/2H F11S c22

c222p2
23D dc

c G]c

]z

1
]dc

]z J , ~4b!

and

dT

dx
5

c22

~c222p2!1/2F11S c22

c222p2
22D dc

c G . ~4c!

The singularities in these equations whencp51 occur when
the ray angle approaches 90°. These singularities are elimi-
nated when a two-way ray formulation is used.

With this comment in mind, it is seen from Eqs.~4! that
the terms involvingdc/c are everywhere small compared to
unity. The only other term associated with internal wave
fluctuations is that involving (]dc/]z), which need not be
small compared to (]c/]z). Two points concerning the rela-
tive magnitudes of these terms are noteworthy. First, zeros of
]c/]z are not uncommon; these occur at the sound channel
axis and at the base of a surface duct, for instance. At loca-
tions where the leading~deterministic! term in the expansion
of dp/dx vanishes, one expects that it is important to retain
the ~stochastic! correction term. Second, even away from
zero mean gradient conditions, (]dc/]z)rms/(]c/]z) is much
larger than (dc)rms/c. The depth dependence of (]dc/]z)rms

is described by Eq.~A18! in the Appendix. Using this esti-
mate, it follows that typical values of (]dc/]z)rms/(]c/]z)
are 0.02 s21/0.05 s21'0.4 in the upper ocean and 2.
31026 s21/0.01 s21'2.31024 in the deep ocean. These
comments suggest that terms in Eqs.~4! involving dc/c may
be neglected, but the term involving]dc/]z may not. This
leaves only one stochastic term on the right side of Eqs.~4!.
It is shown below that the statistics of]dc/]z are strongly
inhomogeneous and anisotropic; the magnitude of this term
may vary by several orders of magnitude. In contrast, the
termc23/(c222p2)1/2 that multiplies]dc/]z varies by only
a few percent under typical deep ocean, long-range propaga-
tion conditions. Thus, we may set „c23/(c22

2p2)1/2
…(]dc/]z)'c0

22(]dc/]z), where c0 is a constant.
With these approximations, Eqs.~4! reduce to

dz

dx
5

p

~c222p2!1/2
, ~5a!

dp

dx
52

c23

~c222p2!1/2

]c

]z
2co

22 ]dc

]z
, ~5b!

and

dT

dx
5

c22

~c222p2!1/2
. ~5c!

Equations~5a! and~5b! correspond to Eqs.~1a! and~1b!
with

H~p,z,x!52Ac22~z,x!2p21
dc

co
2

. ~6!

That is, the approximations that we have made preserve the
Hamiltonian structure of Eqs.~5a! and ~5b!. Equation~5c!
does not, however, correspond to Eq.~1c! using H(p,z,x)
defined in~6!—a term2dc/co

2 is missing in~5c!. The prac-
tical consequences of omitting this term are insignificant for
two reasons. First, the evolution ofz andp are unaffected by
omitting this term. This is related to the fact that the travel
time T plays the role of an auxiliary variable—Hamilton’s
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principal function—rather than a generalized coordinate or
momentum variable. Indeed,T may be omitted entirely from
our analysis.~We have chosen to retainT because we are
interested in modeling transient wave fields.! Second, the
omitted term produces nonnegligible corrections to the travel
time spreads that are predicted using Eqs.~5! only at very
short range. This can seen by noting that for small ray angles
in an environment characterized by homogeneous fluctua-
tions and a homogeneous background, the omitted term will
give a contribution to travel time spreads that grows approxi-
mately likeAx, whereas the retained term in~5ab! leads to
travel time spreads that grow likex2 @see Eq.~20!, below#.
We estimate that at ranges beyond a few tens of km, the
contribution from the omitted term is negligible. In this con-
text it is noteworthy that, on both physical and mathematical
grounds, the stochastic framework developed below is not
expected to be valid at very short ranges. We now proceed
with the development of stochastic ray theory using Eqs.~5!
as the basis of our analysis.

To further simplify Eqs.~5!, the statistics of]dc/]z
must be described. The basic equation relating sound speed
fluctuations and internal waves~see, e.g., Munk and Zachari-
asen, 1976, or Flatte´ et al., 1979! is

dc~z,x!5c~z,x!
m

g
N2~z,x!z~z,x!, ~7!

wherem524.5 is a dimensionless constant,g59.8 ms22 is
the gravitational acceleration,N is the buoyancy frequency
in radian/s andz is the internal wave induced vertical dis-
placement of a fluid parcel. We shall neglect the slow time
dependence ofdc andz—and that ofc andN which vary on
even longer timescales. Also, the range and depth scales
which characterize variations inc andN are generally much
longer than those which characterize variations indc andz.
In fact, variations inc are negligible relative to variations in
N and z so that c may be replaced by the constantco .
Statistics ofz(z,x) are described by the empirical Garrett–
Munk ~hereafter GM! internal wave spectrum~Garrett and
Munk, 1972, 1975; Munk, 1981!; this topic is discussed in
the Appendix. Equation~7! provides the link between the
statistics ofz and the statistics ofdc.

With the aid of Eq.~7! we now seek to parameterize the
stochastic term]dc/]z in Eq. ~5b! in an attempt to develop a
simple stochastic ray theory. It is shown in the Appendix that
rms fluctuations of]dc/]z scale in depth likeN5/2. It is also
shown in the Appendix that at each depth]z/]z is well
approximated by a Gaussian white noise process. Specifi-
cally, it is shown that at each depth the horizontal wave
number spectrum of]z/]z is very flat over the internal wave
band and the horizontal correlation length of]z/]z is very
short relative to all range scales which characterize the back-
ground sound speed structure. It follows from Eq.~7! that
]dc/]z is well approximated by a Gaussian white noise pro-
cess. It follows that

]dc

]z
5aS N

No
D 5/2S Lx

2p D 1/2

h~x! ~8!

following horizontal rays. Herea'0.030 s21 is the same
constant that appears in Eq.~A18!, No is the surface extrapo-

lated buoyancy frequency, andh(x) is a Gaussian random
variable which has a flat horizontal wave number spectrum
out to kmax—corresponding approximately to a horizontal
correlation lengthLx of p/kmax. Setting kmax52p/1 km
gives Lx'0.5 km. Our seemingly arbitrary choice of the
constanta in ~8! is justified because the variance of the
random variableh(x) has not yet been specified.

To determine the variance ofh, we take the root-mean-
square value of the left and right sides of Eq.~8!,

S ]dc

]z D
rms

5aS N

N0
D 5/2S Lx

2p D 1/2

h rms. ~9!

Comparison of Eq. ~9! to Eq. ~A18! dictates that
(Lx/2p)1/2h rms51. But h rms is just s wheres2 is the vari-
ance of the~assumed Gaussian! probability density function
which governsh(x). It follows that s252p/Lx . Note that
h(x) has dimension (length)21/2. Figure 1 shows realiza-
tions of (N/N0)25/2(]dc/]z) as a function ofx at three dif-
ferent depths, computed using the eigenfunction expansion
technique described in the Appendix. These results are in
good qualitative agreement with Eqs.~8! and ~9! using the
stated values ofa ands.

Missing from the preceeding discussion is consideration
of the influence of the vertical correlation lengthLz of
]dc/]z on nonhorizontal rays. It is shown in the Appendix
that Lz scales like

Lz5Lzo

No

N~z!
, ~10!

whereLzo'B/ j max whereB'1 km is the thermocline depth
scale andj max'50 is the internal wave mode number cutoff.
In Fig. 2 one realization of]dc/]z as a function ofz at a
fixed x is shown. This curve shows thatLz increases from
tens of meters in the upper ocean to approximately 1 km in
the deep ocean, consistent with Eq.~10!. In the upper ocean
the shortLz will cause]dc/]z to decorrelate more rapidly
along steep rays than along flat rays. This effect is accounted

FIG. 1. Plots of (N/No)25/2(]dc/]z) at three different depths as a function
of range. These functions were generated using the internal wave eigenfunc-
tion expansion technique described in the Appendix. The plotted curves
suggest that]dc/]z scales likeN5/2 and that the horizontal correlation
length of ]dc/]z is very short—less than 1 km—and does not depend on
depth.
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for by replacing the horizontal correlation lengthLx in Eq.
~8! by the appropriate ray angle- and depth-dependent corre-
lation lengthL(u,z). We have made the simple assumption
that the correlation ‘‘surface’’ can be approximated by an
ellipse, L(u,z)5(cos2 u/Lx

21sin2 u/Lz
2)21/2 where u50 and

p/2 correspond to flat and vertical rays, respectively. This
dependence ofL on u andz was tested numerically using the
technique described in the Appendix to simulate realizations
of internal-wave-induced sound speed perturbation fields and
found to be an excellent approximation. Replacingu by p
gives

L~p,z!5F12c2p2

Lx
2

1
c2p2

Lz
2~z!

G21/2

, ~11!

whereLz(z) is defined by~10! and Lx'0.5 km. Most ray
paths of interest for long-range propagation have small ray
angles—especially away from the sound channel axis—so
L(p,z) predicted by~11! generally stays close toLx .

The fact thatLx and Lz(z) depend on the horizontal
wave number cutoffkmax and the mode number cutoffj max,
respectively, deserves further comment. First, it should be
noted that the values of these parameters that we have as-
sumed are consistent with the observational foundation of
the GM internal wave spectrum, on which our statistical de-
scription of the term]dc/]z is based. Second, because this
term is idealized as a white noise process below, such cutoffs
are required on physical grounds so that the variance of
]dc/]z remains finite.

An alternative to using Eq.~8! with L5L(p,z) as de-
fined in ~11! would be to employ a more general~two-way!
ray formulation in whichLz and Lx appear independently.
Such a formulation would involve more ray equations and
would require that the statistics of both]dc/]z and]dc/]x
be described. The approach we have adopted, using Eqs.~5!,
~8! and~11!, is simpler, and, for this reason, preferable. The
critical assumption on which our approach is based is that
the spectrum of]dc/]z fluctuations along all ray paths of

interest should be nearly flat forukrayu,p/L(p,z) wherekray

is the component of the internal wave wave number vector
parallel to a ray.

Combining Eqs.~5! and ~8! gives

dz

dx
5

p

~c222p2!1/2
, ~12a!

dp

dx
52

c23

~c222p2!1/2

]c

]z
2aS N

No
D 5/2S L

2p D 1/2

h~x!,

~12b!

and

dT

dx
5

c22

~c222p2!1/2
, ~12c!

whereL5L(p,z) is defined by Eq.~11! anda is as defined
above. These equations provide the desired description of
sound ray trajectories through an inhomogeneous ocean in
the presence of internal wave induced sound speed fluctua-
tions. Two alternative forms of these equations will now be
presented. Both alternative forms are important and insight-
ful. Our discussion of these alternative forms exploits well-
known results from the study of stochastic differential equa-
tions ~see, e.g., Gardiner, 1985!. In addition, in the following
discussion two dimensionless parameters are introduced
which give insight into:~1! the relative importance of inter-
nal wave induced scattering effects; and~2! the domain of
validity of Eqs.~12!.

The alternative forms of the stochastic ray equations
~12! require that the ratio of the correlation lengthL ~for
]dc/]z) to all length scales which characterize the back-
ground sound speed structurec be small. This ratio is
O(1022), allowing us to proceed with some confidence. Be-
cause this ratio is small, the termh(x) may be idealized as a
true white noise process. With this interpretation,h(x) is not
a continuous function so Eqs.~12! must be interpreted cau-
tiously. Multiplying Eqs.~12! by the differentialdx gives

dz5
p

~c222p2!1/2
dx, ~13a!

dp52
c23

~c222p2!1/2

]c

]z
dx2aS N

No
D 5/2

L1/2 dW~x!,

~13b!

and

dT5
c22

~c222p2!1/2
dx, ~13c!

wheredW(x)5(2p)21/2h(x)dx. The functionW(x), whose
dimension is (length)1/2, is known as a Wiener process; it is
everywhere continuous but nowhere differentiable. The pres-
ence of the differentialdW(x) in Eqs. ~13! precludes the
interpretation, solution, etc. of these equations using the tra-
ditional calculus of smooth functions. These equations con-
stitute a system of stochastic differential equations; the form
of these equations shown in~13! involving the differentials
dx, dW, etc. is referred to as the Langevin form. Two self-

FIG. 2. Left panel: One realization of]dc/]z vs z at a fixed range. Right
panel: (N(z)/N0)25/2 (]dc/]z) vs N(z)/N0 for the curve plotted on the left.
The function plotted was generated using the internal wave eigenfunction
expansion technique described in the Appendix. The plot on the right sug-
gests that]dc/]z scales likeN5/2 and that the vertical correlation length of
]dc/]z is proportional toNo /N(z).
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consistent alternatives to traditional calculus have been de-
veloped to treat stochastic differential equations. These are
known as the Itoˆ calculus and the Stratonovich calculus. The
Stratonovich interpretation of Eqs.~13! is most natural; in
general, when continuous systems are described using sto-
chastic differential equations, the Stratonovich interpretation
is most natural. Stratonovich equations can be transformed to
an equivalent Itoˆ form, and vice versa~see, e.g., Gardiner,
1985!.

The Langevin form of the stochastic differential equa-
tions~13! is equivalent to the second order partial differential
~Fokker–Planck! equation

]r

]x
1

p

~c222p2!1/2

]r

]z
2

c23

~c222p2!1/2

]c

]z

]r

]p

1
c22

~c222p2!1/2

]r

]T
5

]

]pS D~p,z!
]r

]pD , ~14!

wherer(p,z,T,x) is a ray density function and

D~p,z!5
a2

2 S N

N0
D 5

L~p,z! ~15!

is the diffusivity. Unlike the Langevin form of the stochastic
ray equations~13!, the Fokker–Planck form is amenable to
interpretation/treatment using ordinary calculus. If, for a
fixed initial condition, the Langevin form of the stochastic
ray equations~13! is solved for a large ensemble of realiza-
tions ofh(x)—or dW(x)—the resulting ray density function
is just r(p,z,T,x), the dependent variable in the Fokker–
Planck equation. This fact is exploited in the following sec-
tion. In the absence of internal wave induced sound speed
fluctuations the Fokker–Planck equation reduces to a gener-
alized ~because of the inclusion of the auxiliary variableT)
Liouville equation which can be solved by the method of
characteristics. In this limit,r is constant following the de-
terministic ray equations~4 or 5 withdc50). There is also a
close connection between the Fokker–Planck equation and a
more general~wave-based! radiation transport equation. This
will be discussed in the final section. The form of the
Fokker–Planck equation shown in~14! is appropriate if the
Stratonovich interpretation of the stochastic ray equations
~13! is adopted; if the Itoˆ interpretation is adopted, the dif-
fusion term in~14! has the form]2(Dr)/]p2. If Eq. ~13c!
for T is omitted from the Langevin equations, the term in-
volving ]r/]T is not present in the Fokker–Planck equation
~14!.

A general derivation of the Fokker–Planck equation
from the corresponding system of Langevin equations can be
found, for example, in Gardiner~1985! and will not be re-
peated here. It is, however, insightful to provide a heurestic
derivation of a special case of Eq.~14! corresponding to a
homogeneous background,c5co , and homogeneous inter-
nal wave fluctuations,N5No . Under these conditions the
stochastic ray equation forp is decoupled from the equations
for z andT, and can be considered in isolation; givenp(x),
the functionsz(x) andT(x) can be found. The argument that
follows, due originally to Einstein, is adapted from Gardiner
~1985!. In discretized form, Eq.~12b! or ~13b! is a statement

that p is subjected to a sequence of random kicks. It follows
that the ray densityr(p,x) must satisfy the condition

r~p,x1Dx!5E r~p1Dp,x! f~Dp! dDp,

wheref(Dp) dDp is the probability thatp changes by the
amountDp over the distanceDx. That is,r at x1Dx is the
sum of ther ’s at x with neighboringp-values, weighted by
the probability that the appropriate jump inp is made over
the distanceDx. It is assumed thatf(Dp)5f(2Dp) and
*f(Dp) dDp51. BecauseDx is assumed to be small and
only small values ofDp contribute appreciably on the right,
the equation above reduces to

r1Dx
]r

]x
5rE f~Dp! dDp1

]r

]pE Dp f~Dp! dDp

1
1

2

]2r

]p2E ~Dp!2 f~Dp! dDp.

Because of the aforementioned properties off(Dp), the first
terms on the left and right cancel and the second term on the
right vanishes, leaving

]r

]x
5D

]2r

]p2

with D5^(Dp)2&/(2Dx) where angular brackets denote ex-
pected value. This diffusion equation is a special case of the
Fokker–Planck equation~14!. It follows from ~5b! that
^(Dp)2&'c22^(Dc/c)2&(Dx/Dz)2, so

D'
c22

2 K S dc

c D 2L Dx

~Dz!2
. ~16!

The fundamental solution to the diffusion equation is a
Gaussian whose width grows likeA2Dx, consistent with
~18!, below.

The general form of the Fokker–Planck equation~14!
can be thought of as an advection-diffusion equation for ray
densityr. The fact that the diffusivityD ~15! is proportional
to the correlation lengthL is analogous to the fluid mechani-
cal result that the molecular diffusivity is proportional to the
meantime between successive molecular collisions.~Recall
that in the one-way ray equationsx plays the role of the
timelike, or independent, variable.! In fluid mechanical mix-
ing problems the Pe´clet number is a dimensionless measure
of the ratio of the strength of advection@terms on the left
side of Eq.~14!# to diffusion. The acoustic Pe´clet number
corresponding to Eq.~14! is

Pe'
cp/Lz

D/p2
.

It follows from this expression and~16! with Dx and Dz
replaced byLx andLz , respectively, that

Pe'2~cp!3
Lz

Lx
K S dc

c D 2L 21

. ~17!

Typical near-axial conditions arecp5sin(10°)'0.17,
Lz /Lx'0.1 and (dc/c)rms'1.31024, giving Pe'1.3105.
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One consequence of this largePe—or, equivalently, the
smallness ofD—is that the Fokker–Planck equation~15! is
difficult to accurately solve numerically using a finite differ-
ence scheme; such algorithms introduce numerical diffusion
which overrides the true diffusion whenPe is large.

The relative smallness of the diffusive term in the
Fokker–Planck equation~15! suggests that this term might
be neglected. Unfortunately, solutions to Eqs.~15! for small
D may be very different, especially for largex, than solu-
tions to theD50 limit of this equation. Mathematically, this
can be understood from the observation that the smallD
limit of this equation constitutes a singular perturbation
problem. Physically, a nonzeroD—no matter how small—
will causer to become increasingly smooth asx increases;
in contrast, in theD50 limit, discontinuities inr at x50
will persist for all x.

Before introducing a second dimensionless parameter it
is necessary to briefly consider solutions to the stochastic ray
equations~13a! under idealized conditions. Specifically, we
assume thatc, N andL in Eq. ~12! are constant. In addition,
we assume that ray angles are small so that (c222p2)1/2

'c21. For an initially flat ray, p(0)50, the solution to
~12b! is

prms~x!5~2Dx!1/2. ~18!

It then follows from ~12a! and ~12c!, taking z(0)50 and
T(0)50, that

zrms~x!5 2
3 cA2Dx3/2 ~19!

and

Trms~x!5
x

c
1

1

2
cDx2. ~20!

The result thatzrms(x) grows like x3/2 for small ray angles
under the assumed idealized conditions is well known~see,
e.g., Tatarski, 1961!.

Under the same idealized conditions, consider the en-
semble of stochastic rays which connect a pair of fixed
points separated by a distancex as shown in Fig. 3. Such an
ensemble of stochastic trajectories is referred to as a
‘‘Brownian bridge’’ ~see, e.g., Kloeden and Platen, 1992!.
The width RB of such a Brownian bridge is approximately
zrms(x/2) wherezrms(x) is defined in~19!:

RB' 1
3 cADx3/2. ~21!

In the absence of fluctuations, deterministic ray paths also
have a frequency-dependent characteristic widthRF , the
Fresnel zone width~see Fig. 3!. RF is the maximum trans-
verse ray perturbation consistent with the condition that the
difference in path length between perturbed and unperturbed
rays not exceedl/4 wherel is the wavelength. In a homo-
geneous environment it is well known that

RF' 1
2 ~lx!1/2. ~22!

The ratioRB /RF is a dimensionless measure of the relative
strengths of scattering and diffractive effects. The former are
included in Eqs.~12!, ~13! and~14!; the latter are not. Thus,
our ray-based analysis can be a good approximation to a

more difficult wave-based analysis only whenRB /RF is
larger than one. It follows from Eqs.~21!, ~22! and~16! that

RB

RF
'

2

3
AcD f1/2x'S dc

c D
rms

Lx

Lz
~cLx!

21/2f 1/2x, ~23!

where f 5c/l is the acoustic frequency. For near-axial con-
ditions (dc/c)rms(Lx /Lz)(cLx)

21/2'1.31023 s1/2 km21

corresponding to RB /RF'( f /1 Hz)1/2(x/1000 km). For
most of the deep water tomography experiments conducted
since 1979~see Munket al., 1995! this ratio is approxi-
mately 10. This suggests that the solution to Eq.~14! should
provide a useful, albeit approximate, description of the mea-
sured mean fields in these experiments.

II. NUMERICAL RESULTS

In this section numerical solutions to the stochastic ray
equations are presented and compared to full wave solutions
to the same set of problems. Prior to presenting these results,
we discuss the issue of which ray- and wave-based quantities
should be compared and the methods used to obtain our ray-
based results.

The quantitative comparison of stochastic ray-based
wavefield simulations to wave-based simulations is more dif-
ficult than might be anticipated. It must be understood that
the ray densityr(z,p,T,x) describes only the mean distribu-
tion of acoustic energy. Higher order wave field statistics

FIG. 3. A Brownian bridge~upper panel! is an ensemble of stochastic eigen-
rays. Its widthRB is a measure of the importance of ray scattering. A
Fresnel zone~lower panel! is a measure of the frequency-dependent extent
of a deterministic ray path. Its widthRF is a measure of the importance of
diffractive effects.
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must be computed using other techniques. For a point source
in a 3-D model in which azimuthal coupling is negligible,
energy flux conservation indeterministicray tubes gives the
expression

A25Ao
2

l o
2

x

c

cs

cosus

cosu S ]z

]us
D 21

~24!

for geometric intensities~squared amplitudes!. Herez is ray
depth, the subscripts denotes source, andAo

2 is the acoustic
intensity at a small distancel o ~usually taken to be 1 m! from
the source. The rangex is fixed when evaluating]z/]us .
Unfortunately, Eq.~24! cannot be applied to stochastic rays;
because each stochastic ray evolves independently of all oth-
ers, z(us) is not a continuous function and the derivative
]z/]us does not exist. A useful approximate stochastic
equivalent of~24!, written in terms ofp rather thanu, is

^A2&5Ao
2

l o
2

x
^~c222p2!21/2&

Dps

Dz
n~z,Dz!, ~25!

where the angular brackets denote average or expected value.
Here it is assumed that a dense fan of rays is emitted at the
source and traced out to a fixed rangex; Dps is the increment
~assumed constant! in p between neighboring rays at the
source andn(z,Dz) is the number of rays whose depths at
rangex fall betweenz6Dz/2. It is important that only rays
with neighboring launch angles be included among then
rays counted; degeneracies associated with deterministic
multipaths must be avoided. If the average of (c22

2p2)21/2 over then constituent arrivals is taken to be its
mean, then~25! reduces to

^A2&5Ao
2

l o
2

x

Dps

Dz (
j 51

n

~c222pj
2!21/2. ~26!

In this expressionc is evaluated at the field point of interest.
Equations~25! and ~26! have potentially serious short-

comings associated with improper treatment of both deter-
ministic ~macro! caustics and stochastic~micro! caustics.
Furthermore, it is not clear what the full wave counterpart of
^A2& is; the seemingly obvious choicêu2&, whereu is the
pressure of the acoustic wave field, is difficult to justify be-
cause interference effects are not accounted for in^A2&.
Thus, while the ray density functionr(z,p,T,x) can be es-
timated without much difficulty, the question of how to
quantitatively comparer to some measured wave field de-
scriptor is difficult to answer. For some applications this
shortcoming is not serious. In travel time tomography~Munk
et al., 1995!, for example, having the ability to model inter-
nal wave induced spreads of acoustic energy in time, angle
and depth is generally more important than having the ability
to accurately predict absolute sound pressure levels. Our rec-
ommendation regarding Eq.~26! is that this expression be
used only for temporally resolved arrival structures which
correspond to isolated deterministic multipaths. For this type
of arrival structurê A2& should provide a good approxima-
tion to ^u2&. To display stochastic ray tracing results we
recommend plotting clouds of points—in (z,t) or (p,T) at
fixed x, for example—where each point corresponds to a ray.
Some examples are given below.

The most basic decision to be made concerning the nu-
merical solution of the stochastic ray equations is which
form of these equations is to be solved. We noted earlier that
it is difficult to solve the Fokker–Planck equation~14! di-
rectly using finite differences because of the relative small-
ness of the diffusive term. The alternative is to numerically
solve the Langevin equations~13! using techniques that
make use of results from the study of stochastic differential
equations. The latter approach has been taken.@For reasons
to be discussed below, the numerical results presented in this
paper are based on Eqs.~28!, rather than~13!. The same
comments apply to both sets of equations.# The algorithm
that we have used to integrate Eqs.~28! is due to Milshtein
~1978!; see Kloeden and Platen for a more complete discus-
sion of numerical integration of stochastic differential equa-
tions. The Milshtein algorithm assumes an Itoˆ interpretation
of the stochastic differential equations being integrated,
whereas the Stratonovich interpretation of the stochastic ray
equations is more natural. Thus, prior to integrating Eqs.~28!
using the Milshtein algorithm, they were transformed to an
equivalent Itoˆ form. Both the transformation and the numeri-
cal integration are straightforward. At each range step in the
numerical integration, a zero mean, unit variance Gaussian
random variable must be generated. This is efficiently done
using the Box-Muller algorithm~see, e.g., Presset al., 1986!.

When comparing predicted transient wave fields to mea-
surements it may be important to account for the temporal
smearing of acoustic energy associated with finite duration
~the reciprocal bandwidth! signals. A simple way to do this
for stochastic rays is to randomly perturb the travel timeT of
each ray where the probability density function of the ran-
dom perturbation is the normalized temporal envelope of the
transmitted signal. Gaussian and boxcar~uniform within
specified bounds! envelopes are particularly simple to treat
in this fashion. This temporal smearing can be done either
before or after the stochastic ray equations are numerically
integrated. In the numerical results presented below this ad-
ditional temporal smearing is not included.

The preceeding discussion outlines a method to calculate
stochastic ray trajectories@z(x), p(x), T(x)] and, in turn,
ray densityr(z,p,T,x). The latter can be compared to mea-
sured wavefields. Comparisons of this type will be made in a
forthcoming paper. In the present study simulations based on
stochastic ray theory are compared to full wave simulations.
This comparison is nontrivial because no efficient numerical
technique is available to solve the full-wave counterpart of
Eqs. ~1! and ~2!, the time-dependent wave equation where
C(z,x) includes both an inhomogeneous background compo-
nent and an internal wave induced stochastic component.

This problem can be circumvented by reformulating sto-
chastic ray theory using a parabolic approximation~Tappert,
1977! and comparing numerical results based on the stochas-
tic parabolic ray equations to numerical solutions to the cor-
responding parabolic wave equation; the latter can be com-
puted using well known, efficient and robust techniques~see,
e.g., Tappertet al., 1995!. There are many parabolic approxi-
mations from which to choose. For our purposes it is impor-
tant only that our ray- and wave-based calculations are based
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on the same parabolic equation~PE!. We have used the
Thomson-Chapman PE~Thomson and Chapman, 1983!, for
which

H~p,z,x!52Aco
222p21co

212c21~z,x!1
dc

co
2

, ~27!

where a stochastic correction term has been added to the
deterministic Hamiltonian, as was the case in Eq.~6!. Equa-
tions ~1! and ~3! still apply; the latter reduces to sinu5cop.
Our treatment of internal wave induced sound speed fluctua-
tions is, of course, unaffected by use of a parabolic approxi-
mation. Using~27! in place of ~6! gives, in place of Eqs.
~13!, the modified set

dz5
p

~co
222p2!1/2

dx, ~28a!

dp52
1

c2

]c

]z
dx2aS N

No
D 5/2

L1/2 dW~x!, ~28b!

dT5F co
22

~co
222p2!1/2

1c212co
21Gdx. ~28c!

The assumed dependence ofL on u is unchanged; this leads
to the replacement ofc by co in Eq. ~11!. The comments
concerning the numerical integration of Eqs.~13! also apply
to Eqs.~28!.

Full wave- and ray-based wave fields in the depth-time
plane are shown in Figs. 4 and 5. These were computed at a
range of 1000 km using a Munk~1974! sound speed profile
with parameterszaxis51.1 km,caxis51.49 km/s,B51.0 km
ande50.0057, and an exponential buoyancy frequency pro-
file, N(z)5N0 exp(z/B), with No52p/15 min. The refer-
ence sound speedco was taken to be 1.5 km/s. Ray calcula-
tions were made with double precision arithmetic~64 bit
floating point wordsize! using a fixed integration stepsize of
50 m. Approximately 12 000 rays with launch anglesuusu
<15o were used in the ray simulations. The internal wave
induced sound speed perturbation fielddc(z,x) that was
used in our full-wave simulations is described in the Appen-
dix. In the construction ofdc(z,x) it was assumed thatf i

52p/1 day, 2p/100 km <kx<2p/1 km with Dkx

52p/1000 km, andj max550. This choice ofDkx produces a
dc field which is periodic in range with a period of 1000 km.
Internal wave modes with turning depths below 4.5 km were
excluded from the modal sum; only a small number of
modes with largej and smallkx ~near 2p/100 km! were
affected. Other parameters which describe the internal wave
field are specified in the Appendix. To compensate for miss-
ing energy outside of thekx band considered, the dimension-
less GM energy parameterE was increased by about 30%
over its nominal value so as to make the numerical value of
the vertically integrated internal wave potential energy den-
sity agree with the GM prediction@Eq. ~A4!#. With this ad-
justment toE, rms vertical internal wave displacements at
250 m depth were 6.5 m. Full-wave calculations were made
with single precision arithmetic using a range step of 50 m
and a depth grid with 8 m spacing. A Gaussian starting field,
whose width corresponds roughly to the initial ray angular
aperture, was used. The source function used in the full-wave

FIG. 4. Wave fields in the depth-time plane at a range of 1000 km in a
canonical ocean model for a source on the sound channel axis at 1.1 km
depth: ~a! ray simulation without internal waves;~b! full-wave simulation
without internal waves;~c! full-wave simulation with internal waves;~d!
stochastic ray simulation which accounts for internal wave induced scatter-
ing. The dynamic range of the full-wave plots is 35 dB.

FIG. 5. Same as Fig. 4 for a source at 0.6 km depth.
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calculations had a Hanning window spectral envelope whose
total width was 100 Hz, centered at 250 Hz.

Consider first the wave fields shown in Fig. 4, computed
for a source on the sound channel axis. Comparison of the
ray- and wave-based calculations in the absence of internal
waves@Fig. 4~a! and ~b!# shows that the latter have cusps
which are extended slightly in depth relative to the former,
owing to diffraction. Some interference fringes can also be
seen in the full-wave plot. The inclusion of internal waves in
a full-wave calculation@Fig. 4~c!# is seen to lead to an over-
all blurring of the wave field, including an elongation~in
depth! of the cusps. Finally, Fig. 4~d! shows that a stochastic
ray calculation produces a distribution of energy which is
quite similar to that produced in the corresponding full-wave
calculation. Because scattering effects are included in the
stochastic ray calculation but diffraction is not, this agree-
ment suggests that, for the conditions treated, scattering ef-
fects dominate diffraction effects. This statement is consis-
tent with Eq. ~23! which gives the estimate~for near-axial
rays only! RB /RF'16. The ray depth and time spreads seen
in Fig. 4~d! are comparable to those computed under similar
conditions by Simmenet al. ~1997! who traced rays through
realizations of internal wave fields similar to those used in
our full-wave simulations. The ray depth spreads seen in Fig.
4~d! are also in qualitative agreement with those predicted by
Schneider~1994! using an approach which is similar to ours,
but with a more idealized treatment of the small scale inho-
mogeneities.

Examination of the wave fields shown in Fig. 5—
corresponding to an off-axial source at 0.6 km depth—shows
behavior similar to that seen in Fig. 4, but an apparently new
phenomenon can also be seen. In the absence of internal
waves, diffraction is responsible for the elongation in time of
the late arriving wave field branch@see Fig. 5~b!# relative to
the ray theory prediction@see Fig. 5~a!#. In the full-wave
calculation in which internal waves are present@Fig. 5~c!#,
the tail end of the arrival structure is seen to be further elon-
gated in time, leading to the formation a new arrival branch,
and broadened in depth. As was the case in Fig. 4, a stochas-
tic ray calculation@Fig. 5~d!# gives a distribution of acoustic
energy which is quite similar to the corresponding full-wave
prediction. Reciprocity considerations dictate that the scatter-
ing of rays in depth that was discussed in the context of Fig.
4 must also produce new arrival branches, as seen in Fig. 5.
Grabb and Birdsall~1995! have previously exploited reci-
procity arguments to compute the travel times of diffracted
~in the absence of internal wave induced scattering! near-
axial arrivals.

The same set of stochastic rays that were used to pro-
duce Fig. 4~d! are plotted inz-p and p-T in Figs. 6 and 7,
respectively. Figure 6 shows no discernible structure in
phase space. Some structure can be seen in Figs. 4~d! and 7,
however. Evidently, for the conditions considered, wave
field structure in the ray limit can be resolved only when the
wave field is viewed in the time domain.~Two caveats relat-
ing to structure in phase space should be mentioned. First,
becausez and p are conjugate variables, any wave-based
structure inz-p must be constrained by an uncertainty rela-
tionship. Second, in the ray limit Liouville’s theorem pro-

vides a strong constraint on the evolution of curves—
corresponding to fans of rays—in phase space. Specifically,
such curves may not break or intersect themselves. Our use
of the Markov approximation—that all rays evolve indepen-
dent of neighboring rays—precludes any consideration of
curves in phase space, so that this constraint is overridden.!

Our final remark concerning the comparisons shown in
Figs. 4 and 5 is that we have made no attempt to adjust any
parameters in the stochastic ray model to improve the fit
between ray- and wave-based wavefield predictions. A sig-
nificant source of uncertainty in the stochastic ray predic-
tions is the choice ofj max andkmax. An attempt to optimize
the choice of these parameters—and possibly others—will be
made when stochastic ray predictions are compared to mea-
sured wave fields.

III. SUMMARY AND DISCUSSION

In this paper we have investigated the behavior of sound
rays in ocean models in which an inhomogeneous determin-
istic background sound speed structure is perturbed by inter-

FIG. 6. Depth-slowness~phase space! plot of the same set of rays that are
plotted in Figs. 4~d! and 7.

FIG. 7. Slowness-time plot of the same set of rays that are plotted in Figs.
4~d! and 6.
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nal wave induced sound speed fluctuations. We have as-
sumed that the internal wave field is describable using the
empirical Garrett–Munk spectrum. It was argued that terms
in the ray equations involving internal wave induced sound
speed perturbationsdc can be neglected but those involving
]dc/]z cannot. This led to a particularly simple set of sto-
chastic ray equations. Application of well-known results
from the study of stochastic differential equations led natu-
rally to alternative~Langevin and Fokker–Planck! formula-
tions of the stochastic ray equations. The results presented
led naturally to a simple and robust algorithm to compute
mean transient wave fields under conditions in which scat-
tering effects dominate diffractive effects.

A dimensionless parameterRB /RF @Eq. ~23!#, which is a
measure of the relative strengths of scattering and diffrac-
tion, was introduced. Our analysis should provide a useful,
albeit approximate, description of wave fields when this ratio
exceeds unity. For the problem treated, our (RB /RF)2 is an
O(1) dimensionless constant times the quantity denoted
LF2 in the work of Flatte´ et al. ~1979!. In that work the
condition LF2.1 is one of two conditions which defines
wave fields with ‘‘saturated statistics’’ or random phases.
The approximate equivalence between the conditions
(RB /RF)2.1 and LF2.1 is reassuring inasmuch as our
ray density functionr(z,p,T,x) can sensibly approximate
the mean wave field only if the phase of each spectral com-
ponent of the wave field is random.

There is also a close connection between stochastic ray
theory and radiation transport theory~Wilson and Tappert,
1979; Chap. 13 of Flatte´ et al., 1979!. In the geometric limit,
the radiation transport equation reduces to the Fokker–
Planck equation which would result if the standard parabolic
approximation~Tappert, 1977! to H(p,z,x) were made and
if the T-dependent term were omitted. Although stochastic
ray theory is unable to describe frequency-dependent propa-
gation effects which are included in radiation transport
theory, it has some advantages over the latter:~1! simplicity;
~2! there is no need to introduce a parabolic approximation;
and ~3! T-dependence is easily included, allowing time
spreads to be computed directly. Because of the third point,
stochastic ray theory as presented here is particularly well
suited to the analysis/interpretation of transient wavefields.
The importance of includingT-dependence is vividly dem-
onstrated by contrasting Figs. 4~d! and 7 to Fig. 6.

We anticipate that many other connections between the
work presented here and work in wave propagation in ran-
dom media can be made. In this regard, it is important to
note that although we have confined our attention to the rela-
tively simple problem of describing~approximately! the
mean field, we have made no restrictive or unrealistic as-
sumptions about the environment; the inhomogeneity of the
background sound speed structure has been taken into ac-
count as has the inhomogeneity and anisotropy of the inter-
nal wave induced sound speed fluctuations.

A crucial element of our work is use of the~Markov!
approximation that spatial variations of]dc/]z are delta cor-
related. The Markov approximation is frequently used to de-
scribe spatial variations ofdc in the ocean, in part because it
leads to analytically tractable problems. We have demon-

strated, using the GM spectrum, that there is strong justifi-
cation for invoking the Markov approximation to describe
internal wave induced spatial variations of]dc/]z.

We have focused our attention in this paper on sound
propagation at midlatitudes in deep ocean environments. It is
natural to inquire whether the results presented here might
also hold in shallow water.~We exclude from consideration
very high latitude and equatorial internal wave dynamics as
these require special care.! One feature of our work that we
expect to carry over to the shallow water problem is that
]dc/]z scales in depth likeN5/2. This relationship is a con-
sequence ofdc being proportional toN2z and]z/]z scaling
like N1/2; the latter relationship is expected on the basis of
the internal wave dispersion relationship and the fact that
energy considerations suggest thatz should scale likeN21/2.
Even if this relationship holds in shallow water, however,
many unknowns and potential problems associated with the
application of stochastic ray theory remain. Unfortunately,
the deep water GM spectrum has no shallow water counter-
part. Indeed, the notion of a quasi-universal shallow water
internal wave spectrum is questionable. In shallow water the
statistics ofz generally vary as a function of location, direc-
tion ~along vs cross shelf!, and are generally not stationary in
time. In order to sensibly apply the Markov approximation,
the correlation lengths of]dc/]z must be small compared to
all length scales which characterize the background ray
structure. This condition is often not satisfied in shallow wa-
ter environments. In addition, in most shallow water environ-
ments, interactions with both the rough surface and bottom
—and possibly also bottom penetration—must be accounted
for. In short, the application of stochastic ray theory to shal-
low water propagation problems presents many problems
that we have not considered.

Although the techniques described in this paper are lim-
ited to predicting the mean acoustic field, we feel that they
should be very useful for the interpretation of measured
wave fields, especially transient wave fields. Comparisons
between measured deep water wave fields and stochastic ray-
based predictions will be made in a forthcoming paper. In
this regard, the comparisons with full wave simulations that
we have presented are encouraging. In addition to the obvi-
ous need to compare predicted to measured wave fields, the
connections between stochastic ray theory as presented here
and various approaches to the study of wave propagation in
random media should be further explored.
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APPENDIX: INTERNAL WAVE INDUCED SOUND
SPEED FLUCTUATIONS IN DEEP OCEAN
ENVIRONMENTS

In this Appendix internal wave induced sound speed
fluctuations in deep ocean environments are considered. It is
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assumed that the field of internal waves is described by the
empirical Garrett-Munk~GM! spectrum~Garrett and Munk,
1972, 1975; Munk, 1981; Flatte´ et al., 1979!. Two different
but complementary descriptions of internal wave induced
sound speed fluctuations are discussed. These are:~1! a local
~in depth! power spectrum that has previously been used by
Munk and Zachariasen~1976!, Flattéet al. ~1979! and oth-
ers; and~2! an eigenfunction expansion technique that has
previously been used by Dozier and Tappert~1978!, Colosi
et al. ~1994! and others. The local power spectrum represen-
tation is used to derive some new results relating to spatial
variations of]dc/]z. Previous work has considered only the
statistics ofdc. The eigenfunction expansion representation
is used to test some of the predictions based on the local
power spectrum representation and is required in the full-
wave numerical simulations described in Sec. II.

Because internal wave induced sound speed perturba-
tions are proportional to the vertical displacement of a fluid
parcel,

dc5cS m

g DN2z, ~A1!

we need only describe the statistics ofz. @This equation also
appears as Eq.~7! in Sec. I where all quantities are defined.#
These statistics are described by the GM spectral density

Fz~v, j !5
2B2E

pM

No

N

f i

v3
~v22 f i

2!1/2~ j 21 j
*
2 !21. ~A2!

Herev is internal wave angular frequency,j is mode num-
ber, j * 53 and E56.331025 are empirical dimensionless
constants,f i is the inertial frequency (f i52p/1 day'7.3
31025 s21 at 30° latitude!, B'1 km is the thermocline
depth scale,N0 is the surface extrapolated buoyancy fre-
quency, and

M5(
j 51

`
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*
2 !21'
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2
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*
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is a constant. The spectrum is normalized so that

^z2&5E
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`

Fz~v, j !5
1

2
B2E
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N
, ~A3!

where the angular brackets denote average. Note that for
internal wavesf i<v<N. The vertically integrated internal
wave potential energy density is

rw

2 E dz N2^z2&'
rw

4
B3No

2E'810 J m22. ~A4!

Here rw is the density of sea water and we have usedB
5*(N/No)dz. For some purposes it is convenient to replace
the dependence ofFz on j by dependence on horizontal
wave numberk5(kx

21ky
2)1/2. This transformation requires

use of the dispersion relation,

m25k2
N22v2

v22 f i
2

'S p j

B D 2 N22v2

No
22v2

, ~A5!

wherem is the vertical component of the wave number vec-
tor. The j -dependent form of the dispersion relation follows

from a WKB modal analysis, as will be demonstrated below.
To describe the statistics of]dc/]z the spectrumFz8 of

]z/]z is required. BecauseFz85m2Fz and Fz dv d j
5Fz dv dk(] j /]k),

Fz8~v,k!5m2~v,k!Fz„v, j ~v,k!…
] j

]k
~v,k!. ~A6!

We shall adopt the convention that all spectra are normalized
in such a way that the integral~or sum, as appropriate! of the
spectrum of any physical quantity over the domain of its
arguments yields the mean square value of the quantity. For
this reason we havemultipliedon the right by] j /]k. Making
use of~A2! and ~A5!, Eq. ~A6! reduces to

Fz8~v,k!5
2BE

M

No

N

f i

v3

N22v2
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22v2!1/2
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*
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, ~A7!

where

k
*
2 5S p j *
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Noting that

2pE
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`
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2`

`

dkxE
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dky F~Akx
21ky

2!, ~A9!

we may replaceFz8(v,k) by

Fz8~v,kx ,ky!5
BE

pM

No

N

f i

v3

N22v2

~No
22v2!1/2

Akx
21ky

2

kx
21ky

21k
*
2

.

~A10!

Because of the horizontal isotropy of the internal wave field
we may, without loss of generality, choose our coordinate
system in such a way that thex-axis coincides with the ver-
tical plane in range and depth in which sound propagates. To
describe the fluctuations of]z/]z in this plane we must com-
pute

Fz8~v,kx!5E
2`

`

dky Fz8~v,kx ,ky!. ~A11!

This integral diverges so the limits must be replaced by
6kmax. To evaluate the integral it is helpful to first make the
substitution~following Brill and Dozier, 1985!

q5
k*

~kx
21k

*
2 !1/2

ky

~kx
21ky

2!1/2
. ~A12!

The resulting expression forFz8(v,kx) is

Fz8~v,kx!5
BE

pM

No

N

f i

v3

N22v2

~No
22v2!1/2

I z8„kx ,k* ~v!…,

~A13!

where
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I z8~kx ,k* ~v!!

5 lnF ~kx
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Finally, we compute a pure longitudinal~in the propagation
plane! horizontal wave number spectrum by integrating
Fz8(v,kx) over v,

Fz8~kx!5
BE

pM

No

N
Jz8~kx!, ~A15!

where

Jz8~kx!5 f iE
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~A16!

must be evaluated numerically. The result of such a numeri-
cal integration is shown in Fig. A1. Four curves are plotted
corresponding to four different choices ofkmax. In all cases
the parametersf i52p/1 day, No52p/15 min, and N
52p/20 min were used.

Important conclusions to be drawn from Fig. A1 are that
the kx spectrum of]z/]z is remarkably flat and not very
sensitive to the choice ofkmax. AssumingJz8(kx) is zero for
ukxu.kmax allows

K S ]z

]zD
2L 5E

2`

`

dkx Fz8~kx! ~A17!

to be computed. The choicekmax52p/1.0 km gives
(]z/]z)rms'0.15 for the parameters chosen to construct Fig.
A1. More generally, it follows from~A13! that ^(]z/]z)2&
scales in depth approximately likeN(z). Thus, at mid-
latitudes, (]z/]z)rms'0.17(N/No)1/2. Using ~A1! and as-
sumingN052p/15 min, this corresponds to

S ]dc

]z D
rms

'aS N

No
D 5/2

~A18!

with a'0.030 s21. @More accurately, the termNo
5/2 in Eq.

~A18! should be replaced byNref
5/2 with Nref52p/15 min;

because typical values ofNo at midlatitudes are close to
2p/15 min, we expect Eq.~A18! to be a good approxima-
tion.# Another quantity of interest in this study is the hori-
zontal correlation lengthLx of ]dc/]z—or, using ~A1!, of
]z/]z. BecauseFz8(kx) is the Fourier transform of the auto-
correlation function of]z/]z, Lx can be defined as thex
value of the first zero crossing of the inverse Fourier trans-
form of Fz8(kx). AssumingFz8(kx) is flat between6kmax

givesLx5p/kmax'0.5 km, independent of depth.
It is instructive to repeat the analysis above for thekx

spectrum ofz. Details are very similar to those presented
above for]z/]z, but will not be given here. A closely related
calculation was made by Brill and Dozier~1985!. The coun-
terparts of Eqs.~A15! and ~A16! are, respectively,

Fz~kx!5
BE
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Jz~kx! ~A19!

and
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It is not necessary to introduce a largeky cutoff to compute
Fz(kx). Fz(kx) is shown next toFz8(kx) in Fig. A1; the same
parameters (f i , No , N) were used to construct both func-
tions. Note that the same factor multiplies both functions in
Eqs. ~A15! and ~A19!. An important observation is that the
kx spectrum of]z/]z is much more flat than thekx spectrum
of z. As a result, the horizontal correlation length for]z/]z
is much shorter than that forz. This difference suggests that
the justification for invoking the Markov approximation~dis-
cussed in Sec. I and III! to describe spatial variations of
]dc/]z is stronger than the justification for invoking this
approximation to describe the spatial variations ofdc.

The only remaining local power spectrum-based result
that we require is the vertical correlation length of]z/]z,
Lz . To computeLz it is most convenient to use thev-j
representation ofFz8 . It follows from ~A2! and ~A5! that

Fz8~v, j !5
2pE

M

No

N

f i

v3
~v22 f i

2!1/2
N22v2

No
22v2

j 2

j 21 j
*
2

.

~A21!

FIG. A1. Plots ofJz(kx) ~lower curve! and Jz8(kx) ~upper curves!. After
multiplication by (BE/pM )(N0 /N)—see Eqs.~A15! and ~A19!—these
correspond to the horizontal wave number spectra ofz and]z/]z, respec-
tively. The four Jz8(kx) plots correspond tokmax values of, from top to
bottom, 2p/0.1 km, 2p/0.2 km, 2p/0.5 km, and 2p/1.0 km.
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To computeLz we need only find the first zero crossing of
the inverse Fourier transform ofFz8 . Because thev- and
j -dependent pieces ofFz8 separate, it suffices to examine

(
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B Dd j . ~A22!

We have used an approximate form of the dispersion relation
~A5!, m'(p j /B)(N/No). Because the integral~and sum! in
~A22! diverges, it is necessary to introduce a mode number
cutoff, j max. The integral in~A22! is then approximated as

E
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For the purpose of estimatingLz , the second integral in
~A23! gives a negligible correction to the first. The first zero
crossing of the first integral gives the estimate

Lz5
No

N

B

j max
. ~A24!

With j max550, B/ j max'20 m soLz is only a few tens of
meters in the upper ocean.

We turn our attention now to an alternative to the local
~in depth! spectral representation of the statistics ofz. The
alternative representation, introduced by Dozier and Tappert
~1978!, replaces the depth dependence implicit inN(z) by an
explicit eigenfunction expansion. The principal advantage of
the eigenfunction expansion representation ofz is that it pro-
vides a description of individual realizations ofz(z,x)— and
hence alsodc(z,x). The ability to generate independent re-
alizations ofdc is important in our work totest the assump-
tions built into—and the predictions based on—stochastic
ray theory. The material that follows should thus be consid-
ered as supplemental to the development of stochastic ray
theory, and is included to explain the manner in which our
numerical results which depend on individual realizations of
dc(z,x) were obtained.

In the eigenfunction expansion description ofz, the GM
dependence onj , kx , andky is retained but the GM depth
scaling is replaced by thez dependence of the internal wave
normal modes. LetGz take the place ofFz after introducing
a new normalization constant and omitting the depth depen-
dence of the latter. The new normalization constant is chosen
so that the vertically integrated internal wave potential en-
ergy density is preserved. These considerations give

Gz~v, j !5
4B3No
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f i

v3
~v22 f i
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The observation thatGz dv d j5Gz dk d j(]v/]k) and use
of the approximate form of the dispersion relation
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@see Eq.~A5!#, gives
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wherekj5( f i /No)(p j /B). Making use of~A9! gives
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The modal expansion forz is then

z~x,y,z,t !5ReE E dkx dky(
j

g~ j ,kx ,ky!

3Wjk~z!ei ~kxx1kyy2v jkt !. ~A27!

Each g( j ,kx ,ky) is a complex Gaussian random variable
with zero mean and variance

^g~ j ,kx ,ky!g* ~ j 8,kx8 ,ky8!&5Gz~ j ,kx ,ky!d j j 8d~kx2kx8!

3d~ky2ky8!. ~A28!

The modesWjk(z), whose construction will be discussed
below, satisfy the orthogonality condition

E dz~N2~z!2 f i
2!Wjk~z!Wj 8k~z!5d j j 8 . ~A29!

A useful approximate result that follows from the orthogo-
nality condition is *dzN2(z)Wjk

2 (z)'1. The mean-square
displacement is
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and the vertically integrated internal wave potential energy
density is
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consistent with the local power spectrum-based result~A4!
found earlier.

For numerical purposes it is advantageous to reduce the
double integral overkx andky in ~A27! to a single integral.
This is justified, in part, by invoking the horizontal isotropy
argument used earlier; we can, without loss of generality,
allow the propagation plane to coincide with thex-axis. The
reduction ofGz( j ,kx ,ky) to Gz( j ,kx) can be done analyti-
cally. The result is
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2B3N0

2E

p2M
~ j 21 j

*
2 !21F kj

kx
21kj

2

1
1

2

kx
2

~kx
21kj

2!3/2
lnS Akx

21kj
21kj

Akx
21kj

22kj
D G . ~A32!
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This result was derived originally by Brill and Dozier~1985!
who made use of the substitution~A12!. Previously, Dozier
and Tappert~1978! had used an approximate form. In the
modal expansion forz we may sety50, as noted above, and
t50 because of the slow evolution of the internal wave field.
In addition, elimination of the integral overky in ~A27! re-
quires thatWjk(z) be approximated. Following Dozier and
Tappert ~1978! we replaceWjk(z) by Wjkx

(z), i.e., setky

50 when the modes are calculated. Equation~A27! is then
replaced by

z~x,z!5ReE dkx(
j

g~ j ,kx!Wjkx
~z!eikxx, ~A33!

where eachg( j ,kx) is a complex Gaussian random variable
with zero mean and variance

^g~ j ,kx!g* ~ j 8,kx8!&5Gz~ j ,kx!d j j 8d~kx2kx8!. ~A34!

The mean-square displacement is now

^z2&5
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2E dkx(
j

Gz~ j ,kx!Wjkx

2 ~z!, ~A35!

and the vertically integrated internal wave potential energy
density is
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4 E dkx(
j

Gz~ j ,kx!

5
rw

4
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consistent with the results@Eqs.~A4! and~A31!# found pre-
viously.

We return now to the problem of constructing the inter-
nal wave modes,Wjk(z), which satisfy

d2W

dz2
1k2

N2~z!2v2

v22 f i
2

W50. ~A37!

For convenience we shall assume that the ocean is infinitely
deep and impose the conditionW→0 asz→2`, together
with W(0)50. With these boundary conditions equation
~A37! defines a Sturm–Liouville problem. Solutions, labeled
Wjk(z), satisfy the orthogonality condition~A29!. EachWjk

corresponds to a discrete value ofk2/(v22 f i
2); for our pur-

poses it is most convenient to treatk as a continuous variable
and setv5v jk where j is a positive integer.

For the purpose of constructing modes we have confined
our attention to the class ofN(z) profiles which increase
monotonically with increasingz (z increases upward!. With
this assumption each mode has a single turning depthz̄jk ,
where N( z̄jk)5v jk . For this class of problems, a uniform
asymptotic nonnormalized solution to~A37! which vanishes
asz→2` is

Wjk~z!5S dSjk

dz D 21/2

Ai S 2S k2

v jk
2 2 f i

2D 1/3

Sjk~z!D , ~A38!

where

Sjk~z!5F3

2Ez̄jk

z

~N2~z8!2v jk
2 !1/2 dz8G2/3

~A39!

for z> z̄jk and Ai denotes Airy function~Abromowitz and
Stegun, 1972!. @For z, z̄jk the limits on the integral are re-
versed andN2(z8)2v jk

2 in the integrand is replaced byv jk
2

2N2(z8).# The surface boundary conditionW(0)50 gives

Ai S 2S k2

v jk
2 2 f i

2D 1/3

Sjk~0!D 50, ~A40!

which definesv jk and, in turn, z̄jk , Sjk(z) and Wjk(z).
Equations~A1!, ~A33!, ~A38! ~after normalization!, ~A39!
and ~A40! have been numerically evaluated/solved to pro-
duce the numerical results shown in Figs. 1, 2, 4 and 5.

Although the description of our internal wave eigenfunc-
tion expansion is now complete, it is insightful to further
approximate~A40! to establish the approximate equivalence
between this equation and~A5!. Asymptotically, for large
negative argument of the Airy function,~A40! reduces to

k

~v jk
2 2 f i

2!1/2Ez̄jk

0

~N2~z8!2v jk
2 !1/2 dz85S j 2

1

4Dp,

~A41!

where j 51,2, . . . For thespecial caseN5No exp(z/B) this
integral can be evaluated analytically giving

kB

~v jk
2 2 f i

2!1/2F ~No
22v jk

2 !1/21OS v jk

~N0
22v jk

2 !1/2D G
5~ j 2 1

4!p. ~A42!

Neglect of the small correction term establishes the equiva-
lence between the two forms ofm2 given in Eq.~A5!. The
factor j in ~A5! applies to modes with no internal turning
depths;j 21/4 in ~A42! applies to modes with one internal
turning depth. This difference is of no consequence in any of
the results presented above.

Finally, we wish to point out that, although both the
local power spectrum and eigenfunction expansion descrip-
tions of inernal wave induced sound speed fluctuations in-
volve approximations, predictions based on the former are
consistent with numerical simulations based on the latter.
This consistency is perhaps best illustrated in Fig. 2 where an
individual realization of]dc/]z vs z at fixed x is plotted.
When (N/No)25/2(]dc/]z) is plotted as a function ofN0 /N,
the magnitude of the oscillations are nearly constant, consis-
tent with ~A18! and ~A1!, and the spacing between zero
crossings is nearly constant, consistent with~A24!. Both the
local power spectrum and eigenfunction expansion represen-
tations provide quantitatively useful descriptions of internal
wave induced sound speed fluctuations in the ocean.
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A spectral approach to 3-D object scattering in layered media
applied to scattering from submerged spheres
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A spectral formulation for 3-D object scattering in a layered medium is described. The formulation
is valid when the source and receiver are sufficiently far from the object that multiple scattering
between the object and waveguide boundaries can be neglected and the scattered field can be
expressed as a linear function of the object’s plane wave scattering function. An analytic expression
is then derived for the field scattered from a spherical object in a stratified medium. Since the
expression is in terms of 1-D wave number integrals, it is computationally efficient to implement,
allows detailed investigation of the scattered field in the vicinity of the object, and enables scattering
of evanescent waves to be incorporated by analytic continuation. Computations for a noncompact
sphere (1,ka) illustrate the essential characteristics of 3-D object scattering in a shallow but
multi-modal waveguide. Relative to free-space scattering, a significant decrease in the level of the
scattered field in the forward direction as well as a pronounced directional beaming effect in the
vicinity of the sphere are discovered. Another primary finding is that multistatic observations of the
scattered field, distributed over an azimuthal aperture greatly in excess ofp/(ka), will typically be
necessary to classify an object submerged in a shallow-water waveguide at ranges exceeding the
water column depth. ©1998 Acoustical Society of America.@S0001-4966~98!01010-8#

PACS numbers: 43.30.Dr, 43.30.Gv, 43.30.Bp@SAC-B#

INTRODUCTION

The purpose of this paper is to elucidate some essential
characteristics of 3-D scattering by potentially noncompact
(1,ka) objects in a shallow-water waveguide. To simplify
matters, it is assumed that the source and receiver are suffi-
ciently far from the object that multiple scattering between
the object and waveguide boundaries can be neglected and
the scattered field can be expressed as a linear function of the
object’s plane wave scattering function. These assumptions
are in keeping with both Ingenito’s modal formulation1 and
the more recent spectral approach of Makriset al. for scat-
tering from an object in a layered medium.2 The latter is
adopted in the present paper because accurate solutions can
be obtained for source and receiver locations that are much
closer to the object than in the former discrete modal formu-
lation. This makes way for a detailed investigation into the
3-D structure of the scattered field from relatively close
proximity to the submerged object out to horizontal ranges in
great excess of the water column depth.

Primary attention is given to the important special case
of scattering from a sphere in a layered medium. While the
sphere shares many basic 3-D scattering characteristics with
other objects, it also has a solution that is practical to imple-
ment. For example, separation of variables is fully exploited
to analytically express the field scattered from a sphere in a
layered medium in terms of 1-D wave number integrals. The
resulting expression is evaluated numerically to delineate
some fundamental characteristics of noncompact object scat-
tering in a shallow-water waveguide.

The spatial structure of the scattered field is then com-
puted as a function of range, depth, and azimuth so near to a
noncompact sphere that a directional beaming effect, appar-
ently peculiar to objects submerged in a shallow but multi-

modal waveguide, is discovered. A significant reduction in
the relative level of the scattered field in the forward direc-
tion, over what would be expected in free space, is also dis-
covered. The spatial structure of the scattered field at hori-
zontal ranges greatly in excess of the water column depth is
then analyzed. Implications for the remote classification of
general noncompact objects in a shallow waveguide are dis-
cussed. Additionally, estimates of the scattered field intensity
obtained by standard, but crude, target strength, and sonar-
equation analysis are found to be in drastic error. The present
formulation for a sphere, therefore, is expected to be espe-
cially useful in many canonical shallow-water active detec-
tion and estimation problems. For example, the solution has
already been used in simulating the coherent localization of
humpback whales3 and other submerged objects whose scat-
tered fields are buried in surface-generated noise.4

The problem of scattering from a 3-D object in a strati-
fied medium has been treated by a number of authors.1–11

Ingenito notes1 that work prior to his 1987 paper focuses on
adapting the T-matrix method to the waveguide problem.
The most comprehensive work of this period is that of Hack-
man and Sammelmann,6 who developed a modal solution
that includes the effect of multiple scattering between object
and waveguide boundaries, but which requires use of the
free-fieldGreen function and is restricted to media with con-
stant sound speed layers. As Hackman and Sammelmann
later note,7 Ingenito’s use of thewaveguideGreen function
greatly simplifies the problem whenmultiple scatteringbe-
tween the object and waveguide boundaries can be ne-
glected. Moreover, Ingenito’ssingle-scattermodel1 fully ac-
counts for waveguide propagation effects, such as multiple
reflections of the scattered field between waveguide bound-
aries, because it is based upon thewaveguideGreen function.
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As a result, multiple images of the object will appear at the
receiver. However, there will be no rescattering between
these multiple images in the single-scatter model because it
employs thefree-spacescatter function for the object. The
single-scatter approximation is typically valid when the ob-
ject is not too close to the waveguide boundaries, relative to
its scale and the wavelength,1,2,6–11and so is useful in many
practical scenarios.

The spectral formulation adopted here generalizes In-
genito’s single-scatter model. It was originally introduced to
investigate the plausibility of detecting and localizing sub-
merged objects by their perturbation of an ocean
waveguide’s ambient noise field.2 It has not been previously
applied to the standard 3-D object-scattering problem where
the source is restricted to an isolated point in the waveguide.
The primary advantage of the spectral approach is that it
enables the scattered field to be computed much closer to the
object than in previous modal formulations.1,6,7,9–11 More-
over, it has an extremely compelling physical interpretation.
Specifically, the source and receiver are assumed to be suf-
ficiently far from the object that its free-space scattering
function can be used to linearize the problem, as implied in
Ingenito’s original modal formulation.1 The field emanating
from the source is then decomposed into plane waves inci-
dent on the object. The object scatters each incident plane
wave into all directions by its free-space scattering function.
The scattered field from each incident plane wave then
propagates through the waveguide to the receiver in accord
with the waveguide Green function. The scattered fields from
each incident plane wave are coherently superposed to form
the total scattered field at the receiver. Just as the great prac-
tical advantage of Ingenito’s modal approach is its ease of
implementation by straightforward modification of existing
normal-mode propagation software,1 the spectral generaliza-
tion is advantageous because it can be easily implemented by
straightforward modification of existing wave number inte-
gration software. Like the modal approach, the spectral for-
mulation can be used to compute the scattered field from an
arbitrarily shaped penetrable objectas long as its free-space
scattering function is known either analytically, as is the case
for many simple shapes,12 or experimentally, as in submarine
target scattering.13 For example, Perkins, Kuperman, Tinker,
Heaney, and Murphy have employed Ingenito’s modal ap-
proach to treat the problem of scattering from a prolate
spheroid in a deep ocean waveguide.9,10 While the spectral
approach described here is for a harmonic source, it is
readily extended to the time domain by standard Fourier syn-
thesis.

In related work, Collins and Werby8 describe a parabolic
equation~PE! method for 3-D object scattering in the ocean.
The advantage of this approach is its ability to handle range-
dependent waveguides. A primary disadvantage is that the
3-D PE must generally be used to properly handle diffraction
about the object so that the entire 3-D field from the object
must be marched to the range of the receiver even if the
receiver is isolated at a single point in range, depth, and
azimuth. Additionally, Perkinset al.9,10 have used the adia-
batic approximation to extend Ingenito’s modal approach for
3-D object scattering to weakly range-dependent

waveguides. As in the original modal formulation, this ex-
tension is only valid when the range from the source, and
receiver, to the object is much greater than the waveguide
depth.

For economy, the notation of Ref. 2 is used here and in
the remainder of this article. For example, the object centroid
is at the center of all coordinate systems, as shown in Fig 1.
Source coordinates are defined by (x0 ,y0 ,z0), receiver coor-
dinates by (x,y,z) and coordinates on the surface of the ob-
ject by (xt ,yt ,zt) where the positivez axis points downward
and normal to the interfaces between horizontal strata. Spa-
tial cylindrical (r,u,z) and spherical systems (r ,u,f) are
defined by x5r sinu cosf, y5r sinu sinf, z5r cosu,
andr25x21y2. Wave number coordinates for the incident
(j ix ,j iy ,g i) and scattered field (jx ,jy ,g) are related to po-
lar and azimuthal propagation angles~a,b! by jx

5k sina cosb, jy5k sina sinb, g5k cosa, where the
horizontal wave number magnitude is defined byj25jx

2

1jy
2 and the wave number magnitudek equals the angular

frequencyv divided by the sound speedc. For example, the
phasek–r is explicitly written as

j–r1gz5kr@cosa cosu1sin a sin u cos~b2f!#.
~1!

I. AN APPROXIMATION FOR 3-D SCATTERING FROM
AN OBJECT OF ARBITRARY SHAPE IN A
LAYERED MEDIUM

The harmonic fieldFs(r ) scattered by an object can be
expressed in terms of the medium Green functionG(r ur t)
and incident fieldF i(r ) by Kirchhoff’s integral equation

FIG. 1. Geometry of an object, source and receiver in a horizontally strati-
fied medium. All coordinate systems are centered at the object centroid.
Each layeri is characterized by sound speedci , densityr i , and attenuation
ai .
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Fs~r !52E E
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@F i~r t!1Fs~r t!#
]G~r ur t!

]nt

1G~r ur t!
]

]nt
@F i~r t!1Fs~r t!#dAt , ~2!

whereG(r ur t) and F i(r ) each satisfy the Helmholtz equa-
tion, driven by a point source of unit strength at angular
frequencyv.

In many practical applications, however, a number of
simplifying assumptions can be made that lead to an approxi-
mate formulation that is both intuitively appealing and far
less computationally expensive to solve than Kirchhoff’s in-
tegral equation. This approximation is valid when:~1! the
propagation medium is horizontally stratified and range in-
dependent;~2! the object is contained within a layer whose
index of refraction can be well approximated as a constant;
~3! multiple reflections between theobject and waveguide
boundaries make a negligible contribution to the scattered
field at the location of a receiver; and~4! the range from the
object to the source, and receiver, is large enough that the
scattered field can be expressed as a linear function of the
object’s plane wave scatter function. This last assumption
often requires that the range from the object is much greater
than the object’s spatial extent.

While the field scattered from an object in a horizontally
stratified medium can always be expressed in terms of a 4-D
horizontal wave number transform, this approach becomes
particularly useful when the conditions listed above are sat-
isfied. Then the kernel of the spectral transform can be ap-
proximated as a function that is independent of the horizontal
positions of the source, potentially noncompact scatterer and
receiver. In this case, Makriset al.2 show that the scattered
field becomes

Fs~r !5
1

pk E E
2`

`

F~z,z0 ,j,j i !e
i ~ji–r01j–r! d2ji d2j,

~3!

where the kernel,

F~z,z0 ,j,j i !'C1~z0!C1~z!S~p2a,b;p2a i ,b i !

1C1~z0!C2~z!S~a,b;p2a i ,b i !

1C2~z0!C1~z!S~p2a,b;a i ,b i !

1C2~z0!C2~z!S~a,b;a i ,b i !, ~4!

is a function of the object’s plane wave scattering function in
free spaceS(a,b;a i ,b i),

12 and down-going~positive super-
script! and up-going~negative superscript! plane wave am-
plitudesC1(z0), C2(z0), C1(z), andC2(z). These plane
wave amplitudes depend explicitly on the depth of the source
or receiver, and implicitly on the depth of the object’s cen-
troid because the centroid is chosen to be at the origin of the
coordinate system. By spectral transformation, these ampli-
tudes can be used to express the incident field

F i~r tur0!5
1

2p E
2`

`

$C1~z0!eig i zt1C2~z0!e2 ig i zt%

3e2 i ji–~rt2r0! d2ji , ~5!

and waveguide Green function

G~r ur t!5
1

2p E
2`

`

$C1~z!eigzt1C2~z!e2 igzt%

3ei j–~r2rt! d2j, ~6!

in terms of up and down going plane waves. In the former
expression, the plane wave amplitudes relate transmission
from the layer of the point source to a receiver in the layer of
the object. In the latter they relate transmission from the
layer of the object to that of the receiver. They also depend,
therefore, on the magnitude of the horizontal wave number
and the boundary conditions at the interfaces between the
layers.

Equations~3!–~4! reveal a simple prescription for com-
puting the field scattered from an object in a layered medium
where preliminary propagation and scattering computations
are made independently. For example, to set up the propaga-
tion component of the calculation, the up- and down-going
plane wave amplitudes are computed just as they are for
point–source to point–receiver propagation in a range-
independent horizontally stratified media. Any of a number
of standard techniques can be used for this purpose.14,15 For
the scattering component, the object’s plane wave scattering
function in free space may either be already known, as is the
case for many simple shapes;12 it may be experimentally
measured, as for example in submarine target scattering;13 or
it may be computed by standard asymptotic methods.12 The
results of this preliminary analysis are then incorporated in
Eqs. ~3!–~4! and the scattered field is computed by wave
number integration.

Equations~3!–~4! are also intuitively appealing. The in-
cident field is decomposed into a continuum of up- and
down-going plane waves in accord with propagation in a
horizontally stratified waveguide, or specifically Eq.~5!. Any
one of these incident plane waves is scattered from the object
into a continuum of directions. This continuum of scattered
plane waves is then organized into an up-going and a down-
going set, as required by the waveguide Green function in
Eq. ~6!. When the approximation is valid, the total scattered
field is then just the integral of all plane wave components
scattered from every incident plane wave component.

II. SCATTERING FROM A SPHERICAL OBJECT IN A
LAYERED MEDIUM

To derive an expression for the field scattered from a
spherical object in a layered medium, Eq.~3! is first rewrit-
ten as

Fs~r !5
1

pk E
0

`

j djE
0

`

j i dj iE
0

2p

dbE
0

2p

db i

3F~z,z0 ,j,j i !e
i ~ri–j01r–j!, ~7!

where each 2-D integral is expressed in terms of polar coor-
dinates over the magnitude and direction of the respective
horizontal wave number vector. As a consequence of the
spherical symmetry of the object, a number of simplifications
can be made. To this end, the plane wave scattering function
for a spherical object is introduced.
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As shown in Appendix A of Ref. 2, the addition theorem
for spherical harmonics can be used to express the plane
wave scattering function for a sphere in free space as

S~a,b;a i ,b i !5 (
n50

`

f ~n!H PnS g

k D PnS g i

k D12 (
m51

n
~n2m!!

~n1m!!

3Pn
mS g

k D Pn
mS g i

k D cosm~b2b i !J , ~8!

where

f ~n!5 i ~21!n~2n11!an , ~9!

and the coefficient

an5
j n8~ka!2~rc/r tct!@ j n8~kta!/ j n~kta!# j n~ka!

hn8~ka!2~rc/r tct!@ j n8~kta!/ j n~kta!# hn~ka!
, ~10!

is determined by boundary conditions at the sphere’s surface
given internal densityr t , sound speedct , and wave number
kt5v/ct .16 Equation~8! is convenient for two reasons. First,
it factors the polar wave number components in such a way
that they can be easily integrated out. Second, it expresses
the vertical directionality of the incident and scattered waves

in terms of the vertical wave number magnitudes. These at-
tributes are essential for the scattered field to be expressed
exclusively in terms of integrals over the horizontal wave
number magnitudes. They also enable evanescent waves to
be incorporated by analytic continuation to horizontal wave
number magnitudes beyondk, which corresponds to imagi-
nary incident and scattered angles.

After substituting this scattering function in Eqs.~4! and
~7!, integrals over the horizontal wave number’s polar angle
are carried out with the aid of the easily proven identities

E
0

2p

dbE
0

2p

db i ei $j ir0 cos~b i2f0!1jr cos~b2f!%

5~2p!2J0~j ir0!J0~jr!, ~11!

and

E
0

2p

dbE
0

2p

db i ei $j ir0 cos~b i2f0!1jr cos~b2f!% cosm~b i2b!

5~2p!2 cosmp cosm~f02f!Jm~j ir0!Jm~jr!. ~12!

After some straightforward algebraic manipulation, the field
scattered from a sphere in a layered medium takes the form

Fs~r ,r0!5
~2p!2

pk (
n50

`

f ~n!

3H E
0

`FC1~z0!PnS 2
g i

k D1C2~z0!PnS g i

k D GJ0~j ir0!j i dj iE
0

`FC1~z!PnS 2
g

k D1C2~z!PnS g

k D GJ0~jr!j dj

12(
m51

n
~n2m!!

~n1m!!
cosm~f2f01p!

3H E
0

`FC1~z0!Pn
mS 2

g i

k D1C2~z0!Pn
mS g i

k D GJm~j ir0!j i dj iE
0

`FC1~z!Pn
mS 2

g

k D1C2~z!Pn
mS g

k D GJm~jr!j djJ J . ~13!

This formula is particularly useful for computational pur-
poses because it is expresses the 3-D field scattered from a
sphere solely in terms of 1-D wave number integrals. The
fourfold reduction in the dimensionality of the general spec-
tral transform of Eq.~3! is a consequence of the spherical
symmetry of the object. As a matter of practicality, the inte-
grals typically converge in shallow-water acoustic applica-
tions when the horizontal wave number magnitude reaches
an upper limit that exceeds, but is well within an order of
magnitude of,k, while the summations generally converge
after roughly 2ka terms are taken. It is noteworthy that the
first term, n50, of Eq. ~13! is the general solution for an
arbitrarily shapedcompactobject (l@a) in a waveguide.

To examine the ranges within which Eq.~13! is valid, it
is useful to consider the field scattered from a sphere in free
space

Fs~r !52 (
n50

`

i n~2n11!anhn
~1!~kr !Pn„cosu cosa i

1sin u sin a i cos~f2b i !…, ~14!

by an incident plane wave propagatingin the direction
(a i ,b i). Since

hn
~1!~kr !'~2 i !n11

eikr

kr
, ~15!

for kr@1 andkr.n, the scattered field can be approximated
by

Fs~r !'
eikr

kr
S~u,f;a i ,b i !, ~16!

for kr@1 andkr.2ka, or r .2a, since satisfactory conver-
gence typically occurs after 2ka terms are taken in Eq.~14!.
This approximation, therefore, can be a good one very close
to the sphere’s surface. For practical applications, it is usu-
ally valid well within the object’s nearfield since (2a)2/l
thresholds onset of the far field. By similar reasoning, the
Bessel functions in Eq.~13! can be approximated by their
asymptotic forms for large arguments.

For objects in a shallow-water waveguide, however, ne-
glect of multiple-scattering from the waveguide boundaries
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will sometimes lead to more stringent limitations on the
range within which Eq.~13! remains a valid approximation.
For most practical applications in shallow-water acoustics,
however, the effects of multiple-scattering between the ob-
ject and waveguide boundaries are only expected to be sig-
nificant over horizontal ranges within roughly two diameters
of the object centroid. They are expected to be most pro-
nounced when the object’s diameter is on the order of the
strata thickness, and negligible when the diameter is much
less than the strata thickness. Examples of multiple scattering
and errors introduced by neglecting it have been given in
Refs. 17 and 2.

III. SCATTERING FROM A SPHERICAL OBJECT IN A
SHALLOW-WATER WAVEGUIDE

A. Pekeris waveguide

Equation~13! is used to numerically compute the field
scattered from a spherical object in a shallow-water wave-
guide. For simplicity the waveguide is assumed to be Pekeris
with water column sound speedc151500 m/s, densityr1

51000 kg/m3, and attenuationa15331024 m21 overlay-
ing a sediment half-space of sound speedc251700 m/s, den-
sity r251900 kg/m3, and attenuationa25(0.1/l)m21. The
waveguide geometry is shown in Fig. 2. Analytic expres-
sions for the up- and down-going plane wave amplitudes of
the incident field and medium Green’s function are provided
in the Appendix.

Both the point source, of strength 0 dBre: 1 mPa at 1
m, and sphere centroid are located in the middle of the water
column so thatd5h/2 whereh5100 m. The source, located
at (x0524000 m, y050, z050), is therefore separated
from the sphere centroid by 4-km horizontal range. The ho-
mogenous sphere is assumed to have a radius ofa510 m
and to satisfy pressure release boundary conditions at its sur-
face. Computations are made at frequencyf 5300 Hz so that
the number of wavelengths that fit across the sphere’s cir-
cumference,ka, is roughly 12.6.

The results of the computations are shown in Figs. 3 and
4. To help understand their meaning, they are presented

along with a standard but crude sonar-equation approxima-
tion for the field scattered from an object in a waveguide

Fs~r !'
4p

k
G~r u0!G~0ur0!SS p

2
,w;

p

2
,f02p D , ~17!

where the scattering function, which determines target
strength and is plotted for the given object in Fig. 5, factors
from transmission coefficients to and from the object. This
type of approximation has been discussed by Ingenito.1 It
becomes valid in Eqs.~3! and~4! when propagation is effec-
tively horizontal, so thata i'a'p/2, and the incident and
received fields are effectively planar, so thatb i'f01p and
b'f. It also becomes valid for compact objects (a!l) re-
gardless of the waveguide’s modal structure, as can be seen
by takingonly the first term,n50, of Eq.~13! as the general
compact-object solution, noting thatzt must vanish for a
point target at the origin and that the plane wave scattering
function reduces tof (0) and so becomes independent of the
incident and scattered angles. At 300 Hz, however, propaga-
tion in the waveguide of Figs. 2–4 is far from horizontal and
the object is noncompact.

It is not surprising then that serious discrepancies arise
between the sonar-equation approximation and the spectral
formulation of Eq.~13!. In particular, the sonar-equation ap-
proximation drastically overestimates the overall level of the
scattered field, by tens of dB, as is evident in Fig. 3~a!–~b!,
where the scattered field is shown over a horizontal plane
slicing through the center of the water column. Thisabsolute
error ishighly sensitiveto slight variations in the location of
the source, target, and receiver, due to the complex interfer-
ence structure within the waveguide. The sonar-equation ap-
proximation also significantly overestimates the level of the
scattered field in the forward direction relative to other di-
rections. But this error isinsensitiveto slight variations in
source, target, or receiver locations because it is inrelative
level.

Besides the expected forward scatter beam of width
p/(ka), three other azimuthal beams of similar dimension
are observed in Fig. 3~b!. These fall within roughly two wa-
ter column depths horizontal range of the object, between
forward and backscatter directions. Since the beams are not
observed in Fig. 5, they have no analogue in free-space scat-
tering from an identical object. The beams apparently arise
as interference from multiple images of the object. Since the
beams are intimately related to the object’s noncompactness,
they are not present in the sonar-equation approximation.
The 3-D nature of these beams can be explored by consider-
ing the range-depth plots of Fig. 4, where drastic azimuthal
variations in the range–depth structure of the scattered field
are observed in the vicinity of the object. While multiple
images of the object are accounted for, as is consistent with
waveguide propagation, multiple scattering between these
images is neglected in the single-scatter formulation of Eqs.
~3! and ~4!. The field structure within roughly two object
diameters of the centroid, or roughly 40-m range, therefore
may not be very accurate. But this has no affect on the noted
beams which extend well beyond this range.

In the forward direction, Fig. 4~c!, two vertical beams
emerge from the object. The mean directions and relative

FIG. 2. Geometry of a spherical object in a Pekeris waveguide insonified by
a point source. To be consistent with subsequent calculations, the point
source and object centroid are shown at the center of the waveguide where
h5100 m, d550, and the sphere radius isa510 m.
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intensities of these two beams roughly correspond to those of
the equivalent up- and down-going plane waves for the most
dominant discrete modes of the incident field. The forward
scattered beamwidths can be interpreted as the convolution
of this bimodal incident plane wave spectrum with the Pois-
son cone,2,12 of angular widthp/(ka), for an individual
plane wave.

B. Implications for remote classification of general
objects submerged in shallow water

While the range-depth field structure predicted by the
sonar-equation approximation is in serious error in the vicin-
ity of the object, it becomes better with increasing range.
Apparently, as horizontal range increases, the bandwidth of
the vertical angular spectrum decreases, by bottom transmis-
sion and attenuation, to the point that it is on the order of or
less thanp/(ka). Beaming and interference effects arising
from the object’s noncompactness are thenno longer resolv-

able by vertical apertureswithin the waveguide, and the
range-depth structure converges to that of a monopole source
placed at the object centroid, as is evident upon comparison
of Fig. 4~a! with Fig. 4~b!–~d!. The full complexityof scat-
tering from a noncompact object in a multi-modal wave-
guide, however,is maintained by the azimuthal structureof
the scattered field regardless of range since no boundaries are
present to provide a similar reduction in bandwidth over azi-
muthal angle.

At ranges in great excess of the water column depth,
therefore, classification of the object by asingle vertical ap-
erturewould requirea priori knowledge of the aspect of the
object relative to the source and receiver, sinceonly the ab-
solute levelof the field can be used to characterize the object.
With anazimuthal aperture, on the other hand, classification
can be made at such distant ranges merely by examining the
normalizedspatial structureof the received field.

The implication here is that multistatic observations of

FIG. 3. Horizontal slice of the field scattered from a 10-m radius pressure release sphere, submerged in the middle of a 100-m-deep Pekeris waveguide, by
a harmonic point source also in middle of the waveguide at (x0524000 m, y050, z050) radiating atf 5300 Hz. Image plane cuts through the object
centroid placed in the middle of the waveguide.~a! For comparison, the sonar-equation approximation following Eq.~17! is shown for the noncompact object
(ka512.6). ~b! Single-scatter calculation using Eq.~13!.
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the scattered field, distributed over an azimuthal range
greatly in excess ofp/(ka), will typically be necessary to
classify an object submerged in a shallow-water waveguide
at ranges exceeding the water column depth. By reciprocity,
such multistatic observations may be made either by varying
the relative azimuth of the source or receiver.

C. Implications for measurement of the scattered
field

In reality, source signals have finite time duration. In
active sonar systems, time separation between the incident
and scattered waveform arrivals is generally built-in to the
operational geometry to insure that the incident field will not
significantly overlap the scattered field at the receiver, except
in the forward direction where no time separation is possible.
Time separation of this kind is often essential for the scat-
tered field to be measured by a singleomni-directionalsen-
sor because while the incident field only suffers spreading

loss from the source, the scattered field suffers spreading loss
from both the source to the object and from the object to the
receiver. Given adirectional sensor, with sufficient spatial
aperture, however, the scattered field can be distinguished
from the incident field even when there is no time separation
by exploiting differences in propagation direction and field
structure, as is done routinely in beamforming and matched
field processing.

For the specific harmonic example described in Sec.
III A, the total field, defined as the sum of the incident and
scattered fields, has a sound pressure level that differs from
the incident field by no more than a small fraction of a deci-
bel over the regions shown in Figs. 3–4. In other words,
relative to the incident field, the scattered field comprises an
extremely small contribution to the total field amplitude. The
reason for this can be understood better by analyzing the
scattered field where it is strongest, namely in the two for-
ward beams that appear in Fig. 4~d! within roughly one water

FIG. 4. Range-depth cross sections of the field scattered from a 10-m radius pressure release sphere, submerged in the middle of a 100-m-deep Pekeris
waveguide, by a harmonic point source also in the middle of the waveguide at (x0524000 m,y050, z050) radiating atf 5300 Hz. ~a! For comparison, the
sonar-equation approximation of Eq.~17! is shown with levels corresponding to the backscatter azimuth. For the given noncompact object, Eq.~17! incorrectly
yields range–depthstructurethat is invariant over azimuth and identical to point-source structure. To obtain the sonar-equation approximation at the forward
scatter azimuth, uniformly augment the level by 24 dB over the entire Fig. 4~a!. ~b!–~d! Single-scatter calculation using Eq.~13! at azimuths corresponding
to ~b! backscatter,~c! normal scatter, and~d! forward scatter. Range increases along the negativex axis in ~a! and ~b!, along the positive or negativey axis
in ~c!, and along the positivex axis in ~d!. In single-scatter calculations, range-depth structure correctly shows drastic variation over azimuth in the vicinity
of the noncompact object.
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column depth in range from the object. At any point in these
beams, theincident field is theconvergenceof a broad di-
rectional spectrumof incident plane waves, in keeping with
waveguide propagation from a distant point source. At the
same point within these beams, however, the scattered field
emanating from the object is in the process ofdiverging.
Moreover, as discussed in Sec. III A, each beam corresponds
to the forward scatter of only afraction of the incident spec-
trum, due to directional filtering by the object, whereas the
incident field is comprised of theentire incident spectrum,
by definition.

While the present harmonic analysis can be extended to
finite-time duration and broadband source signals by Fourier
synthesis, without loss of generality, it is already approxi-
mately valid fornarrow-bandwaveforms. For example, dis-
tinct narrow-band conditions can be given for the free-space
scattering and waveguide propagation problems, each of
which must be satisfied for the narrow-band approximation
to be made in the waveguide scattering problem. In the
former, the waveform’s bandwidth about the carrier fre-
quency must be much smaller than the ratio of the mean
sound speed to the object diameter, so that the spatial extent
of the signal pulse is much greater than that of the object. In
the latter, the Green function from the source to the object,
and similarly from the object to the receiver, must effectively
be constant within the signal band. This latter condition typi-
cally requires the bandwidth to decrease as the bistatic range
from source to object and from object to receiver increases.

IV. CONCLUSIONS

A spectral formulation for 3-D object scattering in a
layered medium is described. The formulation is valid when
the source and receiver are sufficiently far from the object
that multiple scattering between the object and waveguide
boundaries can be neglected and the scattered field can be
expressed as a linear function of the object’s plane wave

scattering function. Since these conditions are often satisfied
in active sonar problems, especially those involving remote
objects, and the formulation is relatively simple to imple-
ment, it is of practical value in a wide variety of ocean-
acoustic applications.

An analytic expression is derived for the field scattered
from a spherical object in a stratified medium. Since the
expression is in terms of 1-D wave number integrals, it is
computationally efficient to implement, allows detailed in-
vestigation of the scattered field in the vicinity of the object,
and enables scattering of evanescent waves to be incorpo-
rated by analytic continuation.

Computations for a noncompact sphere illustrate the es-
sential characteristics of 3-D object scattering in a shallow
but multi-modal waveguide. For example, a significant de-
crease in the relative level of the scattered field in the for-
ward direction, compared with free-space scattering, as well
as a pronounced 3-D beaming effect in the vicinity of the
sphere are discovered.

Another primary finding is that on vertical apertures, at
sufficiently large ranges from the object, the structure of the
scattered field converges to that of a monopole source placed
at the object centroid. This convergence occurs when the
bandwidth of the vertical angular spectrum decreases, by
bottom transmission and attenuation, to the point that it is on
the order of or less thanp/(ka). In this case only a constant
scale factor is available to classify the object, givena priori
knowledge of its aspect. As a result, multistatic observations
of the scattered field, distributed over an azimuthal aperture
greatly in excess ofp/(ka), will typically be necessary to
classify an object submerged in a shallow-water waveguide
at ranges exceeding the water column depth.

Finally, standard sonar equation analysis is found to be a
highly unreliable method for estimating the level of the field
scattered from noncompact objects submerged in shallow
water.

APPENDIX

For a Pekeris waveguide of thicknessh with object cen-
troid at vertical distanced from the air–sea interface, as
shown in Fig. 2, the plane wave coefficients for the incident
field F i(r ) are

C1~z0!5
1

4p ig i
S eig i ~z012d!2e2 ig i z0

11Rie
i2g i h D , ~A1!

C2~z0!5
Rie

i2g i h

4p ig i
S eig i z02e2 ig i ~z012d!

11Rie
i2g i h D , ~A2!

whenh2d>zt.z0 , and

C1~z0!5
1

4p ig i
S eig i ~z012d!1Rei2g i he2 ig i z0

11Rei2g i h D , ~A3!

C2~z0!52
1

4p ig i
S eig i z01Rei2g i he2 ig i ~z012d!

11Rei2g i h D ~A4!

whenz0.zt>2d. These are in terms of the reflection coef-
ficient between the water column and sediment

FIG. 5. The scattering function magnitudeuS(c)u for a pressure-release
sphere ofka512.6 is plotted as a function of the anglec between an
incident plane wavefrom the direction(u0 ,f0) of a source and a plane
wave scatteredin the direction ~u,f! of a receiver, where cosc5cos(p
2u0)cosu1sin(p2u0)sinu cos(f2f01p), and forward scatter occurs at
c50. For example,c5f whenu05p/2, f05p, andu5p/2, as is relevant
in Fig. 3.
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Ri5
r2g i /r1y i21

r2g i /r1y i11
, ~A5!

where the vertical wave number in the sedimenty i is defined
by k2(z)5y i

21j i
2. Water column attenuationa1 is included

by settingk(z)5v/c11 ia1 , wherec1 is the sound speed in
the water column. Sediment attenuationa2 is included by
settingk(z)5v/c21 ia2 , wherec2 is the sound speed in the
sediment.

Conversely for the Green’s functionG(r ur i ), the plane
wave amplitudes are

C1~z!5
1

4p ig S eig i ~z12d!1Rei2ghe2 igz

11Rei2gh D , ~A6!

C2~z!52
1

4p ig S eigz1Rei2ghe2 ig~z12d!

11Rei2gh D , ~A7!

for h2d>z.zt , and

C1~z!5
1

4p ig S eig~z12d!2e2 igz

11Rei2gh D , ~A8!

C2~z!5
Rei2gh

4p ig S eigz2e2 ig~z12d!

11Rei2gh D , ~A9!

for zt.z>2d.
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The visco-thermal absorption of sound by suspended particulate matter can be reliably measured
using a reverberation technique. This absorption may have an adverse effect on the performance of
sonars operating at 50–300 kHz in coastal waters where suspensions are often present in significant
concentrations. A series of experiments has been performed to study the viscous absorption by
suspensions in the frequency range of 50–150 kHz. In the test volumes employed, the effect is
small. It is therefore measured by taking the difference in reverberation times of a volume of water
with and without particles. This greatly reduces the effect on the measurement of the other sources
of absorption. Even so, it is necessary to design the experiment to characterize and minimize
acoustic losses which occur at the surfaces of the container, the hydrophones, and their cables, and
losses associated with bubbles and turbulence. These effects are discussed and results for particulate
absorption for suspensions of spherical glass beads are presented and compared to theoretical
predictions. Measured absorption agrees well with that predicted by theory for concentrations above
0.5 kg/m3 and up to 2.0 kg/m3. @S0001-4966~98!01610-5#

PACS numbers: 43.30.Es, 43.35.Bf@DLB#

INTRODUCTION

The acoustic absorption properties of suspended particu-
late matter in natural bodies of water are not well character-
ized, although there are a number of applications~e.g., naval
mine-hunting sonars, acoustic Doppler current profilers!
where such knowledge would be important, particularly in
shallow water in the frequency range 50–300 kHz. Typical
suspensions contain particles in the size range 1–100mm
where a variety of shapes and concentrations from 0.1 kg/m3

up to 4 kg/m3 are possible. They are liable to produce sig-
nificant absorption losses.1 There may also be the potential
for flocculation and turbulence. The acoustic absorption of
such systems is not known and, if models or inversion pro-
cedures are to be successfully implemented, must be
quantified.2

There are many potential contributory factors to signal
loss in the water column. Most of the work concerning sus-
pensions has focused on scattering. Absorption from certain
phenomena other than particles is, by comparison with par-
ticulate absorption, well understood. Within the water col-
umn, temperature, salinity, pressure, and the concentrations
of absorbed gas may vary, affecting the overall acoustic
absorption.3 If bubbles are present, they may contribute sig-
nificantly to the loss of acoustic energy through thermal and
viscous effects, and also through acoustic re-radiation.4,5 It is
possible to incorporate such factors individually into a de-
scription of the acoustic absorption. For deployments in the

environment in question, however, it may not be sufficient
simply to quantify the contribution from the suspended par-
ticulate matter: The possibility of synergy between these fac-
tors should be explored. There is, for example, an association
between suspended particulate matter and the stabilisation of
gas pockets.6

This paper presents results from an experimental study
which aims to quantify the viscous absorption associated
with suspended particulate matter. Recent theoretical de-
scriptions of the phenomenon have been published by two of
the authors,1,7 and these are compared here with experimen-
tal measurements. The viscous absorption effects of the sus-
pensions, once determined, can be incorporated into acoustic
propagation models.

I. THEORY

The theory for visco-thermal attenuation by particles is
well established and has been presented in some detail
previously.1,7 A brief synopsis is given here for clarity.
Sound propagating in seawater is attenuated via a number of
mechanisms such that the intensity,I, after propagation over
range,r, is given by

I 5I 0e22ar , ~1!

where a is the volume attenuation coefficient of the sea-
water. In this equationa is in units of Nepers/m but units of
dB/m have been used in the remainder of the paper. The total
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attenuation is the sum of the attenuation due to clear sea-
water,aw , and that due to scattering and viscous absorption
by the suspended sediment,as andan , respectively, i.e.,

a5aw1as1an . ~2!

Sound absorption in clear seawater is itself the sum of ab-
sorption due to pure water and ionic relaxation processes
involving boric acid and magnesium sulphate. One expres-
sion for the seawater absorption term commonly employed is
given by Fisher and Simmons,8 which was derived from
laboratory data using Lyman and Fleming artificial
seawater.9 A more recent and arguably more complete ex-
pression is given by Francois and Garrison.3 The boric acid
relaxation frequency isO$1 kHz%, while that for magnesium
sulphate isO$100 kHz%. Both are temperature andpH de-
pendent. For the frequency range of interest in this study
only magnesium sulphate would make a significant contribu-
tion to the total attenuation and its behavior is well docu-
mented. Since the experimental protocol involved minimiz-
ing as far as practicable sources of absorption other than
particles, the water used in the current study was filtered and
degased.

Attenuation from scattering is due to sound energy being
reflected and diffracted from the main propagation path by
the suspended particles. A number of models for scattering
exist. The scatterers can be modeled as homogeneous
spheres, which may be rigid and movable, rigid and immov-
able, or elastic.10,11 From the point of view of a closed re-
verberation volume, however, as is used experimentally here,
scattering does not produce an attenuationper se. This is
because, if the walls are perfectly reflecting, the acoustic
energy would remain within the volume and continue to be
attenuated by other loss mechanisms.

The method of attenuation of interest here is that due to
viscous absorption which occurs in the viscous boundary
layer surrounding the particles. The boundary layer is gener-
ated because the acoustic wave causes out-of-phase move-
ment between the fluid and the particle which creates a ve-
locity difference between the two. Unlike scattering, where
the acoustic impedance mismatch at the particle surface is of
importance, viscous absorption is an inertial effect governed
by the density difference between the fluid and particle. Be-
cause of this, it is not possible to use neutrally bouyant par-
ticles as they would simply move in-phase with the fluid and,
thus, create no viscous boundary layer. Using Urick’s12 ex-
pression for the viscous absorption coefficient, and taking the
attenuation to be constant along the path length and assum-
ing all particles are the same size, the attenuation coefficient
due to viscous absorption may be expressed as

an5~10 log e2!S ek~s21!2

2 F s

s21~s1d!2G DdB/m,

~3!

where

d5
1

2 F11
9

2baG , ~4!

s5
9

4ba F11
1

baG , ~5!

s5rs /r0 , b5Av/2n is the reciprocal of the viscous skin
depth,rs andr0 are the densities of the particulate and fluid,
respectively,n is the kinematic viscosity of the ambient fluid,
e is the volume concentration of particulate,a is the particle
radius,k is the acoustic wave number, andv is the angular
frequency of the incident pressure wave. The first term on
the right-hand side of Eq.~3! is a constant which converts
attenuation from Nepers/m to dB/m.

In this theory the assumption is made that the attenua-
tion depends linearly on sediment concentration. Urick12

showed that this linear dependence is valid up to volume
concentrations of about 8%–9%. Below this concentration
the suspension may be considered to be dilute, meaning that
the effects of particle interaction, such as multiple scattering,
may be ignored. The maximum mass concentration consid-
ered in this paper is 2 kg/m3, which for quartz particles cor-
responds to a volume concentration of about 0.08%. The
suspensions may therefore be considered to be dilute and the
assumption of linear dependence on concentration is taken to
be valid.

II. EXPERIMENTAL METHOD

The use of reverberation time to determine the attenuat-
ing characteristics of fluids has been credited by Kurtze and
Tamm13 to the work of Meyer and Skudrzyk. Differences in
decay rates for a given volume of fluid may be equated to
variations in the absorptive properties of the fluid and the
boundaries of the volume. Preliminary tests14 in the current
study were performed in a large, thick-walled plastic tank
containing approximately 0.6 m3 of water. Decay traces from
this apparatus were compared to traces taken from a smaller
system comprising a suspended polythene bag containing
only 16 l of water. Although the ratio of surface area to
volume was increased in the smaller system, the reverbera-
tion time increased, emphasizing the importance of reducing
the losses at the boundaries in order to maximize the relative
losses in the fluid. It should be noted here that the attenuation
of pure water at 20 °C and 1 atm is only 0.002 dB/m at 100
kHz according to Fisher and Simmons.8 Clearly any reduc-
tion in the boundary losses will greatly improve the estima-
tion of the fluid losses.

The system used is shown in schematic form in Fig. 1.
The signal generation, data acquisition, and signal processing
are controlled by a personal computer runningLABVIEW soft-

FIG. 1. Schematic diagram of the experimental apparatus.
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ware. The output signal is sent to a power amplifier and then
to a Brüel & Kjær 8103 hydrophone. Signals are received by
a second 8103 hydrophone and are monitored, after suitable
amplification, by a LeCroy digital storage oscilloscope and
are finally transferred to the computer via a GPIB interface
for storage and analysis. The 16l of water is contained in a
thin-walled polythene bag which is supported on a sus-
pended ring. This provides an approximation to a pressure
release surface around the whole volume, thus minimizing
boundary losses. A mechanical stirrer is used to lift the par-
ticulate into suspension and is removed while data are being
recorded. The dynamic concentration of the suspension can
be monitored using a light scattering sensor~LSS!. This
monitors the settling out from suspension of the particulate.
The acoustic and LSS measurements are performed sepa-
rately as the presence of the LSS and the stirrer in the sus-
pension represent additional absorbing surfaces which make
measurement of the particulate contribution more difficult.

To measure the reverberation time of the volume it is
necessary to record the decay of a sound field as a function
of time. Ideally, the reverberation time is determined from
the decay of a diffuse sound field. A diffuse sound field is
one where the average energy density is the same throughout
the volume considered and all directions of propagation are
equally probable.15 The onset of a diffuse sound field in an
enclosure can be described by the Schroeder cutoff fre-
quency. This gives an indication of the lowest frequency at
which the modal density is sufficient to constitute a diffuse
field. The Schroeder cutoff frequency,f Sch, can be expressed
as16

f Sch5S c3

4 ln 10D
1/2S T

VD 1/2

, ~6!

where T is the reverberation time of an impulsive noise
source~i.e., the time for the sound pressure level to fall by 60
dB!, c is the speed of sound in the fluid, andV is the volume
of the enclosure. Values off Sch for the system used were
between 50 and 75 kHz. This is near the lower limit of the
frequency range under consideration in this project.

Two techniques have been used to generate a sound
field: an impulse and a burst of uniform white noise. Both
these techniques produce a broadband sound field. The ad-
vantages of a long burst are that the sound field is given time
to build up to a constant level before being cut. This im-
proves the signal-to-noise ratio. Also, because there is a
more uniform sound field, the decaying sound field is less
prone to large perturbations due to direct reflections and par-
ticular modes of the volume.

A typical test sequence consists of the suspension being
stirred until the particulate is homogeneously spread
throughout. The time for this to occur can be verified by the
LSS and is of the order of a few seconds. Care must be taken
to ensure that particulate does not collect in the eddies gen-
erated in the corners of the bag adjacent to the bottom seam
during the stirring. Ten noise bursts are sent to the emitting
hydrophone and their responses are recorded by the com-
puter. The test sequence takes approximately 35 s. This is
about the time limit before there is a significant change in the
suspended particulate concentration as measured by the LSS.

Figure 2 shows a typical LSS output. In this instance the
stirrer was turned on at 12 s and off at 32 s. The particle
concentration is more accurately determined by weighing in
the particulate to give the desired suspension concentrations.
The LSS is simply used to verify the mixing and settling
processes prior to acoustic tests being performed.

The particle size distribution was also determined inde-
pendently of the acoustic tests by analyzing a sample of the
particulate in a laser diffraction analyzer. This determines the
volume distribution of particles over the size range, 0.4mm–
1000 mm. The dynamic variation of the particle size distri-
bution cannot, however, readily be obtained by this method
as a relatively substantial volume of water must be taken
from the suspension. This would obviously affect the rever-
beration characteristics of the volume. Figure 3 shows the
particle size distribution for the glass beads used in this
study.

The decay rates were determined by applying the
method of integrated impulse response17 ~IIR! to the sound
field from the time that the driving signal was cutoff. This
method was used, even for signals derived from nonimpul-
sional sources, as it gave a smooth estimate of the decay rate.
The value of the integrated impulse response represents the
ensemble average of the squared noise responses at timet
5t8 after the onset of decay which is equal to the squared
tone-burst response integrated from timet5t8 to t5` or, in
practice, to when the background noise level is greater than
the signal of interest. The practical implementation of this
method is as follows. The response of the volume to the
burst of random noise~which contains the frequency range
of interest! is squared, then backward integrated from an
upper time limit~some time before the response is exceeded

FIG. 2. Variation of suspended particulate concentration with time for a
2.0-kg/m3 suspension.

FIG. 3. Particle size distribution for glass beads.
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by the background noise! to the lower time limit when the
sound burst was cut off. This produces the IIR curves shown
in the results section. The slope of this curve is determined
from a linear regression over the initial, linear part of the
curve. Typically, the lower time limit for the linear regres-
sion was 10 ms after the sound was cut off~the burst lasted
20 ms! and the upper limit was variable, the choice depend-
ing on the rapidity of the decay and the linearity of the re-
sponse.

Post-processing of the results involved performing the
IIR analysis at each of the desired frequency bands. The raw
data were filtered after acquisition using a Butterworth band-
pass filter in 10-kHz bands over the frequency range 50–150
kHz. Above this frequency, the response becomes increas-
ingly nonlinear making it difficult to obtain an estimate for
the linear decay of the sound field. The data were also re-
duced into time bins which represent the rms of the signal for
a user-defined number of samples. This was typically 100
samples. The sampling frequency of the oscilloscope was
500 kHz and the sample duration was 0.2 s.

Measurements were made on particulate-free water and
then on water containing varying concentrations of glass
beads. Prior to experimentation, the water was passed
through a reverse osmosis system, then filtered to remove
any remaining particulate matter. The water was then de-
gased under vacuum and the level of dissolved oxygen was
monitored throughout the test to see what effect the addition
of particles or the stirring process had. The dissolved oxygen
content varied from 51% to 65% over the course of the mea-
surements~approximately four hours!. No bubbles could be
detected. The glass beads have a high sphericity and are,
thus, representative of the spherical particles used in the the-
oretical modeling. The difference in reverberation of the two
systems determines the contribution of the particles to the
total absorption according to the following analysis.

Determination of absorption from reverberation times

The decay of a diffuse sound field where absorption oc-
curs at the boundary and within the propagating medium is
characterized by the reverberation time,T, given by18

T5
55.3V

c~A18aV!
, ~7!

whereA is the total sound absorption at the boundaries of the
volume, anda is the attenuation coefficient of the fluid in
Nepers/m. The quantityA5Sā is expressed in units of met-
ric sabin, m2, whereS is the surface area of the volume~m2!
and ā is the average Sabine absorptivity~dimensionless!.
The first term in the brackets,A, represents the sound absorp-
tion at the boundaries; the second term, 8aV, is the absorp-
tion in the medium. IfTw andTs are the reverberation times
of the particulate-free water and the water containing the
particulate, respectively, then the difference in the attenua-
tion coefficients of the fluids,Da, in dB/m is given by

Da5~10 log e2!
55.3

8c S 1

Ts
2

1

Tw
D . ~8!

This represents the attenuation due to the addition of the
particulate. This equation makes three important assump-
tions:

~i! that the speed of sound of the suspension stays con-
stant as particles are added;

~ii ! that the volume remains constant; and
~iii ! that the addition of the particles does not affect the

absorptivity of the boundaries.

The sound speed in suspensions can be calculated by using
the formulation developed by Ahuja.19 Assuming a rigid par-
ticle ~i.e., the particle ‘‘viscosity’’ is much greater than the
fluid viscosity!, then the change in sound speed for the sus-
pensions considered in this work is less than 0.01%. The
volume fraction of a 2-kg/m3 suspension of glass beads hav-
ing a density of 2400 kg/m3 is only 0.08%, so that the as-
sumption of constant volume is reasonable. Finally, if
changes in acoustic impedance are principally responsible
for changes in behavior at the boundary, then the product of
the change in density and change in sound speed of the par-
ticulate suspension represents an error of less than 0.1%.
Thus the properties of the bag can be assumed to have almost
no contribution to the sound transmission at the boundary.
This is reasonable to assume as the walls of the bag are thin
~0.03 mm!, certainly in terms of the wavelengths under con-
sideration, and there is very little acoustic impedance mis-
match with the water. Hence, the walls will move in phase
with the water and be virtually acoustically transparent. The
bag itself acts like an approximately pressure release surface
and any change in behavior at the boundary will be due to
changes in the properties of the fluid. There may be viscous
boundary layer losses at the bag but these will be consistent
between the clearwater and particulate suspension cases.
These losses, along with losses due to the presence of the
hydrophones, prevent a simple measurement of the absolute
attenuation of the fluid as is the case for other measurement
systems such as a spherical resonator, as noted by one of the
early workers in that field.13

III. RESULTS

A series of tests was performed on water and glass bead
suspensions with concentrations from 0.25 to 2.0 kg/m3 in
steps of 0.25 kg/m3. Figure 4 shows typical binned time
traces and their corresponding IIR curve at 100 kHz for pure
water and a 1.0-kg/m3 suspension of glass beads. The IIR
curve clearly represents the decay rate of the sound energy in
the volume. They-axis scale is the sound pressure level
~SPL! in dB re: 1 mPa. The two curves are offset because of
the processing performed to obtain the IIR curve. At this
frequency there is almost a 60-dB dynamic range. The output
burst lasted 20 ms and the increase in the sound pressure
over this time can be observed in the figures. The effect of
the particulate is clearly seen. Note that for presentation pur-
poses the time over which the IIR has been applied has been
extended to cover the whole sample period, hence the tailing
off of the IIR curve once the signal approaches the back-
ground noise level.

Figure 5 shows the reverberation time variation as the
particulate concentration is increased. Each curve represents
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the mean of three tests of ten pings each. Also shown are two
curves for pure water: one for calm water and a second for
stirred water. As the test suspensions containing particulate
must be stirred, the stirred water response was taken as the
reference signal for the subsequent calculation of the particu-
late attenuation. The error bars on the pure water curves
represent the uncertainty in measuring the reverberation time
at one point rather than throughout the volume. This is dis-
cussed fully in the following section. For clarity, only every
other concentration is shown in Fig. 5. The decreasing trend

in reverberation time with increasing particulate concentra-
tion is quite apparent.

The reverberation times are converted to changes in at-
tenuation according to Eq.~8! and are then normalized with
respect to particle concentration. The units of dB m2/kg can
be converted to dB/m via multiplication by the given con-
centration. They can then be compared to a theoretical pre-
diction @Eq. ~3!# which has been calculated for a 1-kg/m3

suspension having the same particle size distribution as
shown in Fig. 3. The normalized attenuation due to the par-
ticles is shown in Fig. 6 at each of the measured concentra-
tions. For all data, the theoretical prediction lies within two
standard deviations of the data, and in most cases, within
one. As expected, the magnitudes of both the uncertainty and
the discrepancy between the data points and theory increase
at the lowest concentrations. Appreciation of the errors is
extremely important in interpreting these results, and these
are discussed in the next section.

IV. DISCUSSION

The previous results show that this simple system is ca-
pable of producing reliable results for particulate suspensions
once there is sufficient difference between the reference pure
water signal and the particulate suspension signal. Taking a
difference in this way in principle eliminates the effects of
other loss mechanisms, such as the boundaries and the hy-
drophones. However, their effects should be minimized in
order to enhance the behavior of the particulate attenuation.
That is why the suspended thin-walled bag has been devel-
oped as opposed to using a solid containment vessel.

The principal difficulty of measuring the behavior of this
type of suspension is maintaining the particulate in suspen-
sion. By stirring, the suspension becomes well mixed and the
particulate remains suspended for a sufficiently long time to
enable the measurements to be taken~see Fig. 2!. However,
the stirring process may affect the acoustics of the water
volume, even when there is no particulate present. Acoustic
energy may be absorbed by isotropic turbulence through per-
turbation of the turbulence field by the acoustic wave, lead-
ing to anisotropic Reynolds stress. Within the time taken for
the Reynolds stress to return to isotropy, turbulent kinetic
energy will have been redistributed among turbulence com-
ponents as it cascades from the large scale to the dissipation
scale, resulting in a net loss of energy from the acoustic
wave. Noir and George20 obtained an expression for the ab-
sorption coefficient resulting from this effect which may be
used to estimate the absorption as a function of the rate at
which turbulent kinetic energy in the system is dissipated.
Consideration of the maximum rate of kinetic energy sup-
plied by the mechanical stirrer leads to estimates of the tur-
bulence absorption coefficient which areO$1028 dB/m%,
which is several orders of magnitude smaller than the mea-
sured attenuation coefficient and the predicted viscous ab-
sorption coefficient. The effect of turbulence is also several
orders of magnitude smaller than the error associated with
the comparison between stirred and calm water in Fig. 5. It is
therefore concluded that the effect of sound absorption by
turbulence may be neglected in the present system.

FIG. 4. Typical binned time traces at 100 kHz for reverberation time cal-
culation ~upper trace! with their corresponding integrated impulse response
curve ~lower trace! for ~a! pure water, and~b! a 1.0-kg/m3 suspension of
glass beads.

FIG. 5. Reverberation time for calm and stirred pure water and for various
concentrations of glass beads. Error bars for water curves represent uncer-
tainty due to measurement at a single location.
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Ideally the sound field would be measured at a number
of places in order to obtain a spatial average throughout the
bag. This would verify that the sound field was indeed dif-
fuse and would give an indication as to how the settling
process affects the attenuation. Measurements have been per-
formed on pure water to assess the assumption of a diffuse
sound field. However, the mere fact that more of the hydro-

phone was inserted into the water caused a very significant
change in the level of absorption. For every 10 cm of cable
inserted the increased absorption was of the same level as
that due to 1 kg/m3 of the particulate used in this study. It
was, therefore, not possible to perform a volume average of
the sound field. Instead the sound field was measured at a
number of points at the same depth so that the same amount

FIG. 6. Normalized particulate attenuation at the indicated concentrations compared to the prediction~solid line!. Because of the normalization the prediction
is always the same. An explanation of the error bars is given in Sec. IV.
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of hydrophone was in the water. One standard deviation of
these tests was equivalent to a 4% error in the estimation of
the reverberation time if it were measured at one location
rather than averaged in a plane. Error bars of 4% are shown
for the calm and stirred water reverberation traces in Fig. 5.
These show that the variation in reverberation due to stirring
is within the range of error due to single location measuring.
Other sources of error, such as the variation of the speed of
sound with temperature, the estimation of the concentration
based on the weight of added particulate, and the measure-
ment of the water volume, were all significantly less than this
and generally less than 1%. The error bars in Fig. 6 are,
therefore, calculated using a 4% error in the measurement of
the reverberation time and the cumulative error in the esti-
mate of the suspension concentration, even though the ping-
to-ping variation for reverberation measurements made at
one location is less than 1%. It is clear from Fig. 6 that as the
difference in the reverberation time between the reference
pure water signal and the particulate suspension signal in-
creases, the relative error in the attenuation, even after nor-
malization, decreases.

The data in Fig. 6 support the trend predicted by theory
~i.e., absolute values of attenuation and its gradient with re-
spect to frequency!. The contribution from random and sys-
tematic errors are such that it is not valid to suggest other
trends which, at first sight, may appear to be present. For
example, the necessarily inexact nature of the reference sig-
nal which is subtracted from each particulate measurement
will impose artificial trends~such as a peak at 80 kHz! in the
experimental results.

An alternative method of measuring the attenuation in
fluids is the spherical resonator. The error in the measure-
ment of absorption using this technique has been estimated21

at 15%, which is of similar magnitude to the error for the
normalized attenuation with this technique for suspensions
with concentrations above 1.0 kg/m3. Another technique for
measuring attenuation in suspensions, the Kramers–Kronig
technique,22 is not applicable to the levels of attenuation ob-
served in the suspensions under consideration here.

V. CONCLUSION

A series of reverberation tests performed on particulate-
free water and water containing various concentrations of
spherical glass beads has shown that the attenuation due to
the particles is a readily measurable parameter using this
technique. The measured attenuation agrees well with that
predicted by theory for suspensions with a concentration
greater than 0.5 kg/m3 and improves as the difference in
reverberation time increases.
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Acoustic scattering experiments involving simultaneous acquisition of broadband echoes and video
footage from several Antarctic krill were carried out to determine the effect of animal orientation on
echo spectral structure. A novel video analysis technique, applied to extract krill angle of orientation
corresponding to each insonification, revealed that echo spectra from krill near broadside incidence
relative to the incident acoustic wave exhibited widely spaced, deep nulls, whereas off-broadside
echo spectra had a more erratic structure, with several closely spaced nulls of variable depth. The
pattern of changes in echo spectra with orientation for the experimentally measured acoustic returns
was very similar to theoretically predicted patterns based on a distorted wave Born approximation
~DWBA! model. Information contained in the broadband echo spectra of the krill was exploited to
invert the acoustic returns for angle of orientation by applying a newly developed Covariance Mean
Variance Classification~CMVC! approach, using generic and animal-specific theoretical and
empirical model spaces. The animal-specific empirical model space was best able to invert for angle
of orientation. The CMVC inversion technique can be implemented using a generic empirical model
space to determine angle of orientation based on broadband echoes from individual zooplankton in
the field. © 1998 Acoustical Society of America.@S0001-4966~98!05109-1#

PACS numbers: 43.30.Sf, 43.30.Pc@DLB#

INTRODUCTION

Antarctic krill provide a direct trophic link between the
primary producers and the top predators~seabirds, whales,
seals! of the Southern Ocean~Everson, 1977; El-Sayed,
1988; Nemotoet al., 1988; Permitin, 1970!. In addition, a
commercially important krill fishery became established
about 20 years ago, peaking in the early 1980s with landings
of over 500 000 metric tons~Nicol and de la Mare, 1993!.
BecauseEuphausia superbaplays such a central ecological
role in the Antarctic marine food web, affecting the breeding
success of the top predators that rely on it as a food source
~Croxall et al., 1988!, it has become increasingly important
to assess and manage the impact of the fishery on krill
stocks. Consequently, accurate knowledge of krill distribu-
tion, abundance~biomass!, and production is necessary in

order to characterize the trophic interactions in the Southern
Ocean food web, as well as to successfully manage krill
stocks as a resource.

Conventional methods for estimating zooplankton biom-
ass include measurement of displacement volume, wet
weight, dry weight, or carbon~see Wiebeet al., 1975! from
net ~e.g., MOCNESS-Wiebeet al., 1985! or pump ~Miller
and Judkins, 1981! samples. As a result of the spatial patchi-
ness of zooplankton populations in the ocean and extreme
temporal variability in their abundance, it is estimated that
there can be as much as seven orders of magnitude of vari-
ability in biomass on the spatial and temporal scales impor-
tant for populations of macrozooplankton~Huntley and Lo-
pez, 1992!. For example, Antarctic krill are distributed over
a vast area of ocean, aggregating in patches, shoals, schools,
swarms, and superswarms, which can cover many square km
and extend to 200-m depth, displaying complex, small-scale,
horizontal, and vertical structure~Nicol and de la Mare,
1993!. Conventional techniques for biomass estimation~nets,
pumps, trawls! are not suited for simultaneous sampling of
the entire water column over the relevant scales, nor to re-
solving ecologically important small-scale patterns of krill
distribution. To make more accurate biomass estimates,
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kovski, Woods Hole Oceanographic Institution, MS 32, Woods Hole, MA
02543, Electronic mail: lmartin@whoi.edu, Tel.:~508! 289-2750, Fax:
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high-resolution ~;1 m! instruments capable of mapping
variation in zooplankton biomass on large vertical~10–100
m!, horizontal ~100–1000 km!, and temporal ~days to
months! scales are required. The use of high-frequency
acoustics to make volume backscatter measurements of the
water column has made it possible to do rapid, high-
resolution, broad-scale synoptic surveys of krill abundance
over the time and space scales of interest.

Traditional acoustic biomass estimation methods have
employed single-frequency acoustic measures in conjunction
with either theoretical models~e.g., Greenlaw, 1979! or em-
pirical regression relationships between acoustic backscatter
and biomass collected in simultaneous net samples~e.g.,
Flagg and Smith, 1989!. Attempts to use volume backscatter
measurements of the ocean as indicators of zooplankton
type, size, and biomass rely on the accurate acoustic charac-
terization of the zooplankton species of interest. Biomass
estimates based on simple regression curves or on single-
frequency echo energy measurements may be subject to large
errors, particularly if important factors such as species-
specific material properties, morphology, and animal orien-
tation are overlooked. Much effort has been put toward char-
acterizing the acoustic target strength of krill for the
purposes of species identification, animal size classification,
abundance estimation, and acoustic signal separation. Single-
frequency target strength measurements have been made of
krill and other elongated crustacean zooplankton~other eu-
phausiids, shrimp!, both experimentally constrained~by teth-
ering or encagement, e.g., Greenlaw, 1977; Kristensen and
Dalen, 1986; Eversonet al., 1990; Foote, 1990; Footeet al.,
1990; Wiebeet al., 1990; Demer and Martin, 1995! and in
situ ~e.g., Hewitt and Demer, 1991, 1996!. To obtain target
strength information over a wide range of frequencies simul-
taneously, as well as to elucidate the frequency dependence
of the scattering from elongated crustacean zooplankton,
broadband insonifications have been made of tethered deca-
pod shrimp~Palaemonetes vulgaris! as well as a species of
euphausiid~Meganyctiphanes norvegica! found in the North-
west Atlantic~Chu et al., 1992; Stantonet al., 1994a, 1996!
using a broadband chirp sonar. These single-frequency and
broadband measurements have been used to develop and cor-
roborate empirical and theoretical scattering models.

Empirical models~e.g., Greeneet al., 1991! have relied
on relating a single parameter~e.g., zooplankton size or wet
weight! to acoustic target strength through a simple regres-
sion relationship. Initial theoretical scattering models for
zooplankton~including elongated crustacean zooplankton!
were based on the Anderson~1950! fluid sphere model~e.g.,
Greenlaw, 1977, 1979; Johnson, 1977; Penrose and Kaye,
1979!, which accounted for animal size and material proper-
ties. The first scattering model to consider the elongate and
deformable morphology of some of the crustacean zooplank-
ton was developed by Stanton~1988a,b, 1989a,b! to describe
the scattering of sound by arbitrarily deformed cylinders of
finite length. It became widely recognized that in addition to
animal size and shape, animal orientation could have signifi-
cant effects on the scattering from these elongated plankton
~Greenlaw, 1977; Sameoto, 1980; Samovol’kin, 1980; Ever-
son, 1982; Kristensen and Dalen, 1986; Chuet al., 1993!.

The theoretical models were further developed and refined
~Stantonet al., 1993a,b, 1994a,b, 1996!, and this orienta-
tional dependence was incorporated by describing scattering
from these elongated zooplankton at normal incidence and at
a distribution of orientations near broadside incidence using
an approximate ray summation model~which takes advan-
tage of the fact that many crustacean zooplankton behave
acoustically as weakly scattering bent fluid cylinders!. A
more precise alternative to these ray models was developed
for weakly scattering elongated zooplankton of arbitrary
shape at all angles of orientation using a formulation based
on the distorted wave Born approximation~DWBA! volume
integral~Chuet al., 1993; Stantonet al., 1993b, 1998a,b!. In
fact, Chuet al. ~1993! were able to predict observed echo
levels for Antarctic krill at two discrete frequencies~38 and
120 kHz! using the DWBA model implemented with certain
theoretical orientation distributions, but due to the absence of
photographic measurements, were unable to verify actual
krill orientation.

This paper summarizes an analysis of the effect of ani-
mal orientation on acoustic scattering by Antarctic krill. Both
single-frequency and broadband acoustic scattering measure-
ments were made of individual krill, and each animal was
filmed during insonification with a high-magnification under-
water video system. A separate paper~McGeheeet al., in
press! is devoted to investigating the orientation-dependence
of the single-frequency~120 kHz! target strength measure-
ments. The work summarized herein is focused on interpre-
tation of the broadband~500-kHz center frequency! scatter-
ing measurements in light of orientational information
extracted using a novel video analysis technique. By cou-
pling the collected broadband echo spectra with orientation
data from the video footage, the effect of animal orientation
on the frequency-dependent scattering characteristics of
elongated, fluid-like zooplankton such as krill may be eluci-
dated. The echo spectra collected from krill in different ori-
entations are presented. These echoes are compared to the
theoretical model results of the DWBA volume integral,
which predicts echo spectra for all angles of orientation.
Subsequently, a classification inversion using the model-
based Covariance Mean Variance Classification~CMVC!
technique~Martin Traykovski et al., 1998! is carried out.
Both theoretical and empirical models are employed to invert
the echo spectra backscattered from the krill for angle of
orientation; that is, the CMVC inversion technique uses these
models to predict angle of orientation during each insonifi-
cation based on the received echo spectrum.

I. METHODS

A. Scattering experiment

Acoustic and video data were collected during a week-
long experiment~17 August–21 August 1995! at the Long
Marine Laboratory of the University of California at Santa
Cruz ~UCSC!. Antarctic krill ~Euphausia superba! had been
captured in the Southern Ocean near Palmer Station, Antarc-
tica in February 1995, and placed in individual containers
without food for long-term storage under refrigeration at the
University of California at Santa Barbara, until transport to
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UCSC in August. Acoustic experiments included insonifica-
tion of each live animal with a 200-ms duration broadband
chirp of center frequency 500 kHz~;350–750 kHz!.

Insonifications of the krill were made with a pulse–echo
acoustic data acquisition system. The transmit/receive trans-
ducer pair was mounted in a side-looking transducer bank,
and the animal was positioned at the focal point of the trans-
ducer pair at a range of 51 cm~Fig. 1!. This bistatic experi-
mental setup is similar to that described by Stanton~1990!,
and has been used extensively~e.g., Chuet al., 1992; Stan-
tonet al., 1993b, 1994a,b, 1996! to make scattering measure-
ments of zooplankton. During insonification, individual krill
were suspended one at a time in a 2-m long by 0.8-m wide
by 0.75-m deep tank~adapted from a fiberglass dolphin
transporter! filled with filtered, chilled seawater~maintained
between 2 and 5 °C!. Each animal was tethered to a verti-
cally suspended 0.12-mm monofilament line with a fine~55
mm!, acoustically transparent synthetic strand tied around the
first or second abdominal segment. This short tether allowed
freedom of movement during insonification, while constrain-
ing the animal to remain within 1 cm of the focal point of the
transducer pair. Target strength~TS! measurements made of
these moving krill using the 500-kHz broadband transducer
in this bistatic configuration are estimated to be within 0.5
dB ~at 350 kHz! and 0.6 dB~at 750 kHz! of the actual val-
ues. Error estimates were based on both systematic and ran-

dom sources of acoustic measurement error, including trans-
ducer misalignment and animal positional variability. To
allow investigation of the relationship between the acoustic
scattering of an organism and its orientation, each animal
was filmed during insonification with a high-magnification
underwater video system. The video camera was mounted
directly above and slightly behind the transducer bank, look-
ing across and slightly downward at the animal. Each insoni-
fication was marked with an acoustic pulse recorded on one
audio track of the Hi-8 video tape, while a time code was
continuously recorded on the other audio track. This allowed
direct correlation between each acoustic return and the ori-
entation of the animal at the time of insonification~to within
1/30 s!. The freedom of movement permitted by the tether
allowed the animal to assume a wide range of positions rela-
tive to the transducer, including lateral, dorsal, ventral, and
end-on aspects.

After insonification, several measurements were made of
each animal, including animal length, carapace height, cara-
pace width, telson~central lobe of tail! length, and wet
weight ~Table I!. If the telson was broken, total length~L2!
for that animal was estimated by scaling the length~L1! to
the end of the uropods~lateral lobes of tail! according to the
ratio ~L2/L1! observed in other individuals of similar size;
telson length was also estimated by comparison to other ani-
mals of similar dimensions. Excess water was removed and

FIG. 1. Scattering experiments were carried out in a
portion of a modified fiberglass dolphin transporter. To
permit freedom of movement during insonification, the
animals were tethered to a vertical section of monofila-
ment line with an acoustically transparent fine strand
around the abdomen. The tethered animal was lowered
to the focal point of a side-looking transducer pair. A
high-magnification underwater video camera was
mounted above the transducer array, looking slightly
downward at the animal. Each insonification was
marked with an acoustic pulse on the audio track of the
video tape, so that animal orientation at the time of
insonification could be determined.

TABLE I. Summary of measurements made of Antarctic krill. Total length measured from center of eye to tip of telson; carapace height measured at
maximum dorso-ventral width; carapace width measured at maximum lateral width. The asterisk indicates broken telson: for these animals, total length~L2!
was estimated by scaling length to end of uropods~L1! according to the ratio~L2/L1! observed in other individuals of similar size; telson length also estimated
by comparison to other animals of similar dimensions. Video analysis not possible for animals 12–14 due to blurring of the video images caused by
condensation on the inside of the camera housing. Dimensions in mm, weights in g.

Animal No.
Total
length

Carapace
height

Carapace
width

Telson
length

Wet
weight

Dry
weight

No. of echoes
collected

No. of video images
analyzed

01 37.6 5.5 ¯ 7.4 0.38 0.0872 1000 1000
02 42.2 5.9 ¯ 8.6 0.51 0.1111 1000 400
03 41.4 5.4 4.4 8.4 0.55 0.1153 1000 400
04 38.9 4.8 4.35 7.7 0.38 0.0932 1000 400
05 41.4 5.3 4.4 7.1 0.56 0.1181 1000 1000
06 40.15 4.9 4.2 6.25 0.44 0.0916 1000 200
07* 33.3 4.4 3.65 6.2 0.24 0.0532 1000 1000
08 29.75 3.95 3.2 6.0 0.16 0.0363 1000 200
09 37.6 5.25 4.45 6.35 0.36 0.0702 1000 200
10 37.3 4.95 4.0 7.1 0.36 0.0689 1000 200
11 40.6 5.4 4.15 7.85 0.44 0.1016 1000 200
12 39.6 5.4 4.0 7.35 0.44 0.0884 1000 none
13* 42.9 6.0 4.9 8.1 0.55 0.1285 1000 none
14 42.45 6.15 4.6 7.7 0.58 0.1265 1000 none
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each organism was frozen; dry weight was measured after
oven-drying at a later date. During the experiment, 14 indi-
viduals were insonified and the return echoes from 1000
acoustic transmissions were collected from each animal.

B. Acoustic data processing

To obtain the echo spectrum representing the actual
acoustic return from the animal, the raw signals received
from the krill were combined with the results of calibration
measurements, taken at the beginning~16 August 1995! and
again at the end~24 August 1995! of the scattering experi-
ments. During calibration, the transmit and receive transduc-
ers were aimed at each other with no target in the beam, and
a calibration signal was transmitted. The transmitted and re-
ceived voltage time series were collected for these calibra-
tion measurements@subscriptC in Eq. ~1!#. During the scat-
tering experiments, the transducers were aimed forward,
focused at a range of about half a meter, and the animal was
placed in this focal region. The transmitted and received
voltage time series were collected for the scattering measure-
ments@subscriptS in Eq. ~1!#, and for each received acoustic
return the calibrated echo spectrum was computed as:

u f bsu5S VrecS

VrecC
D •S VxmitC

VxmitS
D •S r S

2

r C
D . ~1!

In Eq. ~1!, f bs is the acoustic backscattering amplitude of the
animal, and is a measure of the efficiency with which an
object scatters sound back toward the sound source@ f bs is
related tosbs, the differential backscattering cross section
~Clay and Medwin, 1977!, by sbs5u f bsu2]. VrecC and
VxmitC were computed by taking the absolute value of the
FFT of the received and transmitted voltage time series for
calibration.VxmitS was computed as the absolute value of
the FFT of the transmitted voltage time series for scattering
measured at the end of each run~every 200 pings!. To com-
pute VrecS , a fixed rectangular window was applied to the
received voltage time series for each return~to capture only
the echo from the animal! before applying the FFT. The
scattering and calibration distances werer S550.9 cm and
r C557.8 cm, respectively. The echo spectrum (TS
520 logufbsu) for each return was then sampled at 203 points
between 348.33 and 685 kHz~due to undesirable transducer
frequency response characteristics in the upper end of its
frequency range, the full bandwidth~;350–750 kHz! of the
collected data was not used!. It is this sampled echo spec-
trum that was used in analyzing the effects of orientation on
the frequency-dependent scattering characteristics of Antarc-
tic krill.

C. Video data processing

Video images for 11 of the 14 animals were analyzed to
extract the angle of orientation of the krill corresponding to
each echo spectrum~Table I!. For some animals, orientation
was extracted from only a subset of the 1000 images, since
the video analysis procedure was extremely time-consuming.
Condensation inside the video camera housing obscured the
images for Animals 12–14, so that video analysis was not
possible for these individuals.

To determine the orientation of the animal correspond-
ing to each received echo spectrum, it was necessary to ex-
tract from the video tape only the frames captured at the time
of each insonification, as indicated by the acoustic pulses
recorded on the audio track. To accomplish this, the audio
and video channels of the original video tapes were dupli-
cated, and a screen-burn of the time code was made on the
duplicates to allow easier identification and location of
frames of interest. The tapes were advanced frame-by-frame
using a video editing deck which permitted frame-by-frame
advancement with an audible audio track, and the time code
of each frame in which an acoustic pulse occurred was noted.
The video frames of interest were then identified upon play-
back by the screen-burned time code, captured, digitized, and
stored in TIFF format using the public domain image pro-
cessing and analysis program NIHImagefor the Macintosh.

For each image, the origin of a three-dimensional recti-
linear coordinate system was situated at the base of the ani-
mal’s telson@Fig. 2~A!#. In this coordinate system, the video
image represents the projection of the animal onto thex-y
plane, as the camera looks in the negativez direction. The
animal itself is then represented by a vectoraY from the origin
to the point midway between the center of the eyes. Mea-
surements were made to determine thex andy coordinates of
aY (ax anday) for each image. Using a custom-built Matlab®

measurement program, the location of the midpoint between
the center of the eyes as well as the anterior edge of the
conspicuous dark patch which marks the base of the telson
were determined by clicking these points with a mouse; the
colormap was adjusted to facilitate discrimination of these
points on the images. The projected length of the animalaxy

FIG. 2. Geometry for determination of angle of orientationw from the video
images.~A! Image gives the projection of the animal vectoraY onto thex-y
plane of a three-dimensional~3-D! coordinate system with origin situated at
the base of the krill’s telson.ax and ay computed directly from measure-
ments made of the image;~B! 3-D sketch:az determined from geometry;w
computed using Eq.~2!; incident acoustic wave vectorkY is in they-z plane,
at an angle ofa525° relative to the camera line of sight.
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~in the x-y plane! was computed asaxy5Aax
21ay

2 directly
from these measurements. Thez coordinateaz of aY was de-
termined using the fact thataz5AuaYu22axy

2 @Fig. 2~B!#,
where uaYu is the length ofaY, as measured from an image in
which the animal was estimated to be broadside to the cam-
era ~i.e., perpendicular to the camera line of sight,az50).
The sign ofaz was determined by noting whether the animal
was head towards (az positive!, broadside to (az 0), or head
away from (az negative! the camera, as reflected by changes
in the projected length of the animalaxy for a succession of
single images (axy attained its maximumuaYu when the animal
was broadside to the camera!. This was corroborated by
watching the video in real time to estimate when broadside
crossings occurred, and noting the head orientation before
and after each crossing.

The angle of orientation of the animal was then deter-
mined for each image by computing the anglew between the
animal vectoraY and the incident acoustic wave vectorkY @Fig.
2~B!#:

w5arccosS kY–aY

ukY uuaYu
D , ~2!

wherekY–aY is the inner product~dot product! of the two vec-
tors; Eq.~2! follows directly from the definition of the inner
product: kY–aY5ukY uuaYucosw, with 0<w<p. For an animal lo-
cated in the far field of the transducers, the incident acoustic
wave is locally planar over the body of the krill, andkY is in
the y-z plane~perpendicular to thex axis! of the coordinate
system, so that kx50, and kY5ukY u(kx ,ky ,kz)5(2p/
l)(0,sina,2cosa), wherel is the acoustic wavelength and
a is the angle between the incident acoustic wave and the
camera line of sight. With the animal positioned at the focal
point of the transducer pair, this angle was measured as
a525° @Fig. 2~B!#.

D. Theoretical modeling

Acoustic backscattering from a finite-length, arbitrarily
shaped, weakly scattering~i.e., having density and sound
speed similar to those of the surrounding medium! object in
the far field can be described by the general volume integral
formulation ~Morse and Ingard, 1968! of the distorted wave
Born approximation~DWBA!:

f bs5
k1

2

4p E E E ~gk2gr!ei2~kY i !2•rY0dn0. ~3!

Recently, Chuet al. ~1993! and Stantonet al. ~1993b! devel-
oped a DWBA model to describe the frequency-dependent
scattering characteristics of elongated, fluid-like zooplankton
at all angles of orientation. If the body has a circular cross
section at every point along its lengthwise axis, the DWBA
volume integral@Eq. ~3!# may be reduced to a line integral
along this axis~Stantonet al., 1998b!, yielding an accurate
expression for the scattering from an elongated, weakly scat-
tering fluid-like finite cylinder as a function of size, shape,
material properties, and angle of orientation:

TS520 logUk1

4 E
rYpos

~gk2gr!ei2~kY i !2•rYpos

3a
J1~2k2a cosb tilt !

cosb tilt
udrYposuU. ~4!

In Eq. ~4!, TS520 logufbsu, k52p/l is the acoustic wave
number (l5c/ f wherec is the sound speed in m/s andf is
the acoustic frequency in Hz!, (kY i)25kY25kY1 /h, J1 is a
Bessel function of the first kind of order 1,gp5(r2

2r1)/r2 , andgk5(k22k1)/k1 with compressibilityk de-
fined ask i51/(r ici

2); subscript 1 refers to the surrounding
medium ~seawater!, subscript 2 refers to the fluid-like me-
dium of the zooplankton body, so that (gk2gr)5(1/gh2)
1(1/g)22, whereg5r2 /r1 is the density contrast of the
organism relative to water, andh5c2 /c1 is its sound speed
contrast. This model predicts the scattering from a deformed
fluid-like cylindrical body of arbitrary shape~i.e., the cross-
sectional radius of the cylindera can vary along the length-
wise axis! for any angle of orientation relative to the incident
acoustic wave by integrating the scattering contributions of
each infinitesimally thin cross section~located atrYpos along
the lengthwise axis, at an angleb tilt relative to the incident
acoustic wave! over of the entire animal body.

The line-integral DWBA formulation in Eq.~4! can be
implemented in a numerical integration scheme to model the
orientational dependence of the scattering from an animal of
known size, shape, and material properties. The animal body
may be discretized into several cylindrical cross sections,
each defined by a positionrYpos along the lengthwise axis of
the animal body, a radiusa, a density contrastg, and a
sound-speed contrasth. This discretization was achieved by
digitizing the outline of the animal from a video image~in
lateral aspect if possible!, capturing several points along the
dorsal and ventral surfaces@refer to Figs. 4 and 5, parts~A!
and~B!#. This outline was then scaled to size using the mea-
surements made of the animal after insonification~Table I!,
anda andrYposwere computed for each discrete segment from
each dorso-ventral pair of points. The density contrast and
sound-speed contrast were held constant over the animal
body; values ofg51.0357 andh51.0279~as measured for
Euphausia superbaby Foote, 1990! were used. For a particu-
lar angle of orientation of the animal, the backscatter at each
of 203 acoustic frequencies~between 348.33 and 685 kHz!
was computed as the sum of the scattering contributions of
each of the cylindrical cross sections due to an incident
acoustic wave vectorkY15(ukY1ucosbtilt ,ukY1usinbtilt ). Since
the orientational dependence of the scattering predicted by
the DWBA model is symmetrical about 180° for an arbitrary
shape with circular cross section, the model was imple-
mented by varying the angle of orientation in 1° increments
between 0° and 180°. Appendix A of McGeheeet al. ~in
press! contains Matlab® code to implement this numerical
integration scheme.

E. Inversion for angle of orientation

If the acoustic backscattered energy from elongated,
fluid-like zooplankton exhibits a strong orientational depen-
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dence, biomass estimates for krill and other euphausiids
based on the interpretation of acoustic survey data would be
much improved byin situ determination of angle of orienta-
tion. Classification inversion schemes have been developed
which can categorize individual zooplankton into distinct
scatterer types~e.g., fluid-like, elastic-shelled, gas-bearing!,
as well as invert for specific parameters~e.g., animal size,
animal orientation!, based on the signature information con-
tained in the return spectra of broadband insonifications of
the animals~Martin et al., 1996; Martin Traykovskiet al.,
1998!. Such a classification inversion approach was applied
to the echo spectra collected from these krill to investigate
the feasibility of inverting broadband acoustic returns for
angle of orientation for these fluid-like zooplankton.

The Covariance Mean Variance Classifiers~CMVC!
~Martin Traykovski et al., 1998! are a set of advanced
model-based techniques which classify observed echo spec-
tra based on the correspondence between the observations
and model predictions. Theoretical or empirical scattering
models are used to construct a model space, which consists
of model realizations representing predictions of the models
for particular parameter values spanning the entire parameter
space. For theE. superbadata, the objective of this classifi-
cation is to invert observed echo spectra for a specific pa-
rameter value: angle of orientation. The CMVC techniques
can be implemented in several alternative configurations, one
of which may be employed to search the entire physical
model parameter space for the best-match model realizations
for a set of observations, and report the parameter values of
interest. Determination of the best match is based on the
CMV metric ~C!, which quantifies the correspondence be-
tween an ensemble of observed echo spectra~D! and all the
model realizations~M !. The best-match model realization is
determined by maximizing the CMV metric; to achieve a
good match between an observation and a model realization,
not only must the spectral structure~e.g., the location of
peaks and nulls! be similar~as measured by the covariance
K !, but both the mean echo levels and the spectral variability
~e.g., null depth! must also be comparable~quantified by the
mean similarity X and the variance similarityU; Martin
Traykovskiet al., 1998!. The CMV metric~C! is computed
as

C5CMV~M ,D!5K–X–U. ~5!

Note that in Eq.~5!, Ci j 5((k51
np Dik

T M k j)•X i j •Ui j , since
K5DTM is the covariance (0<K i j <1, see Papoulis, 1991!
between the observed data matrixD and the model space
matrix M . Each column ofD contains a mean-subtracted,
energy-normalized observed echo spectrum, whereas each
column ofM contains a mean-subtracted, energy-normalized
model realization.X andU are the mean and variance simi-
larity matrices (0<X i j ,Ui j <1, whereX i j 51 indicates that
the ith observation and thejth model realization have the
same mean echo levels, andUi j 51 indicates that theith
observation and thejth model realization have identical vari-
ance!, np is the number of points in each echo spectrum, and
the centered dot~•! indicates element-wise multiplication of
matrices. The best-match model realization for theith ob-
served echo spectrum is found by determining the columnm

in which the maximum value in rowi of C occurs, for ex-
ample, for the first observation,i 51 and the best-matchm is
the realization for whichC1m5max(C1 j ) over all j. The in-
version result for observationi is then the angle of orienta-
tion associated with the model realizationm that best pre-
dicts that observation.

The ability of the classifier to invert echo spectra for
angle of orientation depends to a large extent upon the rep-
resentativity of the model space, that is, whether it accurately
predicts the scattering over the entire observed range of the
parameter values with sufficient resolution. In this inversion
of krill echo spectra for angle of orientation, two types of
theoretical model spaces and two types of empirical model
spaces were employed. The theoretical model spaces, con-
sisting of model realizations generated from predictions of
the DWBA model @Eq. ~4!#, include a single, size-
constrained generic model space for all animals, and 11
animal-specific model spaces, one for each animal. The ge-
neric theoretical model space was based on several distinct
discretizations of a euphausiid body, digitized from selected
images to represent different animal shapes. Model predic-
tions were made as described in the previous section, using
each shape~scaled to approximately the size of the animal!
as input into the DWBA. An animal-specific theoretical
model space was generated for each of the 11 animals; the
discretized shape used as input into the DWBA model was
digitized from an image of the particular animal, so that it
corresponded with the exact size and shape of that krill. The
empirical model spaces included both a single generic em-
pirical model space, constructed by interpolating the echo
spectra received from Animal 01 over angle of orientation
~with 1° resolution!, and animal-specific empirical model
spaces for Animals 01, 03, 05, and 09, generated by interpo-
lating the empirical data in the same manner, but based on
the observed echo spectra for that particular animal. Only
these four animals exhibited a sufficiently wide range of ori-
entations to generate a model with nearly complete angular
coverage~see orientation distribution histograms in Fig. 3!.
For all 11 animals, inversions based on the generic theoreti-
cal model space, the appropriate animal-specific theoretical
model space, and the generic empirical model space were
carried out. Inversions based on the appropriate animal-
specific empirical model space were performed for Animals
01, 03, 05, and 09 only.

II. RESULTS AND DISCUSSION

A. Variability in echo spectra with angle of
orientation

Acoustic returns from the krill varied considerably with
angle of orientation~Fig. 3!. Echo spectra from animals near
broadside incidence relative to the incident acoustic wave
~w590°! were characterized by widely spaced deep nulls~of-
ten 20 dB or greater!, usually separated by 200 kHz, whereas
the frequency response of off-broadside echoes exhibited a
more erratic structure, with several closely spaced~,50
kHz! nulls of variable depth. The scattering from elongated,
fluidlike zooplankton at broadside incidence is thought to be
dominated by the constructive and destructive interference
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between the echo from the front interface and the echo from
the back interface of the animal~see Fig. 8, CASE 1!. At
off-broadside angles, contributions from other scattering fea-
tures of the animal body are believed to become more sig-
nificant, resulting in a more complicated/erratic interference
pattern with many nulls~Stantonet al., 1994b, 1998b!.

The effect of orientation on average echo levels was
investigated by computing the mean target strength over all
frequencies (TS510 logusbsu) of the echo spectrum received
at each angle of orientationw. These spectrally averaged TSs
~not shown! were found to be about 5 dB higher near broad-
side incidence versus off-broadside for most animals. For the
larger animals~e.g., Animals 02, 03, 05, 06, 11!, average
target strengths over the frequency band were approximately

270 dB at orientations near broadside versus275 dB off-
broadside, whereas for the smaller animals~e.g., Animals 01,
08, 09, 10!, the average TS near-broadside incidence was
about275 dB, versus off-broadside spectrally averaged tar-
get strengths of approximately280 dB. These observations
are consistent with what is expected based on the physics of
scattering from elongated objects~Stanton, 1988a,b, 1989a,
1993a,b! since at broadside incidence, an elongated krill pre-
sents a much larger backscattering cross section to the inci-
dent acoustic wave than at any other angle of orientation.

There is a maximum of615° uncertainty in the calcu-
lation of w using the video analysis method described to
extract angle of orientation from two-dimensional images of
the animal. Some of this uncertainty arises from possible

FIG. 3. Examples of echo spectra received from 11 krill~Animals 01–11, rows! at five angles of orientation, with acoustic wave incident atw>0°, 45°, 90°,
135°, 180°~615°! ~first five columns!; empty plots indicate that the animal did not assume that orientation during the experiment. A histogram of the
orientation distribution for each animal during insonification is shown at right.
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error during measurement of the video frames, as a result of
the limited pixel resolution of the image and the curvature of
the animal body, both of which can affect the measured pro-
jected length of the animal. Measurement error is greatest
when the animal is broadside to the camera and decreases
non-linearly at angles off-broadside, since very small
changes~errors! in the measured length when the projected

length is maximum result in greater changes in computed
angle relative to measurement errors made when the animal
is off-broadside relative to the camera. An additional source
of error in the calculation ofw arises from small changes in
the value ofa @the angle between the camera line of sight
and the transducer line of sight, see Fig. 2~B!# due to uncer-
tainty in the exact fore–aft camera position relative to the

FIG. 4. Experimentally measured echo spectra versus DWBA model predictions for Animal 01:~A! video image used to digitize animal shape;~B!
discretization of animal body;~C! orientation reference for DWBA modeling;~D! time series ofw during insonification;~E! orientation distribution histogram
(n51000); ~F! measured echo spectra~y axis, TS in color! versus angle of orientationw ~x axis, interpolation over more than 1.5° is blacked out!; ~G! echo
spectra predicted by DWBA model.
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transducer bank. The maximum uncertainty of615° is a
conservative estimate based on a sensitivity analysis of the
effect of these sources of error on the calculated values ofw.
The single-camera video system used to record animal ori-
entation cannot provide the same accuracy as that obtainable
by measuring animal orientation with a two-camera or a
stereo-camera system. Future measurements would benefit
from the implementation of a more sophisticated camera sys-

tem. In the experiment, not all animals assumed all orienta-
tions during insonification, as is evident from the histograms
of the orientation distribution measured for each animal~Fig.
3!; Animals 01, 03, 05, and 09 were insonified at the widest
range of anglesw. As a result of the extreme sensitivity of
the measurement technique to very small changes in pro-
jected length near broadside, many of the histograms exhibit
low echo counts at or nearw590°.

FIG. 5. Experimentally measured echo spectra versus DWBA model predictions for Animal 03:~A! video image used to digitize animal shape;~B!
discretization of animal body;~C! orientation reference for DWBA modeling;~D! time series ofw during insonification;~E! orientation distribution histogram
(n5400); ~F! measured echo spectra~y axis, TS in color! versus angle of orientationw ~x axis, interpolation over more than 1.5° is blacked out!; ~G! echo
spectra predicted by the DWBA model.
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B. Comparison to DWBA model theoretical
predictions

Experimentally measured echo spectra versus angle of
orientationw were compared to theoretical model predictions
based on a DWBA model for each animal. Two examples are
presented: Animal 01~Fig. 4! and Animal 03~Fig. 5!; results
for these animals are shown because they assumed the widest
range of orientations during insonification, providing the best
angular coverage over which to visualize the comparison be-
tween observations and theory. The pattern of changes in
echo spectra withw is very similar for the experimentally
measured data and the DWBA model predicted spectra for
all 11 krill, with only one or two nulls apparent in the fre-
quency responses near broadside incidence, whereas the
spectra become much more oscillatory~more peaks and
nulls! off-broadside. Although the patterns agree qualita-
tively, the DWBA model predicts a much greater drop in TS
~about 20 dB! as orientation changes from broadside inci-
dence to off-broadside~i.e., 20°–60° and 120°–160°! than
was actually observed for these animals as they changed ori-
entation@about a 5-dB drop going from broadside incidence
to off-broadside; all values were well above the noise floor
~2100 to 2110 dB!#. Another feature of the theoretical
model predictions not observed in the data is an increase in
echo-levels closer to end-on~head-on and tail-on!. In fact,
the DWBA model consistently under-predicted off-broadside
echo levels for all 11 animals, but model predictions of TS
values near end-on were more consistent with the observa-
tions.

The DWBA theoretical model, which predicts scattering
based on a highly simplified outline of the animal body by
approximating it as a deformed cylinder, does not account
for contributions of other scattering features of the complex
animal body~e.g., rapidly moving legs!. These unaccounted
for scattering features appear to make significant contribu-
tions to the observed echo levels at off-broadside angles of
incidence for these krill. Examination of the time series of
angle of orientation throughout the experiment revealed that
for some animals orientation was rapidly varying@e.g., Ani-
mal 01 ~see Fig. 4~D!!, 02, and 05#, whereas other krill
changed orientation slowly@e.g., Animal 03~see Fig. 5~D!!,
09, and 10#, and still others~especially Animal 07! remained
close to the same orientation throughout the experiment.
Constraining the krill by tethering around the midsection
likely affects their activity level by eliciting an escape re-
sponse. The impact of animal activity on echo levels is un-
known, although some correlation between rapid swimming
and elevated echo levels has been observed by these authors
and others.

C. Inversion for angle of orientation

The information contained in the broadband echo spec-
tra collected from the krill was used to invert the acoustic
returns for animal angle of orientation. To accomplish this, a
classification inversion using the Covariance Mean Variance
Classification approach was performed on the krill echo
spectra. This model-based inversion was applied using both
theoretical and empirical model spaces~Fig. 6 shows raw

and bin-averaged Animal 03 inversion results for both theo-
retical and empirical model spaces!. The raw inversion re-
sults tended to be quite variable, particularly for the theoret-
ical model spaces, whereas the bin-averaged results
~obtained by averaging over five nearest neighbors! were less
sensitive to outliers, and more clearly delineated how each
model space performed in inverting for angle of orientation.
Surprisingly, inversions obtained using the animal-specific
DWBA model space were no more accurate overall than
could be achieved with the size-constrained generic DWBA
model space~Table II!. This indicates that the frequency
response of the acoustic return, although sensitive to animal
size, is relatively insensitive to animal shape; the animal-
specific model space was generated using the digitized shape
of each animal scaled to the exact measured size, whereas
the generic DWBA model space, although constrained to be
approximately the same size as the animal, was generated
using several arbitrary shapes digitized from different eu-
phausiid zooplankton. Although the generic DWBA theoret-
ical model space was not able to accurately invert for angle
of orientation for many of these animals, this generic theo-
retical model space has been shown to be quite powerful in
discriminating between different types of scatterers; the ge-
neric DWBA model has been employed in conjunction with
two other theoretical model spaces to classify several differ-
ent species of zooplankton into three scattering classes~i.e.,
elastic-shelled, fluid-like, gas-bearing! based on broadband
echo spectra~Martin Traykovski et al., 1998!. While the
resolution of the generic DWBA theoretical model space is
sufficient for identifying krill and other euphausiids as elon-
gated, fluid-like scatterers, it is possible that modeling these
animals as simple deformed cylinders is not adequate if the
goal is to invert single broadband echoes for a particular
parameter~e.g., angle of orientation!.

Comparison of the inversion results achieved using the
different model spaces reveals that a generic empirical model
space based on acoustic returns collected from an arbitrarily
chosen krill~in this case, Animal 01! may be better able to
invert for angle of orientation than an animal-specific theo-
retical model space, which predicts the scattering with the
DWBA model based on the actual size and shape of that
particular animal~Table II!. For 8 of the 11 krill, the animal-
specific DWBA model space did not perform as well as the
generic empirical model space@animal-specific DWBA: 36%
correct inversions~s.d. 8.0!; generic empirical: 68% correct
~s.d. 8.2!, based on an overall average (n58); correct inver-
sions are those within615° of observed values#. Although
the generic empirical model space was based on data col-
lected from an animal of different size and shape, it did
account for contributions of other scattering features of the
complex animal body not included in the simplifying theo-
retical model. Orientations predicted using the animal-
specific empirical model space were the most accurate over-
all for Animals 01, 03, 05, and 09, providing a more robust
inversion than that achieved with the generic empirical
model space~Table II, Fig. 7!.

For these inversions~which are based on choosing the
global maximum best-match echo spectra!, symmetry about
broadside incidence was assumed since both the observations

2130 2130J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Martin Traykovski et al.: Inversion of broadband echoes



and the theoretical model predictions for all animals exhib-
ited considerable symmetry around 90°@see Figs. 4 and 5,
parts ~F! and ~G!#, so that a good match to a 45° model
realization will likely also be a good match to the similar
135° model realization. In applying the CMVC inversion al-
gorithm, the mean similarity@as represented byX in Eq. ~5!#
was included only for inversions using the animal-specific
empirical model space. This mean comparison was sup-
pressed when classifying with the other three model spaces,
since the theoretical models had been shown to under-predict
mean echo levels at many angles of orientation, and an em-

pirical model based on a different-sized animal will exhibit
different mean echo levels. In these cases, the inversion was
based only on correlation in spectral structure between the
observed echo spectra and the model realizations in the
model space, as well as the variance similarity of the obser-
vations and the model realizations.

For elongated, fluid-like zooplankton such as krill, the
structure of the frequency response depends on both size and
orientation, so that it is not possible to invert broadband echo
spectra for angle of orientation without somea priori infor-
mation regarding animal size. In fact, animal size and angle

FIG. 6. Inversion of echo spectra from Animal 03 for angle of orientation using the CMVC inversion technique, assuming symmetry about broadside
incidence~90°!. Observed angle of orientationw ~solid line! shown together with inversion results~points! achieved using four different model spaces: generic
DWBA model space constrained to approximate size of Animal 03~top!; animal-specific DWBA model space for Animal 03~2nd row!; generic empirical
model space~based on data from Animal 01, 3rd row!; animal-specific empirical model space~based on data from Animal 03, bottom!. Raw results shown
at left, bin-averaged~over five echoes! results shown at right, including scatter plot of inverted versus observed angle of orientation~dashed 45° line indicates
perfect correspondence between inversion results and observations!.

TABLE II. Performance~percent correct, to within measurement uncertainty of615°! based on bin-averaged~over five echoes! inversion results~assuming
symmetry about broadside incidence! for all 11 krill with the generic DWBA model space~constrained to approximate size of animal!, the appropriate
animal-specific DWBA model space, the generic empirical model space~based on data from Animal 01! and the appropriate animal-specific empirical model
space~Animal 01, 03, 05, and 09 only!.

Model space

Animal number

01 02 03 04 05 06 07 08 09 10 11

Generic DWBA 40% 61% 63% 78% 48% 62% 70% 60% 35% 60% 36%
Animal-specific DWBA 30% 52% 69% 33% 35% 48% 57% 54% 34% 43% 34%
Generic empirical 78% 65% 57% 74% 61% 70% 38% 47% 51% 66% 66%
Animal-specific empirical 78% ¯ 99% ¯ 90% ¯ ¯ ¯ 97% ¯ ¯
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of orientation are confounded, so that the frequency response
of an echo received from a large animal may have a structure
similar to that received from a much smaller animal at a
different orientation relative to the incident acoustic wave.
To illustrate this, consider a simple scattering model which
includes a summation of only two rays~Stanton et al.,
1993a,b!, accounting for the constructive and destructive in-
terference between the rays reflected from the front and back
interfaces of a weakly scattering target such as a krill. The
null spacing of the frequency response predicted by this two-
ray model depends on theapparentsize of the animal, that
is, the distance the acoustic wave travels between the front
and back interfaces of the animal. Apparent size is a function
of both animal radius and angle of orientation, so that the
echo spectrum of a large krill at broadside incidence can
exhibit the same structure as that of a smaller animal ori-
ented off-broadside relative to the direction of insonification
~Fig. 8!.

Knowledge of animal orientation during insonification
could significantly improve acoustic biomass estimates of
zooplankton, particularly for aggregations of similarly sized
individuals of a single species, for example, swarms of Ant-
arctic krill in the Southern Ocean. Thein situ orientation
distribution of Euphausia superbahas not been measured
quantitatively. Observations of freely swimmingE. superba

in an aquarium indicated that they assumed a wide range of
orientations~corresponding tow varying between 40° and
180°!, but spent most of the time swimming upward at a
steep angle, so that they would most often be oriented within
60° of end-on incidence relative to a downward-looking
echosounder~Kils, 1981!. It is probable that the animals in
Kils’ aquarium ~as well as the tethered krill insonified in
these scattering experiments! assumed a much wider range of
orientations than would be observed in the field by a
downward-looking sonar system. In fact, qualitativein situ
observations ofE. superbaby Hamneret al. ~1983! revealed
that all individuals in a school assumed the same orientation,
and that krill in an aggregation usually swam horizontally;
descending at angles of less than approximately 10° relative
to the horizontal.

Application of the CMVC inversion technique in the
field could potentially allow prediction of the orientation of
individual elongated, fluid-like zooplankton~e.g., krill! in
situ. Information from broadband acoustic systems, com-
bined with ground-truthing of animal size~e.g., from net
samples!, could be inverted for angle of orientation with the
CMVC inversion technique using a generic empirical model
space~e.g., the one constructed based on data collected from
Animal 01, or alternatively, one based on data collected from
krill at known orientationsin situ!. Certain technological

FIG. 7. Bin-averaged~over five echoes! inversion results for Animal 01, 03, 05, and 09~top to bottom! using the CMVC inversion technique~assuming
symmetry about 90°! with the generic empirical model space~based on data from Animal 01, left! and the animal-specific empirical model space~right!.
Observed orientationw ~solid line! shown together with inversion results~points!; 45° dashed line in scatter plot indicates perfect agreement between inversion
results and observations.
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challenges must be overcome to permit successful field
implementation of a classification inversion for animal ori-
entation based on broadband echo spectra. These include
variable beam width and variable signal-to-noise ratio~SNR!
over the bandwidth of current broadband sources suitable for
field use. Development of constant beam width broadband
transducers is underway by others. Orientational information
obtained through inversion of the frequency response of
broadband echoes may then be used in conjunction with
single-frequency acoustic survey data to make more accurate
biomass estimates of Antarctic krill stocks in the Southern
Ocean.

III. SUMMARY

Biomass estimates of Antarctic krill~Euphausia su-
perba! stocks in the Southern Ocean are often based on
acoustic survey data. To make accurate estimates of zoop-
lankton biomass from acoustic backscatter measurements,
the acoustic characteristics of the species of interest must be
well-understood. In particular, it has long been recognized
that the acoustic target strength~TS! of elongated, fluid-like
zooplankton such asE. superbavaries with animal orienta-
tion. Acoustic scattering experiments were performed to elu-
cidate the effect of animal orientation on the broadband scat-
tering characteristics of Antarctic krill. During the
experiments, individual, live krill were tethered and sus-
pended in a tank filled with filtered, chilled seawater. One
thousand echoes were collected from each of 14 animals dur-
ing insonification with a broadband chirp of center frequency
500 kHz ~;350–750 kHz!, while their behavior was simul-
taneously captured on video tape. A novel video analysis
technique was applied to images for 11 of the animals to
extract the angle of orientation of the krill corresponding to
each insonification. This analysis revealed that echo spectra
from krill near broadside incidence relative to the incident
acoustic wave were characterized by widely spaced~;200
kHz! deep~;20 dB! nulls, whereas off-broadside echo spec-
tra exhibited a more erratic structure, with several closely
spaced~,50 kHz! nulls of variable depth. Spectrally aver-
aged echo levels were found to be about 5 dB higher near

broadside incidence compared to off-broadside. The acoustic
returns collected from the krill were compared to theoretical
predictions for all angles of orientation based on a distorted
wave Born approximation~DWBA! model for each animal.
The pattern of changes in echo spectra with orientation is
very similar for the experimentally measured data and the
DWBA model predicted spectra for all 11 krill. However, the
theoretical model predicts a much greater~by about 15 dB!
drop in echo levels as orientation changes from broadside
incidence to off-broadside than was actually observed for
these animals as they changed orientation. Information con-
tained in the broadband echo spectra of the krill was ex-
ploited to invert the acoustic returns for angle of orientation
by applying a newly developed Covariance Mean Variance
Classification~CMVC! approach, using generic and animal-
specific theoretical and empirical model spaces. The animal-
specific empirical model space~based on data collected from
the appropriate animal! was best able to invert for angle of
orientation. Employing a generic empirical model space
~based on data collected from an arbitrarily chosen krill! re-
sulted in more accurate inversions overall than could be
achieved using the appropriate animal-specific theoretical
model space~which predicts the scattering based on the ac-
tual size and shape of that particular animal!. The CMVC
inversion technique can be implemented using a generic em-
pirical model space to determine angle of orientation based
on broadband echoes from individual zooplankton in the
field. Pending technological development of a broadband so-
nar for deployment in conjunction with single-frequency
acoustic surveys of Antarctic krill, extraction of this orienta-
tional information has the potential to significantly improve
biomass estimates of krill stocks in the Southern Ocean.
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A solution to the acoustic field due to a harmonic point source near a hyperbolic ridge with perfectly
reflecting boundaries in an isovelocity ocean is derived and developed. An exact expression for the
field is given as a modal sum of integrals. The integrals are in terms of eigenfunctions of the reduced
wave equation in the three-dimensional elliptical coordinate system. The eigenfunctions are
approximated away from the low-frequency limit by standard WKB techniques. The resulting
integrals are estimated by first and second order stationary phase asymptotics, which are matched in
the vicinity of the caustics, yielding a complete representation of the field. The field is given in terms
of standard elliptic functions for which fast numerical routines are available. The solution includes
the locations of the caustics and shadow zones, as well as predicting a complicated intramodal
interference pattern resulting from the intersection of up to three rays in a given mode. The explicit
representation of these features arising from horizontal refraction makes this theoretical model
useful as a new fully three-dimensional benchmark solution. ©1998 Acoustical Society of
America.@S0001-4966~98!01510-0#

PACS numbers: 43.30.Bp@DLB#

INTRODUCTION

The modeling fof acoustic fields in the ocean environ-
ment, either analytically or numerically, has been extensively
developed over the years, most often in two dimensions.
However, in order to achieve a complete understanding of
many situations, particularly those involving horizontal re-
fraction, it is necessary to include explicitly the third spatial
dimension in the models. Numerical modeling in fully three
dimensions is computationally intensive; thus analytical
models, though often highly idealized representations of the
ocean, are useful in providing physical insight into the 3-D
environment and serving as benchmarks for developing nu-
merical codes. With this motivation in mind, an analytical
solution to a canonical problem of ocean acoustics, namely
sound propagation near a hyperbolic ridge, is developed and
presented in this paper.

In the ocean ridge problem it is mostly horizontal refrac-
tion which causes difficulty for numerical modeling. The re-
fraction mechanism is characterized by rays which are bent
out of the plane of incidence by multiple reflections from a
bottom of varying depth profile. The numerical difficulties
brought about by the horizontal bending of rays are ad-
dressed in a recent extensive review by Buckingham1 of nu-
merical and analytical models. A standard numerical tech-
nique is to employ a 2-D PE~parabolic equation! routine and
‘‘march’’ out the field solution in particular azimuthal direc-
tions to achieve an effective 3-D solution. This method re-
duces computational time by employing both this ‘‘N32D’’
approach and the parabolic approximation to the wave equa-
tion but does not take account of rays bent in and out of the
plane by refraction. Other approaches include ray tracing
techniques which are relatively fast but have difficulty with
diffraction and caustics, which are manifest in problems in-
volving horizontal refraction. More promising numerical al-
ternatives include finite element/difference models which, at

present, are restricted to lower frequencies because of com-
putational intensity. As computational power increases, these
methods should prove more practical but will still require
analytic solutions as benchmarks for comparison.2

Analytic solutions to three-dimensional ocean acoustics
problems, however, are still few in number. The most exten-
sively explored problem is that of the wedge-shaped
ocean.3–6 The theoretical work on this problem serves as one
of the few true benchmark analytic solutions to a 3-D envi-
ronment. The solution to another problem involving a bottom
of constant slope, that of a conical seamount, has also been
addressed, most notably by Buckingham,7,8 but not explored
as extensively. Some work on a cylindrical island has also
been recently performed.9 This problem does not exhibit
horizontal refraction but remains a useful benchmark be-
cause it is readily extended to arbitrary sound speed profiles,
which is a difficulty for other analytic models including this
study.

Some more general analytical work involving ray invari-
ants is of particular interest here both because of its more
universally applicable results and because the problem of
this study, the hyperbolic ridge, has received most of its
attention in this arena. Harrison10,11 has developed general
descriptions of ray paths in regions of varying depth profiles.
The descriptions follow from ray invariants advanced by
Weston12 based on geometrical considerations involving re-
flections from locally inclined planes.

Harrison examined specific depth profiles including
ridgelike structures and later collaborated to perform some
numerical and experimental investigations that included the
hyperbolic ridge.13 These represent the bulk of the work that
has been done regarding the hyperbolic ridge, although its
potential usefulness as a benchmark problem is known.1

An analytic solution to this problem, the acoustic field
due to a harmonic point source near a hyperbolic ridge in an
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isovelocity ocean, is developed in this paper. Beginning by
deriving the exact solution in terms of a sum over normal
modes, the resulting expression, involving integrals whose
solutions cannot be expressed explicitly, is approximated
away from the low-frequency limit by standard asymptotic
techniques. Specifically, WKB and stationary phase methods
yield useful expressions for each mode, especially for the
shallow slope and shallow depth conditions appropriate for
the physical situation of ocean ridges and isovelocity sound
speed profiles.

The resulting solution explicitly handles the aspects of
horizontal refraction exhibited by this problem. The cutoff
for modes propagating over the ridge and the locations of the
shadow zones and caustics are provided by the theory. The
solution further involves a complicated intramodal interfer-
ence pattern that results from the intersection of up to three
rays in a given mode; the field due to a given mode is just the
sum of the contributions from each ray. This complicated
intramodal interference makes this theory unique among ana-
lytic solutions to fully three-dimensional problems. The full
field solution is obtained from the summation of the finite
number of contributing modes. As such this paper hopes to
provide a solution to a canonical problem of ocean acoustics
and supply a new benchmark for useful comparison.

I. GEOMETRY AND FORMAL SOLUTION

The problem is to develop a solution to the acoustic field
due to a point source near a hyperbolic ocean ridge, with
perfectly reflecting boundaries on the ridge and ocean sur-
face. The source is assumed to have a harmonic time depen-
dence with angular frequencyv. The ocean surface is taken
to be atx50 with x increasing with depth. Thez direction is
parallel to the ridge apex and range is given by they coor-
dinate. Figure 1 illustrates that the ridge is characterized by
two parameters,d, the depth at the apex, andu0 , the angle
from thex axis to which the ridge asymptotes.

The natural coordinate choice for this problem is the
three-dimensional elliptical system; it has hyperbolas as sur-
faces of constant coordinate. The standard definitions are14

x5~a/2!coshm cosu,

y5~a/2!sinh m sin u, ~1!

z5z.

Figure 2 shows the surfaces of constantm andu; z is perpen-
dicular to thex-y plane. For this problem the boundaries are
at u56p/2, which defines the top surface, andu56u0 ,

which defines the slope of the hyperbolic ridge. Notice that
the depth at the apex of the ridge can be adjusted with the
free parametera, by d5(a/2)cosu0, and that for fixed depth
a becomes large for the previously mentioned shallow slope
condition, a fact that will prove useful in later approximation
schemes.

Dirichlet boundary conditions representing an acousti-
cally soft ridge are assumed. The extension to Neumann or
mixed boundary conditions is trivial and comes into the defi-
nitions of the separated angular solutions; the modifications
to the theory for an acoustically hard ridge will be noted at
the relevant points. The problem then is the solution for the
velocity potentialc governed by the reduced wave equation
including a point source of strengthQ,

~¹21k2!c524pQd~ r̄ 2 r̄ 8!, ~2!

with pressure release surfaces,c50, at the boundaries. The
Laplacian is denoted by¹2; d~ ! is the Dirac delta function;
r̄ and r̄ 8 are the receiver and source coordinates with the
prime indicating the source. The wave numberk5v/c,
where c is the sound speed which is taken to be uniform
throughout the medium. In the elliptic coordinate system the
equation takes the following form:

F 4

L2 S ]2

]m2 1
]2

]u2D1
]2

]z2 1k2Gc
524pQ

4

L2 d~m2m8!d~u2u8!d~z2z8!,

~3!
L2[a2~sinh2 m cos2 u1cosh2 m sin2 u!.

This form can be obtained by substitution of the coordinate
definitions ~1! into the Cartesian wave equation~2!, but is
more rigorously derived from a formal approach to coordi-
nate transformations, involving the invariance of the length
in different coordinate representations, found in most general
texts on mathematical methods.15,16

Different techniques can be used to find a formal solu-
tion to c including integral transform methods or a standard
Green function approach; the latter and its details are in-
cluded in Appendix B. In any case, we rely on separation of
variables which yields the separated equations:

]2

]u2 S~u!52h2~ b̃m1sin2 u!S~u!,

]2

]m2 J~m!52h2~2b̃m1sinh2 m!J~m!, ~4!

FIG. 1. Problem geometry.
FIG. 2. Elliptical coordinate system: lines of constantm andu.
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S ]2

]z2 1kz
2DZ~z!50,

where

h25
a2

4
~k22kz

2!, ~5!

andkz is the wave number in thez direction. As expected for
the elliptical coordinate system, the first two expressions in
Eq. ~4! are the Mathieu’s equation and the modified
Mathieu’s equation, respectively. The separation constantsh
andb̃m are free to vary subject to the Dirichlet constraint on
the surfaces and the physical restrictions that the field be
finite away from the source and no incoming waves are in-
cident from infinity. The boundary conditions onS, that it
vanish at the two pressure release surfaces, yield a discrete
spectrum, indexed bym, for the eigenvalueb̃m for any given
value of h. Because these boundary conditions are not the
periodic ones, the angular and radial solutions are not the
standard Mathieu functions; some care must be taken in try-
ing to apply many of the useful relations for Mathieu func-
tions found in the literature.17 Further, it is important to note
that there are two distinct regions ofu separated by the apex
of the ridge,u0,u,p/2 and 2p/2,u,2u0 . For com-
pleteness it is necessary to define even and odd solutions:

Som~2u!52Som~u!,
~6!

Sem~2u!52Sem~u!,

which are the same on the positiveu side and differ only by
a minus sign on the negativeu side of the ridge. For conti-
nuity across the division between the two regions~the m50
strip!, we are restricted in our definition of the corresponding
radial solutions to

]

]m
Jem~0!50, Jom~0!50, ~7!

which together with the eigenvalueb̃m fixes the behavior of
the radial solutions; for normalization we take

J~m!→
cos~h coshm1w!

Ah coshm
~8!

for largem.
With these definitions and the details in Appendix B, the

formal solution to the field due to a point source, in terms of
a modal sum, is found to be:

c5
16Qi

a2 E
0

`

dh
h

Ak22~4h2/a2!
(
m,i

Sim~h,u!Sim~h,u8!

Mm~h!

3Jim~h,m!Jim~h,m8!eiAk22~4h2/a2!uzu, ~9!

where

Mm~h!52E
u0

p/2

Sim
2 ~h,u!du, ~10!

accommodating any normalization forS; the sum overi in
the subscripts includes both even and odd solutions; andz8,
the z component of the source coordinates, is taken to be

zero. A form approximate to Eq.~9! has recently been found
by Harrison in a study involving more general depth varia-
tions including ridgelike structures,18 but an explicit evalua-
tion of Eq. ~9! has not been performed.

II. WKB EIGENFUNCTION SOLUTIONS

To handle the integral in Eq.~9! we will use WKB tech-
niques to approximate the Mathieu functions and stationary
phase asymptotics to evaluate the resulting expression. Be-
fore proceeding it will be useful to examine the behavior of
the angular and radial solutions. Writing them in a more
convenient form, the differential equations are

]2

]f2 Sim~f!52h2~bm2sin2 f!Sim~f!,

~11!
]2

]m2 Jim~m!52h2~2bm1cosh2 m!Jim~m!,

wheref5p/22u ~f52p/22u for the negativey half-space!
and bm5b̃m11. In this form the Dirichlet surfaces are at
f50, 6f0—the anglef0 is between the top surface and the
ridge far from the apex—andbm is always positive. There
are three regions of values forb that correspond to different
behavior ofS andJ ~subscripts dropped here and elsewhere
for brevity; b, S, andJ should always be understood to im-
plicitly include the subscripts!:

~1! b,sin2 f0: There is a turning point in the angular solu-
tions; S is oscillatory for ufu,arcsinAb and exponen-
tially decaying for largerf. The radial solutions are pure
oscillatory.

~2! sin2 f0,b,1: There are no turning points in either so-
lution; bothS andJ are oscillatory.

~3! b.1: The angular solutions are oscillatory. The radial
solutions are exponentially small form,cosh21 Ab and
then continue oscillatory.

It is the third domain that ensures the usefulness of the
WKB approximation. For a given mode,m, and a givenh
there corresponds a unique eigenvaluebm . Inverting this
relationship we see that for a givenbm there is a correspond-
ing h. Now, since the radial solutions are exponentially small
for bm.cosh2 m, we can neglect largerbm from the integral
~9!, which means that for a given mode there is a smallest
h5hsmall which contributes to Eq.~9!. A brief inspection of
the angular equation~11! in the shallow slope limit, neglect-
ing sinf ~bearing in mind that smallh implies largebm

since the number of oscillations is fixed bym!, shows
hsmall'mp/(f0 coshm,), wherem, is the smallestm of the
source and receiver. WKB, of course, becomes better as the
large parameterh grows, making it particularly reliable at
higher frequency and in the shallow slope limit. Note that we
are not restricted to using WKB only in the shallow slope
limit since the integrand in Eq.~9! is linear in h, negating
contributions from smallh, making inaccuracies in WKB for
this small part of the integral negligible; only slightly greater
care must be taken for larger values off0 . As will be seen
later, a raylike picture corresponds to the field solution for
each mode. The physical expectation that rays contribute to
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the field allows contributions to the integral from small val-
ues ofh to be neglected.

Before forging ahead into a WKB analysis of the angu-
lar solutions an inspection of the integral~9! will again be
useful. The contribution to the integral forh.ak/2
5kd/sin f0 can be neglected because of the exponential
term; if there is noz separation between source and receiver
the highly oscillatory radial solutions will cancel this contri-
bution, unless the receiver is at the source location in which
case the integral will diverge. Now, since there is a largesth
that contributes to the integral, there must be a smallestbm

for each mode. Focusing again on the shallow slope condi-
tion and Eq.~11!, we can quickly make the estimatebm

small

'(mp/hf0)2. Note now that ifbm
small@sin2 f0 or, in terms

of problem parameters,mp/kd@f0 , we can easily approxi-
mate the angular solutions as simple sine functions:

Sem~h,u!5Sem„h,f~u!…'sinS mp

f0
ufu D ,

~12!

Som~h,u!5Som„h,f~u!…'sinS mp

f0
f D .

This gives the normalizationMm(h)'f0 . ~For the ‘‘hard’’
ridge boundary conditionsm→m21/2 in the argument of
the sine.! Thus in the shallow slope, shallow depth limit, the
modes expand and compress to adjust to slight variations in
the depth of the waveguide, which yields the simple approxi-
mation. Again, we are not restricted to these limits but sim-
plification can be achieved by assuming these physically ap-
propriate conditions. Regardless of this approximation, the
angular functions are determined essentially bym, depending
only weakly onh, and are thus considered slowly varying in
the subsequent stationary phase analysis of Eq.~9!. For the
case when Eq.~12! does not hold, the standard WKB ap-
proach detailed in Appendix C can be employed and the
functions evaluated at the appropriate stationary phase point.

The radial solutions are also amenable to WKB. For
bm,1 the solutions are oscillatory everywhere and the
boundary conditions atm50 trivially determine the phase of
the solution. Forbm.1 the solutions grow exponentially
and then become oscillatory beyondm5m t[cosh21 Abm.
These solutions have the well known2p/4 phase.19 The
exponential growth is assumed to be strong enough, that is,h
is taken to be large enough, that a sharp change in phase
from bm,1 to bm.1 will occur. The WKB radial solutions
then are

bm,1

Jem~m!'
cos~h*0

mAcosh2 m2bm2p/2!

h1/2 A4 cosh2 m2bm

,

Jom~m!'
cos~h*0

mAcosh2 m2bm!

h1/2 A4 cosh2 m2bm

, ~13!

bm.1
m.m t

Je,om~m!'
cos(h*m t

m Acosh2 m2bm2p/4)

h1/2 A4 cosh2 m2bm

.

~14!

Again, we takeJ50 for m,m t because of the rapid expo-
nential behavior in this region. A more detailed development

of Eqs. ~13! and ~14! is analogous to the angular case dis-
cussed in Appendix C and is not repeated here.

III. EVALUATION OF THE FIELD

A. Modal properties

The integral representation of the field equation~9! is
well suited to a stationary phase analysis at higher frequency
since the radial solutions and the exponential inz are highly
oscillatory over the contributing range ofh, giving signifi-
cant contribution to the integral only at the stationary point.
Writing Eq. ~9! with a more convenient variable, it becomes:

c54iQkE
0

1

dh(
m,i

Sim~h,f!Sim~h,f8!

Mm~h!

3Jim~h,m!Jim~h,m8!eihkuzu, ~15!

h5A12S 2h

kaD 2

, ~16!

where the exponentially small contribution forh.ak/2 has
been neglected. To take advantage of the WKB solutions
~13! and~14! the field can again be rewritten forbm,1 and
bm.1 as

c5(
m

cm
b,11cm

b.1, ~17!

cm
b,154ikQE

0

hb51
dh Am~h,f,f8!

3
cos@h„f ~m,b!6 f ~m8,b!…#

h A4 cosh2 m2b A4 cosh2 m82b
eihkuzu, ~18!

cm
b.158ikQE

hb51

hb5cosh2 m,
dh Am~h,f,f8!

3
cos@h f~m,b!2p/4#cos@h f~m,b!2p/4#

h A4 cosh2 m2b A4 cosh2 m82b
eihkuzu,

~19!

Am~h,f,f8!5
Sem~h,f!Sem~h,f8!

Mm~h!
,

~20!

f ~m,b!5E
0,m t

m
Acosh2 m2b dm,

where, as usual,b depends onh ~or h! andm. Notice that the
sum over even and odd solutions has already been found
using elementary trigonometric relations. This produced the
two following conditions:

~1! The 1~2! sign in Eq.~18! is taken for source and re-
ceiver on opposite~same! sides of the ridge.

~2! Expression~19! is only valid for source and receiver on
the same side of the ridge. For source and receiver on
opposite sides,cm

b.150.
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To understand the integral limits in Eqs.~18! and ~19!,
recall that for a givenh andm there corresponds a uniquebm

and that this relation can be inverted to find theh which
corresponds to anybm . Sinceh is a simple function ofh, the
limits of integration are just an expression of this eigenvalue
condition. So,hb51 is the h which corresponds tobm51,
and thehb5cosh2 m,

limit explicitly halts the contribution to
the integral when one of the radial solutions becomes expo-
nentially small. It is these limits which contain some of the
important physics of the problem. When the integration limit
hb5150 for a particular mode, there can be no propagation
over the ridge. Whenhb5cosh2 m,

50, the mode cannot be
supported in the waveguide at this depth. Therefore, ifm, is
the source coordinate, all the energy must go into lower
modes. The modal sum is, thus, in effect, always a finite
sum; this, of course, is the motivation for the modal decom-
position. With Eq.~16! and the eigenvalue condition derived
in the Appendix,~C2!, one can express the relation between
h andb:

hb5A12S 2mp

kaI D 2

, I[E
0

f0Ab2sin2 f df, ~21!

where, for simplicity, thebm.sin2 f0 case and Dirichlet
conditions were assumed; the extension to Neumann condi-
tions or other ranges ofbm are discussed in Appendix C.
Substituting the appropriate values ofbm and using the cor-
rdinate definitions we find:

mp.kd⇒no propagation over the ridge.

For the shallow slope limit we also have:

mp.kdm⇒mode not supported,

wheredm is the depth at the source or receiver’sm coordi-
nate.

B. Stationary phase

Focusing now on the evaluation of integrals~18! and
~19!, it is useful to write the cosine terms as exponentials.
For Eq.~18! this gives two terms with phases:

~6 !i
ka

2
A12h2@ f ~m. ,b!6 f ~m, ,b!#1 ikhuzu.

Momentary consideration of these phases and their deriva-
tives shows that only the phase with the plus~1! term yields
a stationary phase point near the path of integration, as illus-
trated in Fig. 3. Thus Eq.~18! can be well approximated by:

cm
b,15E

0

hb51
dh D~h!e1 ig6~h,m,m8!eikhuzu, ~22!

g6~h,m,m8![
ak

2
A12h2@ f ~m. ,b!6 f ~m, ,b!#, ~23!

D~h![
2iQk

~ak/2!A12h2 A4 ~cosh2 m2b!~cosh2 m82b!

3
Sem~h,f!Sem~h,f8!

Mm~h!
. ~24!

Again, the1~2! sign ing is taken for source and receiver on
the opposite~same! side of the ridge. Evaluating Eq.~22! at
the stationary phase point and definingg69 as the second
derivative ofg6 with respect toh, gives:

cm
b,15D~h0! A 2p

ug69 ~h0!u
eig6~h0!1 ikh0uzue2 i ~p/4!,

~25!

whereh0 is the solution, for 0,h0,hb51 , to

]

]h
g6~h,m,m8!52kuzu. ~26!

Following the same procedure for Eq.~19!, keeping only
those terms with stationary phase points near the integration
path, one arrives at:

cm
b.15E

hb51

hb5cosh2 m,
dh D~h!@e1 ig2~h,m,m8!

2 ie1 ig1~h,m,m8!#eikhuzu, ~27!

which can be evaluated as:

cm
b.15D~h0! A 2p

ug29 ~h0!u
eig2~h0!1 ikh0uzue2 i ~p/4!

2 i(
h0

D~h0! A 2p

ug19 ~h0!u

3eig1~h0!1 ikh0uzuesgn~g19 !i ~p/4!, ~28!

where sgn~ ! denotes the sign of the argument. The sum is
over all ~up to three! solutions to Eq.~26!; both terms only
includehb51,h0,hb5cosh2 m,

.
Because the phase of the field represented by Eqs.~25!

and ~28! is very sensitive tog, or rather tof (m,b) andhb ,
approximations here are not as useful as elsewhere. Fortu-
nately f (m,b) and hb ~or I!, Eqs. ~20! and ~21!, are well
behaved functions which can be exactly represented by stan-
dard elliptic functions:20

FIG. 3. Stationary phase points and path of integration.
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b,1:

f ~m,b!5
sinh m coshm

Acosh2 m2b
1~12b!F~a,b1/2!2E~a,b1/2!, a[arctanS sinh m

A12b
D

I 5E~x,b1/2!2~12b!F~x,b1/2!, x[arcsinS sin f0

Ab
D [

sin2 f0.b

p

2
,

~29!

b.1:
f ~m,b!5coth mAcosh2 m2b2b1/2E~g,b21/2!, g[arccosSAb21

sinh m D
I 5b1/2E~f0 ,b21/2!. ~30!

Numerical routines for elliptic functions are widely available;21,22 they can be considered ‘‘known’’ functions. Further, they
have known derivatives,23 again expressed in terms of elliptic functions, making Eqs.~25! and~28! a useful representation of
the field. For the sake of brevity only the first derivatives off (m,b) and I are listed here:

b,1:

]

]b
f ~m,b!52

1

2
FS arcsinS sinh m

Acosh2 m2b
D ,b1/2D

]

]b
I 5

1

2
F~x,b1/2!,

~31!

b.1:

]

]b
f ~m,b!52

1

2
b21/2FS arcsinSAcosh2 m2b

sinh m D ,b21/2D
]

]b
I 5

1

2
b21/2F~f0 ,b21/2!.

~32!

Higher derivatives ofg can also be expressed analytically but
numerical derivatives prove more useful in ease of calcula-
tion and can be used since the field~particularly the phase! is
not sensitive to small numerical errors in these higher deriva-
tives.

It should be noted that although Eq.~26! is a transcen-
dental equation, it is well behaved, allowing readily attain-
able numerical solutions. It can also be useful to parameter-
ize the quantity of interest@e.g., field strength~25! and~28!#
by h ~or theb associated with it! and match it to the corre-
spondingkz(h0) given explicitly by Eq.~26!, so as to avoid
a direct solution of the equation.

C. Eigenrays

The expression of the field given by Eqs.~25! and ~28!
is in terms of eigenrays corresponding to distinct values of
h0. By eigenray it is meant a horizontal ray path which is the
projection of rays onto the horizontal plane, the explicit re-
flections on the two boundary surfaces are not indicated.
These eigenrays represent upward and downward traveling
wave fronts that interfere to satisfy the boundary conditions
on the top and bottom of the waveguide. The easiest way to
see that a particular value ofh0 defines an eigenray is to look
at thez dependence of the phase of the field as expressed by
Eqs.~25! and~28!. For a ray we expect no change inz wave
numberkz because of the translational similarity inz. The
surfaces are all parallel to thez axis, which meanskz5h0k is
a constant.10,12 Sinceh0 is constant the correspondingb is
also constant; it is a more useful defining parameter for the
eigenrays. Typical plots of the eigenrays are shown in Fig. 4
for various values ofb and two different mode numbers.
Figure 4~a! involves a mode number low enough to allow

propagation over the ridge. Note that forb51 the eigenray
propagates along the apex of the ridge and that forb slightly
greater~less! than one, the eigenrays are slowly turned back
~away! as they propagate along the apex. Since eigenrays
corresponding tob close to unity are spread out in this way,
there is no true shadow zone for lower modes. However,
since the energy from this small region ofb is distributed
over a large space, the amplitudes are expected to be small
and an effective shadow zone is recovered. Further, it is this
slow turning back of eigenrays that leads to the possibility of
three eigenrays intersecting at a point within a given mode.
Compare this to another canonical problem that exhibits
horizontal refraction, the wedge, in which intramodal inter-
ference can only result from the intersection of two
eigenrays.1 Figure 4~b! is for a mode number great enough to
cut off propagation over the ridge. There is a true shadow
zone beyond the caustics for this case and there is intramodal
interference from only two eigenrays as in the wedge prob-
lem, which the ridge reduces to for high mode number.

D. Mode magnitude and intramodal interference

To clarify the character of the field, particularly this in-
tramodal interference, it will be useful to examine each term
in the field represented by Eqs.~25! and ~28!. The magni-
tudes of each term is shown in Figs. 5 and 6. These figures
represent a typical case involving intramodal interference for
receivers at a fixedm ~or y! location; the field has been nor-
malized by (4Q/a)Am(h,f,f8). As expected from Eq.
~25!, the case of source and receiver on opposite sides shows
no intramodal interference. Notice, for the same side case, in
the region of interference, two eigenrays have substantially
higher magnitudes than the third, which corresponds to the
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eigenray which has ab only slightly greater than one; this
eigenray, however, as can be seen in the figure, is not in
general negligible and should be considered in the approxi-
mation to the field. Also evident are two caustics, where the
stationary phase evaluation of Eq.~27! fails becauseg9(h)
'0 there; this will be dealt with in the next section. Upon
summation of the individual terms in Eq.~28! a complicated
interference pattern due to the intersection of the three rays at
any point is revealed, as shown in Figs. 7 and 8.

It is interesting to note that for this problem there are
two caustics~and two more for the mirror image in the2z
half-space! for modes that exhibit propagation over the ridge.
Between these caustics, as shown in Fig. 9, is the region of
intramodal interference. Thus formp,kd there is no inter-
ference along thez50 line and the field exhibits a nonoscil-
latory and predictable shape for the magnitude of the mode,
as illustrated by Fig. 10.

In the preceding, the only apparent failure of Eqs.~25!
and~28! is at the caustics. In fact, we also expect a failure of
the WKB approximation at the turning point,b5cosh2 m, of
the radial solutions. This is not exhibited in the figures be-
cause the expected region of failure is made so small by the
very large values ofh that the functions track smoothly
through the offending point. This may not always be the
case, particularly when a lower-frequency scale is consid-
ered. Fortunately, this problem is easily fixed by using
matching formulas, which are similar to those used in Ap-
pendix C for the angular case, to approximate the radial
function at the turning point and considering it slowly vary-
ing near that point for the subsequent stationary phase analy-
sis.

E. Second order stationary phase

The failure of our approximate representation at the
caustics deserves a more detailed discussion. This problem isFIG. 4. ~a! Eigenrays for kd5100, f050.05, m55, ky8510 000.

b50.1,0.5,0.99,0.9999,1,1.0001,1.01,3,5,7.~b! Eigenrays forkd5100, f0

50.05, m533, ky8510 000.b51.1,2,4,7,12.

FIG. 5. Magnitude of the individual terms in the radial component of the
field for kd5100, f050.05,m55, ky55000, ky8510 000.

FIG. 6. Magnitude of the radial component of the field forkd5100, f0

50.05,m55, ky525000, ky8510 000.
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a familiar one3,24 and is readily treated by a second order
stationary phase analysis first used by Sommerfeld. The dif-
ficulty arises from the second term in brackets in Eq.~27!;
two stationary points approach each other andg19 (h,m,m8)
'0. It is useful to separate out this part by rewriting Eq.
~27!:

cm
b.15cm

c 1E
hb51

hb5cosh2 m,
dh D~h!e1 ig2~h,m,m8!eikhuzu,

~33!

cm
c 52 i E

hb51

hb5cosh2 m,
dh D~h!e1 ig1~h,m,m8!eikhuzu. ~34!

Near the second order stationary pointh0
c , defined in Eq.

~36!, cm
c can be evaluated by expandingg1(h,m,m8) about

h0
c to third order, leaving Eq.~34! in the form of an Airy

function. The details of this procedure are included in Ap-
pendix E and yield the following representation of Eq.~34!
near the second order point@the integral~34! may still have
another stationary point, associated with the third ray, whose
contribution is obtained from Eq.~28!#:

c
m

c,h0
c

522ipD~h0
c!eig1~h0

c ,m,m8!1 ikh0
cuzuS 2

ug-~h0
c!u D

1/3

3Ai Fsgn~g-~h0
c!!S 2

ug-~h0
c!u D

1/3

k~ uzu2uz0u!G , ~35!

g19 ~h0
c ,m,m8!50, ~36!

wherez0 is the z location of the caustic. Using Eq.~35! in
combination with Eq.~28! near the second order point, we
have a complete representation of the given mode. Figure 11

FIG. 7. Magnitude of the individual terms in the radial component of the
field for kd520, f050.05,m54, ky5500, ky852000.

FIG. 8. Magnitude~individual terms summed! of the radial component of
the field forkd520, f050.05, m54, ky5500, ky852000.

FIG. 9. Location of caustics forkd520, f050.05,m54, ky852000.

FIG. 10. Magnitude of the radial component of the field forkd520, f0

50.05,m54, ky852000,z50.
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is the same as the previous example in Fig. 8 except that it
employs the corrected field representation near the caustics.

F. Field magnitude and intermodal interference

As previously mentioned, the full field representation is
just a sum of the contributions from each of the modes. The
sum is limited to those modes which can be supported in the
waveguide at both the source and receiver locations. Figure
12 shows an example of the full field along thez50 plane at
x5d/2, a fixed receiver depth which is half the depth of the
waveguide at the apex of the ridge. The field has been nor-
malized by 4Q/(af0). Only four modes contribute here
with two modes propagating over the ridge and contributions
from the third and fourth modes adding as indicated. Of par-
ticular interest is the intermodal interference, the interference

between different modes. Note that at the ridge apex this
intermodal interference is suppressed because the second
mode has a node there; the angular part of the second mode
goes to zero and only the contribution from the first mode is
seen. The intramodal inference can be seen as mode three
and four contribute; note that it is not seen behind the source
because the relative phase between the two eigenrays of a
given mode is constant as both eigenrays propagate in the
same direction. Figure 13 is for the same configuration but
shows the variation parallel to the ridge halfway between the
ridge apex and the source. Only the first three modes con-
tribute for these receiver locations. The caustic associated
with mode three is clearly visible. Beyond it, in the third
mode’s shadow zone, only the first two modes contribute,
exhibiting the clear intermodal interference. Notice that the
magnitude of mode two drops as its eigenvalueb2 ap-
proaches unity; this is indicated in the width of the interfer-
ence pattern. Although there is not a true shadow zone it can
be seen that the contributions from a particular mode drop
off rapidly as the only eigenrays that contribute are those that
have essentially propagated along the apex of the ridge and
are slowly turned back.

IV. CONCLUSION

The purpose of this study is to advance a solution to a
canonical problem of three-dimensional ocean acoustics in
which horizontal refraction plays an important role. A gen-
eral expression, involving an integral over solutions to
Mathieu’s equation, is found for the acoustic field due to a
harmonic point source in an isovelocity ocean over a hyper-
bolic ridge with perfectly reflecting boundaries. This expres-
sion is evaluated using simple WKB and asymptotic tech-
niques, yielding a very accurate approximation to the field.

FIG. 11. Magnitude of the radial component of the field forkd520, f0

50.05,m54, ky5500,ky852000 ~failure at the caustics corrected!.

FIG. 12. Normalized field magnitude forkd58, f050.05, ky85240, x8
5d/2; x5d/2, z50. Only four modes contribute significantly; modes 3 and
4 contribute only forky greater than 100 and 194, respectively.

FIG. 13. Normalized field magnitude forkd58, f050.05, ky85240, x8
5d/2; x5d/2, ky5120. Mode 3 has a caustic atkz5113 beyond which
only modes 1 and 2 contribute. Notice the drop off of mode 2 as its eigen-
value b2 approaches unity. For b25(1.1,1.01,1.001,1.0001),kz
5(624,857,1137,1426).
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The representation is in terms of a finite modal sum involv-
ing elliptic functions and their derivatives. It can be further
simplified by making assumptions appropriate to the physical
situation of an ocean ridge in an isovelocity ocean, namely a
gentle ridge slope and a shallow depth.

The results of the theory include a complete representa-
tion of the field providing for all the unique aspects of the
horizontal refraction exhibited by this three-dimensional ge-
ometry. The mode cutoff for propagation over the ridge as
well as the caustic and shadow zone locations are given by
the theory. A unique aspect of this solution is that it involves
a complicated intramodal interference pattern not seen in
other analytic solutions to three-dimensional problems. This
interference, resulting from the intersection of up to three
rays in a given mode, may present an interesting challenge
for numerical work in this hyperbolic geometry, making this
analytical model especially useful as a comparison.

It is as a benchmark comparison, in fact, that this model
is expected to be most useful. As with most analytical mod-
els, this model ignores much of the complicated components
of physical environments~e.g., absorption at the boundaries,
sound speed profiles, etc.! and is not easily extended to in-
clude them. Numerical models are typically more flexible,
being easily generalized to cover more physical situations.
They, however, can benefit greatly from benchmark verifica-
tion. With this in mind, the present study is meant as the
groundwork for further investigations into more realistic en-
vironments.
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APPENDIX A: EIGENFUNCTION ORTHOGONALITY
AND NORMALIZATION

Before proceeding with the derivation of Eq.~9!, we
need the normalization conditions for our eigenfunctions. As
stated in the first section, because of the boundary conditions
our eigenfunctions are not the standard Mathieu functions.
Therefore a derivation of the proper orthogonality normaliza-
tion is necessary.

For fixedh, Sturm–Liouville gives

E dq Sm~h,u!Sn~h,u!5Mm~h!dm
n . ~A1!

The integral is over all theta within the boundaries and the
even/odd subscripts onS are considered implicit inm andn.

This relationship, ~A1!, does not includeSm(h,u) and
Sn(p,u) which are, in general, not orthogonal. Further, since
the separation constantb depends on the other separation
constanth, eigenfunctionsS and J are not separately or-
thogonal. This is a standard problem of many coordinate
systems including the elliptic one.25 We continue, then, with
the wave equation

F ]2

]m2 1
]2

]u2 1
1

2
h2~cosh 2m2cos 2u!Gcm,h50, ~A2!

cm,h[Sm~h,u!Jm~h,m!, ~A3!

which, after multiplication bycn,p and subtraction of the
same equation with the subscripts exchanged, yields

]

]m Fcn,p

]

]m
cm,h2cm,h

]

]m
cn,pG

1
]

]u Fcn,p

]

]u
cm,h2cm,h

]

]u
cn,pG

52 1
2~h22p2!~cosh 2m2cos 2u!cm,hcn,p . ~A4!

Upon integration and use of the boundary conditions,
S(p/2)5S(u0)50 andJem8 (0)5Jom(0)50, this becomes

*u0

p/2@cn,p~]/]m!cm,h2cm,h~]/]m!cn,p#m0
du

2 1
2~h22p2!

5E dqE
0

m0
dm~cosh 2m2cos 2u!cm,hcn,p . ~A5!

If we examine the LHS under an integral overp, we can
arrive at the correct normalization for the double integral on
the RHS. Specifically, we take the following limit

lim
e→0

lim
m0→`

E
h02e

h01e

dp

3
* dq@cn,p~]/]m!cm,h2cm,h~]/]m!cn,p#m0

2 1
2~h22p2!

. ~A6!

A contribution to this integral arises only if the argument of
the p integral diverges ase→0, that is, if h5p to ordere.
Thus theu integral can be performed using Eq.~A1!. Fur-
ther, with definition~8! for largem, Eq. ~A6! becomes

lim
e→0

lim
m0→`

E
h02e

h01e

dp Mm~h!dm
n h sin~hem01w!cos~pem01w!2p cos~hem01w!sin~pem01w!

2 1
2~h22p2!Ahp

. ~A7!
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Employing simple trigonometric relations and keeping only
the divergent piece of the argument, this turns into

lim
e→0

lim
m0→`

E
h02e

h01e

Mm~h!dm
n p

p

sin~~p2h!em0!

p~p2h!
dp

5H ~p/h!Mm~h!dm
n , uh2h0u,e

0, uh2h0u.e
, ~A8!

where the equality is arrived at because this is a known in-
tegral and in fact a representation of the Dirac delta function
under the integral.26,27 This gives the desired normalization
result for the RHS of Eq.~A5!:

E dqE
0

`

dm~cosh 2m2cos 2u!cm,hcn,p

5Mm~h!dm
n p

h
d~h2p!. ~A9!

APPENDIX B: FORMAL SOLUTION

With the conclusion of the previous section,~A9!, many
standard methods can be employed to find the solution to the
field. Ours begins by writing the most general form of the
solution to

~¹21k2!G524pd~ r̄ 2 r̄ 8!

524p
d~m2m8!d~u2u8!d~z2z8!

~a2/8!~cosh 2m2cos 2u!
, ~B1!

the Green’s function

G5(
m,i

E dkz Ai ,m,kz
Jim~h,m!Sim~h,u!eikzuz2z8u, ~B2!

whereh is given by Eq.~5! and the integral is over allkz that
give finiteG at infinity and do not include incoming waves—
all real and positiveh. Next, integrate Eq.~B1! overz8 from
z82e to z81e and take the limite→0, yielding

(
m,i

E dkz Ai ,m,kz
Jim~h,m!Sim~h,u!

524p
d~m2m8!d~u2u8!

~a2/8!~cosh 2m2cos 2u!
. ~B3!

Multiplying both sides by (cosh 2m2cos 2u)Jim8(h8,
m)Sim8(h8,u), integrating over all space, and employing Eq.
~A9! leaves a trivial integral involving the delta function
which evaluates to the desired result

Ai ,m,kz
5

4iJ im~h,m8!Sim~h,u8!

Mm~h!
. ~B4!

A change of variables on Eq.~B2! completes our formal field
representation

G5
16i

a2 E
0

`

dh
h

Ak22
4h2

a2

(
m,i

Sim~h,u!Sim~h,u8!

Mm~h!

3Jim~h,m!Jim~h,m8!eiAk22~4h2/a2!uz2z8u. ~B5!

APPENDIX C: WKB APPROXIMATION

As mentioned, we expect that for most physically inter-
esting situations the angular solutions can be approximated
by simple sine functions. For completeness, though, we can
give the WKB approximation for situations where this
simple approximation is not valid. For the case when there is
no turning point, the oscillatory WKB approximation28 holds
everywhere:

bm.sin2 f0 :

Sem~h,f!5
cos~h* ufu

f0Abm2sin2 f df1db!

h1/2 A4 bm2sin2 f
. ~C1!

The boundary conditions determine the phase and the eigen-
value. Dirichlet, ‘‘soft’’ ridge, conditions dictate

Sem~h,f0!50⇒db52
p

2
,

~C2!

Sem~h,0!50⇒hE
0

f0Abm2sin2 f df5mp.

A ‘‘hard’’ ridge has

Sem8 ~h,f0!50⇒db50,
~C3!

Sem~h,0!50⇒hE
0

f0Abm2sin2 f df5~m2 1
2!p.

For the case when even the above does not hold, we
must approximate the function through the turning point and
connect either side with the oscillatory and exponential so-
lutions. This is a standard procedure done in many math-
ematical methods texts;29–31we repeat it here in brief for the
Dirichlet case; the procedure for the ‘‘hard’’ ridge is analo-
gous. On either side of the turning point we have:

bm,sin2 f0 :

f,f t : Sem~h,f!5
cos~h* ufu

f t Abm2sin2 f df1db!

h1/2 A4 bm2sin2 f
,

f.f t : Sem~h,f!5C
exp~h* ufu

f0Asin2 f2bm df!2exp~2h* ufu
f0Asin2 f2bm df!

h1/2 A4 sin2 f2bm

, ~C4!
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where the form of thef.f t solution was determined by the
boundary condition atf0 . At the turning point our differen-
tial equation can be approximated by expanding about that
point.

S95h2 sin~2f t!~f2f t!S, ~C5!

which has Airy functions as solutions:32

f'f t :

S5A Ai ~~h2 sin~2f t!!1/3~f2f t!!

1B Bi~~h2 sin~2f t!!1/3~f2f t!!. ~C6!

The constantsA, B, andC must be determined by boundary
conditions and by matching the solutions through the turning
point using the asymptotic expressions for the Airy
functions;33

Ai ~z!'
exp~2 2

3z
3/2!

2p1/2z1/4 , Ai~2z!'
sin~ 2

3z
3/21p/4!

p1/2z1/4 ,

~C7!

Bi~z!'
exp~ 2

3z
3/2!

p1/2z1/4 , Bi~2z!'
cos~ 2

3z
3/21p/4!

p1/2z1/4 . ~C8!

By inspection of thez.0 expressions and the fact that the
S(f0)50, it is clear thatB'0. Connecting this onto the
exponentialf.f t solution, we arrive atC. Further, by
matching onto the oscillatoryf,f t solution, we findA and
db . The eigenvalue condition is again given by theS(0)
50 boundary condition. The results are:

A'Ap~h2 sin 2f t!
1/3, B'0,

C'2Ap~h2 sin 2f t!
1/3

3expS 2hE
f t

f0Asin2 f2bm df D , ~C9!

hE
0

f tAbm2sin2 f df5mp2
p

4
, db52

p

4
.

When the turning point gets very close to the
boundary—u(h2 sin(2ft))

1/3(f02f t)u,1—the asymptotic
expressions can not be used; one must employ Eq.~C6! up to
f0 . Boundary conditions and matching of solutions again
determine the appropriate constants:

f t'f0 :

A5Ap~h2 sin 2f t!
1/3 sinS p

4
2dbD ,

B5Ap~h2 sin 2f t!
1/3 cosS p

4
2dbD ,

hE
0

f tAbm2sin2 f df1db5mp2
p

2
,

db5arctanS Bi~~h2 sin~2f t!!1/3~f02f t!!

Ai ~~h2 sin~2f t!!1/3~f02f t!! D2
3p

4
.

~C10!

Note that thesef t'f0 solutions should be used even when
the turning point is just outside the boundary because Eq.
~C1! fails near the turning point and is then not a valid means
of determining the phase. Thus the abovef t'f0 conditions

together with Eqs.~C4! and ~C6! should be used regardless
of which side of the boundary the turning point is on.

It should be noted that turning points in the angular so-
lutions arise for moderate slope and/or moderate depth con-
ditions. For cases of extreme slope or depth the WKB solu-
tions are still valid but the assumption that the angular
solutions are slowly varying inh, which is required for the
subsequent stationary phase analysis, is in jeopardy.

APPENDIX D: WKB NORMALIZATION

If the angular solutions are given by the WKB represen-
tations above, there is a nontrivial integral to perform to
arrive at the normalization constantMm(h). Fortunately, one
can employ a particular case of a general result of Sturm–
Liouville theory to get a closed expression for the normal-
ization. Consider the most general differential equation
amenable to WKB,

u91q2~x,b!u50, ~D1!

and two solutions whose parametersb are infinitesimally
close: u1[u(x,b1), u2[(x,b2), b1'b2 . Now define a
function W analogous to a Wronskian, differentiate it with
respect tox, and employ Eq.~D1! to get:

W~x![u18u22u1u28 , ~D2!

W85@q2~x,b2!2q2~x,b1!#u1u2 . ~D3!

Expanding this to first order indb[b22b1 , and integrat-
ing, we find an integral expression forW

W85db
]q2

]b
u2⇒W5dbE

x1

x ]q2

]b
u2 dx, ~D4!

wherex1 is a zero ofu. We can also find an expression for
W(x) from our WKB approximation to the solutions, pro-
vided thatx is in the oscillatory region of the eigenfunction.
In general,

u5
cos„s~x,b!…

Aq
, u8'2q

sin„s~x,b!…

Aq
, ~D5!

where ]s/]x5q definess. In the derivative ofu we have
only kept terms due to the fast oscillation, an approximation
that holds anytime the WKB approximation itself holds.
With these expressions and a simple trigonometric relation, a
simple expression forW for infinitesimaldb is found.

W~x!'
]s

]bU
x

db. ~D6!

The two expressions forW, then, give

]s

]bU
x

5E
x1

x ]q2

]b
u2 dx. ~D7!

By applying Eq.~D7! to our angular eigenfunctions and
evaluating it atf50, which is always in the oscillatory re-
gion, we quickly get an expression for the desired normal-
ization constant:

]s

]bU
0

5h2E
0

f0
S2~h,f!df5

h2

2
Mm~h!. ~D8!
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Finally, notice the connection betweens(0) and the eigen-
value conditions of the previous section.

s~0!5hE
0

f0,tAb2sin2 f df1db5mp2
p

2
. ~D9!

As shown previously, this eigenvalue integral, defined in Eq.
~21!, and its derivative can be simply expressed in terms of
elliptic functions. This gives the final expression for the nor-
malization constant.

Mm~h!5
2p

h2

]m

]b
, ~D10!

wherem is integral~D9!.

APPENDIX E: SECOND ORDER STATIONARY PHASE

Integral~34! has a second order stationary point defined
in Eq. ~36! at h0

c . Nearh0
c we can expand the argument of

the exponential to third order giving the contribution to the
integral near this point.

c
m

c,h0
c

52 iD ~h0
c!eig1~h0

c ,m,m8!1 ikh0
cuzu

3E dr ei ~g18 ~h0
c ,m,m8!1kuzu!r11/6g1-~h0

c ,m,m8!r3
.

~E1!

Because the argument of the integral becomes highly oscil-
latory, the limits of integration can be extended to6`; they
were originally taken to define some region ‘‘near’’h0

c . The
resulting integral is a representation of the Airy function,34

giving the following approximation to Eq.~E1!:

c
m

c,h0
c

522ipD~h0
c!eig1~h,m,m8!1 ikh0

cuzuS 2

ug-~h0
c!u D

1/3

3Ai Fsgn~g-~h0
c!!S 2

ug-~h0
c!u D

1/3

3~g18 ~h0
c ,m,m8!1kuzu!G . ~E2!

Recall that thez location of the caustic,z0 , is given by Eq.
~26! and find the desired expression~35! for the contribution
to the integral near the second order point.

1M. J. Buckingham, ‘‘Ocean-acoustic propagation models,’’ J. Acoust.5,
223–287~1992!.

2L. B. Felsen, ‘‘Benchmarks: An option for quality assessment,’’ J. Acoust.
Soc. Am.87, 1497–1498~1990!.

3M. J. Buckingham, ‘‘Theory of acoustic radiation in corners with homo-
geneous and mixed perfectly reflecting boundaries,’’ J. Acoust. Soc. Am.
86, 2273–2291~1989!.

4G. B. Deane and M. J. Buckingham, ‘‘An analysis of the three dimen-
sional sound field in a penetrable wedge with a stratified fluid or elastic
basement,’’ J. Acoust. Soc. Am.93, 1319–1328~1993!.

5S. A. Glegg and G. B. Deane, ‘‘Experimental verification of the theory for
sound propagation in a wedge with a shear supporting bottom,’’ J. Acoust.
Soc. Am.92, 2301–2302~1992!.

6L. S. Wang and N. G. Pace, ‘‘Evaluations of the analytic solution for the
acoustic field in an ideal wedge and the approximate solution in a pen-
etrable wedge,’’ J. Acoust. Soc. Am.89, 115–124~1991!.

7M. J. Buckingham, ‘‘Theory of acoustic propagation around a conical
seamount,’’ J. Acoust. Soc. Am.80, 265–277~1986!.

8M. J. Buckingham, S. A. S. Jones, and Peter N. Harriman, ‘‘Stationary
phase evaluation of the integral for the acoustic field around a conical
seamount,’’ J. Acoust. Soc. Am.80, 278–281~1986!.

9G. A. Athanassoulis and A. M. Prospathopoulos, ‘‘Three-dimensional
acoustic scattering of a source-generated field from a cylindrical island,’’
J. Acoust. Soc. Am.100, 206–218~1996!.

10C. H. Harrison, ‘‘Three-dimensional ray paths in basins, troughs, and near
seamouts,’’ J. Acoust. Soc. Am.62, 1382–1388~1977!.

11C. H. Harrison, ‘‘Acoustic shadow zones in the horizontal plane,’’ J.
Acoust. Soc. Am.65, 56–61~1979!.

12D. E. Weston, ‘‘Horizontal refraction in a three-dimensional medium of
variable stratification,’’ Proc. Phys. Soc. London, Sect. A78, 46–52
~1959!.

13M. A. Ainslie, L. S. Wang, C. H. Harrison, and N. G. Pace, ‘‘Numerical
and laboratory modeling of propagation over troughs and ridges,’’ J.
Acoust. Soc. Am.94, 2287–2295~1993!.

14P. M. Morse and H. Feshbach,Methods of Theoretical Physics~McGraw-
Hill, New York, 1953!, p. 657.

15G. Arfken, Mathematical Methods for Physicists~Academic, San Diego,
1985!, pp. 86–92.

16P. M. Morse and H. Feshbach,Methods of Theoretical Physics~McGraw-
Hill, New York, 1953!, p. 1407.

17N. W. McLachlan,Theory and Application of Mathieu Functions~Oxford,
Clarendon, 1951!.

18C. H. Harrison, ‘‘Wave solutions in three-dimensional ocean environ-
ments,’’ J. Acoust. Soc. Am.93, 1826–1840~1993!.

19G. F. Carrier, M. Krook, and C. E. Pearson,Functions of a Complex
Variable ~Hod, Ithaca, 1983!, pp. 296–297.

20I. S. Gradshteyn and I. M. Ryzhik,Tables of Integrals, Series and Prod-
ucts ~Academic, New York, 1994!, p. 326.

21M. Abromowitz and I. A. Stegun,Handbook of Mathematical Functions
~Dover, New York, 1972!, pp. 598–605.

22W. H. Press, S. A. Teukolsky, W. T. Vetterlin, and B. P. Flannery,Nu-
merical Recipes in C~Cambridge U.P., Cambridge, 1992!, pp. 261–269.

23I. S. Gradshteyn and I. M. Ryzhik,Tables of Integrals, Series and Prod-
ucts ~Academic, New York, 1994!, p. 301.

24C. L. Pekeris, ‘‘Theory of propagation of explosive sound in shallow
water,’’ in The Geological Society of America Memoir 27—Propagation
of Sound in the Ocean~Geological Society of America, New York, 1948!,
pp. 1–117.

25P. M. Morse and H. Feshbach,Methods of Theoretical Physics~McGraw-
Hill, New York, 1953!, p. 757.

26P. M. Morse and H. Feshbach,Methods of Theoretical Physics~McGraw-
Hill, New York, 1953!, p. 764.

27G. Arfken, Mathematical Methods for Physicists~Academic, San Diego,
1985!, p. 481.

28G. F. Carrier, M. Krook, and C. E. Pearson,Functions of a Complex
Variable ~Hod, Ithaca, 1983!, p. 293.

29M. Abromowitz and I. A. Stegun,Handbook of Mathematical Functions
~Dover, New York, 1972!, pp. 451–452.

30G. F. Carrier, M. Krook, and C. E. Pearson,Functions of a Complex
Variable ~Hod, Ithaca, 1983!, pp. 295–297.

31P. M. Morse and H. Feshbach,Methods of Theoretical Physics~McGraw-
Hill, New York, 1953!, pp. 1096–1098.

32M. Abromowitz and I. A. Stegun,Handbook of Mathematical Functions
~Dover, New York, 1972!, p. 446.

33M. Abromowitz and I. A. Stegun,Handbook of Mathematical Functions
~Dover, New York, 1972!, pp. 448–449.

34M. Abromowitz and I. A. Stegun,Handbook of Mathematical Functions
~Dover, New York, 1972!, p. 447.

2148 2148J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Thomas K. Berger: Theory of acoustic radiation near a hyperbolic ridge



Very long-range source localization with a small vertical array
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Several processors are developed and used to perform source localization on the 3250-km San
Diego–Hawaii path of the Acoustic Engineering Test~AET!. Associated simulations are done to
test the range-frequency limits of coherent matched-field processing using PE modeling through a
simulated internal-wave environment. The AET experiment is presently well beyond the range of
effective coherent matched-field processing. A mode filter was developed to extract 60 complex
mode amplitudes from the data received on the 20-element vertical line array. A mode space depth
estimator successfully localizes the source. A mode arrival time difference range estimator is
developed and found to be biased by internal-wave induced mode coupling. The final processor
developed utilizes the stability of early arriving wavefronts to determine the source range by
matching wavefront arrival patterns. ©1998 Acoustical Society of America.
@S0001-4966~98!05809-3#
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INTRODUCTION

In the past 10 years there has been a dramatic increase in
interest in extremely long-range ocean acoustics.1–5 The abil-
ity to receive transmitted sound and to determine travel times
accurately to distances beyond 4000 km has been
demonstrated.6,7 Internal waves have been shown to cause
significant degradation of long-range acoustic signals. The
ability to passively locate an acoustic source using matched-
field processing~MFP! is limited by mismatch between for-
ward models and data. If localization is possible, limits are
placed upon the extent that internal wave coupling has elimi-
nated all source information from the signal.

Mode coupling from internal waves is expected to be
larger at higher frequencies and larger propagation ranges.
The range-frequency limits of coherent processing to localize
a source are investigated in Sec. I. The simulation experi-
ment by Book and Nolte,8 at 20 Hz and a range of 1000 km,
lies within the range-frequency limits expected. The AET
experiment, at 75 Hz and 3250 km, is well beyond the ex-
pected limits of coherent processing. For this reason mode
space and wavefront techniques are developed. Accessing
the mode amplitudes with a 20-element vertical line array in
deep water required a new mode filter. This filter is presented
in Sec. II. A mode space method of determining the depth of
the source is presented in Sec. III. In Sec. IV a range esti-
mator is developed that uses the arrival time differences of
the modes. A range estimator using the pattern of early ar-
riving wavefronts is presented in Sec. V.

I. RANGE-FREQUENCY BOUNDS OF COHERENCE

In this section we look at the limitations internal-wave
coupling places upon coherent matched-field processing.9 In
order to utilize beamforming and receive the associated array

gain, the replica vectors and the signal must be partially co-
herent at the true source location. There have been few ex-
periments to test the range limits of coherent matched-field
processing in deep water. SLICE89, at a range of 1000 km
and 250 Hz, was clearly outside of the envelope.

Two simulations were done for this calculation. The
pressure field was computed every 20 km to a range of 3000
km with and without internal waves. The frequencies of 30
and 75 Hz were used. To determine the limits on coherence,
the PE pressure field without internal waves will be used as
the replica vector and will be compared with the data vector
generated by the PE simulation with internal waves.

The coherence function is defined as

B~r ,v!5
u( l pl* ~r ,v!dl~r ,v!u2

Au( l pl~r ,v!2uu( ldl~r ,v!2u
, ~1!

wheredl and pl are the PE fields with and without internal
waves, respectively. It is the same as the normalized Bartlett
processor. A correlation above 0.8~or 2/10! indicates that
coherent MFP is possible, depending upon the SNR.

Results for the correlation between range-independent
and internal wave simulations for 30 and 75 Hz are shown in
Fig. 1. The severe dependence upon frequency is clear. For
each frequency five realizations of internal waves are shown.
At 30 Hz, the correlation drops linearly with range. At 75
Hz, however, the correlation drops to below 0.8 within 500
km. The conclusion for this brief study is that without envi-
ronmentally tolerant methods, coherent matched-field pro-
cessing can be done at a range of 3000 km at 30 Hz and 500
km maximum range at 75 Hz.

II. ACOUSTIC ENGINEERING TEST „AET…

As a preliminary test of the Acoustic Thermometry of
the Ocean Climate~ATOC! project source and receiver ar-
rays the Acoustic Engineering Test was conducted in No-
vember 1994.4 The 75-Hz source was suspended near the

a!Present address: Science Applications International Corporation, 10260
Campus Point Dr. C-4A, San Diego, CA 92121. Electronic mail:
heaney@trg.saic.com
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sound channel axis off the coast of Southern California. Sig-
nals were transmitted for 7 days and received on a variety of
receivers from the Aleutians to New Zealand. In this section
we will outline the arrays which collected the data of interest
for this paper, and present a few of the results.

The source was suspended at 650-m depth, near the
sound channel axis. Receptions were recorded at two autono-
mous vertical line arrays~AVLA ! receivers, one 75 km from
the source, the other was east of Hawaii. All of the data used
in this work are taken from the Hawaii AVLA. The range
along a refracted geodesic was 3 252 382 m~WGS-84!. Data
was also successfully received at bottom mounted U.S. Navy
Sound Surveilance System~SOSUS! hydrophones around
the North Pacific and a single sonobouy deployed near the
sound channel off the coast of New Zealand.

The vertical line arrays consist of 20 elements deployed
from 935 to 1600 m. The element spacing was 35 m~1.75
wavelengths at the center frequency of 75 Hz!. With the
sound channel at 650 m this array aperture is poorly opti-
mized for mode filtering. For this reason the tomography
done in the paper by Worcesteret al.4 made use of only the
axial cutoff time and the early arriving wavefronts.

Figure 2 is a plot of two consecutive AET receptions at
the Hawaii AVLA. Plotted in a time/depth format the early
arriving wavefronts (t;2190– 2198 s) are visible as well as
the late arriving energy (t;1298– 2201 s) near the axis.
There is significant breakup and spreading in the final 3 s of
the arrival. The early arriving wavefronts are visible but
there is significant fading across the wavefront and the dou-
blet structure seen in simulations is barely visible. These two
transmissions are 4 h apart in time. This is an indication that
4 h is beyond the coherence time of the ocean. In fact,
Worcesteret al.4 found that the time coherence of the signal
was on the order of 13 min.

In Fig. 3 two more receptions for the AET are shown.
Figure 3~a! is another reception with the source at 650-m
depth. This is the reception with the highest signal-to-noise

ratio ~33 dB!. In Fig. 3~b!, the reception with the shallow
source~150 m! is shown. The change in arrival structure is
visible. The depth estimator, developed in Sec. V, will use
this change in relative energy between early and late arriving
energy to localize the source.

In order to do tomography or source localization, iden-
tifiable information must be extracted from the received sig-
nal. The tomography inversion used the information from the
arrival time and angle of the early arriving wavefronts. The
final cutoff (t;2201 s) was measured by stacking the re-
ceived signals across phones. This was considered the mode
1 arrival in the tomographic inversion. The final 3 s of data
were unusable in the analysis because of the lack of identi-
fiable structure in a reception. With the SOFAR crescendo of
a near axis source, this previously unusable portion of the
reception contains a significant portion of the energy trans-
mitted.

The late arriving energy, corresponding to the arrival of
modes 1–30, contains information about the ocean structure
from 300 to 1400 m. It also possibly contains enough infor-

FIG. 1. Coherence of PE simulations through a range-independent profile
and internal waves at 28 and 75 Hz. The standard deviations~1! are plotted
around the means. The results of 20 simulations are plotted. This result
indicates coherent MFP should be possible at a range of 3000 and 500 km
for 28 and 75 Hz, respectively.

FIG. 2. Two consecutive AET receptions from the Hawaii vertical line
array. The SOFAR crescendo is visible. Early arriving wavefronts are vis-
ible in both receptions.

FIG. 3. AET receptions for the~a! deep source,z5650 m, and~b! shallow
source,z5150 m. The excitation of higher modes from the shallow source
is visible as a relative increase in the energy of early arriving wavefronts to
the axial arrival.
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mation to localize the source. With rays being unidentifiable
in this region, the only choice for extracting useful informa-
tion is to decompose to mode space.

The short array limits the abilities of the array to extract
information from the modes. With 100 propagating modes in
the water column arriving at each frequency, least-squares
mode filtering is seriously underdetermined with only 20 el-
ements in the array. This problem led to development of the
Time-Windowed Mode Filter.

III. MODE FILTERING OF VERTICAL LINE ARRAY
DATA

Several methods for extracting the complex mode am-
plitudes from the pressure field measured on a vertical array
element will now be presented. The important characteristics
of the array are the number of elements~N!, the array spac-
ing, and the array length. The number of propagating modes
~M! is important in mode filtering and is a function of the
frequency, water depth, and sound-speed structure. In many
shallow-water experiments, like Swellex310,11 the number of
receivers is much greater than the number of modes, i.e.,N
@M . In deep water, the opposite is generally the case. For
the ATOC95 frequency band of 60–90 Hz, there are roughly
80–120 propagating modes in deep water.

A. Perfect mode filter

An array is considered perfect if its elements are densely
spaced~relative to the acoustic wavelength! and extend from
the surface to the bottom. The aperture of the array is such
that the projection integral is well approximated by a sum
over the elements:

bn~v!5E wn~z,v!p~z,v!

r~z!
dz

>Dz(
i 51

N
wn~zi ,v!p~zi ,v!

r~zi !
, ~2!

wherewn(z,v) is thenth mode function at depthz and fre-
quencyv, p(z,v) is the pressure field recorded at the sen-
sors,r is the density, andbn is the correct amplitude of the
nth mode.

B. Least-squares „LS… mode filter

A standard method of extracting modes from an array is
the method of least-squares. Before deriving the solution, we
will introduce the matrix notation used. The mode receiver
matrix is defined as:

U5S w1~z1! ¯ wM~z1!

A �

w1~zN! wM~zN!
D , ~3!

where Umn5wm(zn) is the mth mode function at thenth
receiver. The pressure field at each depth can be written as
the multiplication of the receiver matrix with the mode am-
plitude vectorb~v!:

p5Ub. ~4!

The least-squares solution in this notation is

b̂5~U8U !21U8p5~U8U !21U8Ub, ~5!

where the pseudoinverse must be used if the array is not fully
spanning and theU8U matrix is not full rank. The matrix
U8U is the projection of the modes with themselves. Each
element corresponds to the summation of two modes across
the array. In particular for themnth element:

~U8U !mn5(
i

wm~zi !wn~zi !. ~6!

This is the orthogonality condition expressed across the ar-
ray. A plot of this matrix for the AET array is shown in Fig.
4. The array resolves the first eight modes well. If the array is
perfect, the mode correlation matrix is the identity matrix.
For this case the estimated mode amplitudes are equal to the
true mode amplitudes.

C. Time-Windowed Mode Filter „TWMF…

For the AET experiment a processing algorithm was
sought that could extract the mode information accurately for
more than 15 modes. To overcome the problem of being
underdetermined, either the number of phones must be in-
creased or the number of modes must be reduced. The latter
approach leads to the Time-Windowed Mode Filter
~TWMF!. Mode extraction for tomography purposes is pos-
sible with a single hydrophone in certain environments.12

The relevant issue is the ratio of intermodal and intramodal
dispersion of the profile. As discussed by Brown,12 a single
element would be able to determine the arrivals of modes
1–4 (t;2196– 2197 s) in this example.

The dispersion characteristics of the Central Pacific pro-
file are shown in Fig. 5. The profile is for the range averaged
climatology for the AET path and has a deep sound channel
at 800 m. This dispersion curve presents the arrival times of
each mode as a function of frequency at a range of 3250 km.
The modes do overlap their arrivals, but at any particular
time only 5–10 modes are arriving at the array. If the data is
windowed in the time domain, then the filtered data will

FIG. 4. Hawaii receiver array mode resolution matrix (U8U). The orthogo-
nality of modes 1–10 is demonstrated by the unit diagonal matrix. The
sidelobes for the higher modes are indications of the breakdown of the
orthonormality of the modes, sampled across the array.
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contain only a subset of modes. The dispersive properties of
the ocean waveguide will be used to separate the modes and
make the filtering problem well determined~i.e., makeM
;N).

Before processing the data, the modes at the receiver, as
well as the range integrated adiabatic mode wave numbers
must be calculated. The first step of processing involves re-
moving the estimated dispersion from the pulse. This is done
one mode at a time. If the propagation is adiabatic, this will
collapse the received energy from the chosen mode~m! into
a delta function. The dispersion removal process is

p̂~ t,z!5I@e2 iDkmrI21$p~ t,z!%#, ~7!

wherep(t,z) is the received pressure time series, andI and
I21 are the FFT and inverse-FFT, respectively. The disper-
sion for modem is calculated by

Dkm~v!5 k̄m~v!2 k̄m~v0!2
~v2v0!

ngm
, ~8!

where k̄m(v0) is the unperturbed~by internal waves! wave
number of themth mode at the center frequency andngm is
the group velocity of themth mode. Thus the dispersion is
the second-order term in the Taylor expansion of the inte-
grated wave number. The group velocities are calculated
from the difference of the range integrated adiabatic mode
wave numbers.

Once the dispersion is removed, the data is time-
windowed around the predicted arrival time of themth mode,
tm . The window chosen for filtering was a 4-s Tukey
window13 with a flat unit gain for 3 s. The width of the
window was chosen to effectively reduce the number of ar-
riving modes to 20. The windowed frequency domain pres-
sure field is therefore

p̂m~z,v!5E h~ t2tm! p̂m~z,t !e2 ivt dt. ~9!

The mode amplitude estimates of the replica are determined
by using a 40340 matrix Û8Û centered on modem. The

filtered amplitude for themth mode is themth element of

b̂m5~Û8Û !21Û8p̂m . ~10!

The filtering process is repeated for each mode and each
frequency. Once the entire frequency band is processed Fou-
rier synthesizing the complex mode amplitudes calculates the
mode arrivals:

b̂m~ t !5E b̂m~v!e2 ivt dt. ~11!

This arrival of modal energy is used as the input data for
many of the time-domain mode processors developed later in
this thesis. Figure 6 is an illustration of the effects of the
dispersion removal and the mode filter. The perfect array
~1000 element! mode receptions are plotted in Fig. 6~a!. In
Fig. 6~b! the mode arrivals with the dispersion removed is
plotted.

IV. MODE SPACE DEPTH ESTIMATOR

In this section the mode space method for determining
the source depth of a passively received acoustic signal is
derived. Thea priori knowledge necessary for this processor
is the sound-speed profile at the source and receiver, and the
mode amplitudes of the received data at each frequency. If
the profile at the source range is not known, it can be esti-
mated and there will be an associated error due to environ-
mental mismatch. The magnitude of the depth bias because
of uncertainty in the ocean environment will depend upon
the sensitivity of the mode excitation spectra to the ocean
environmental uncertainty.

If the acoustic propagation is adiabatic, then the received
mode amplitudes will be proportional to the modal excitation
at the source. If the mode functions at the source location are
known, the source depth can then be determined. The effec-
tiveness of this processor is an important indication of the
amount of energy transfer between modes. If internal-wave
induced mode coupling has completely erased the source lo-
cation ~depth! information, and the received mode spectrum

FIG. 5. Mode dispersion curves for the AET profile. Arrival times of modes
1–60 are plotted as a function of frequency. For the low modes there can be
from 1 to 5 modes arriving at a particular time. For the higher modes, as
many as 20 modes arrive at the same time.

FIG. 6. Illustration of mode filtering technique.~a! Adiabatic 3000-km
mode arrival on a perfect array.~b! Same array results with dispersion
removed from each mode.
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is white14–16 then the depth estimator will not work. If
internal-wave scattering, which is certainly not adiabatic, is a
diffusive process and does not have time~or range! to evolve
to equipartition, then there will be source depth information
in the signal, and a depth estimation should be possible.

This method was first introduced by Shang,17,18and later
implemented and applied to experiments by Yang.19,20Based
upon the properties of normal modes a single frequency~cw!
beamformer will be derived. The corrections required be-
cause of imperfect array sampling of the normal modes will
be applied.

A. Derivation of beamformer

Decomposing the received signal into normal modes is
effective and natural because normal modes form a basis set
of the depth separated part of the acoustic wave equation.
From Sturm–Liuoville theory,21 a basis set of functions will
be orthonormal:

E wn~z!wm~z!

r~z!
dz5dm,n ~12!

and complete:

(nwn~z!wn~zs!

r~zs!
'd~z2zs!, ~13!

where wn(z) is the nth mode function at depthz. If the
propagation is adiabatic, the received pressure field at a
depthz will be:

Padiabatic~v,z!5A(
n

wn~z,v!wn~zs ,v!

Akn~v!
eiknr , ~14!

whereA is a complex constant which is a function of source
excitation and inversely proportional to the square root of the
range. The received experimental pressure field can be writ-
ten as a complex modal sum:

P~v,z!5A(
n

bn~v!wn~z,v!. ~15!

If the mode filtering is perfect~dense, fully spanning array!
and the propagation is adiabatic, the identification ofbn(v)
can easily be made:

bn~v!5
wn~zs ,v!

Akn~v!
eiknr . ~16!

Following the derivation of Yang,19 we seek a beamformer
of the form:

D'
(ndnubnu

r
. ~17!

Comparison of Eqs.~16! and ~13! reveals that the correct
normalization for the depth estimator will be

D~z,v!5S (nubnuuwn~z!uAkn

r~z!
D 2

. ~18!

This function generates a beamformer output as a function of
depth for each frequency.

The beamformer of Eq.~18! has been derived with the
assumption that the array spans the water column and that
there is no error in the mode filter. The orthogonality relation
of Eq. ~12! breaks down because of the reduced aperture of
the array. In particular, integrating across the array:

Bn5E uwn~z!u2

r~z!
dz5Dz(

i

uwn~zi !u2

r~zi !
Þ1. ~19!

In addition to the lack of normalization across the array,
when the modal sum used in each of the beamformers is
incomplete because of the lack of information of high mode
numbers, the completeness relation of Eq.~13! breaks down
as well. With this relation broken down, the beamformer
replicas have different norms at different depths. The cw
replica vector of Eq.~18! will be normalized so that it has
unit norm. Thus with a perfect match, the beamformer output
will be the power in the modal amplitudes. The normaliza-
tion is

n~z!5S (
n

knwn~z!2D 2

. ~20!

Applying the corrections to the lack of completeness and
normalization as normalization constants the depth estimator
beamformer is

D~z,v!5
~(nubn~v!/ABnuuwn~z,v!uAkn!2

~(nknwn~z,v!2!2 . ~21!

For further benchmarking of the normalization calcula-
tions, see Heaney.22

B. Experimental results

Now we will apply the depth estimator to the AET ex-
periment data set. Here there are several options of mode
filters, and several receptions of interest. The mode filters of
interest are the time-windowed~TW! mode filter with 60
modes, the least-squares mode filter with 40 modes and the
least-squares mode filter with 80 modes. The three data sets
of interest are the first one with a source depth of 650 m, one
with a source depth of 150 m, and one when the source was
off. For all the data there are 819 frequency samples that are
summed in bins of 11 frequencies. This gives 74 frequency
bins for averaging.

Before showing individual depth estimate results, the re-
ceived modal energy for the two receptions of interest are
presented. These are shown in Fig. 7. Figure 7 is the time-
domain integral of the mode energy for the deep-water
source. The lack of energy in mode 1 is due to the array
being located below the sound channel. There is significantly
more energy in the lower modes than in the higher modes.
This is the information that the depth estimator keys in on to
give a sound channel localization in depth. Figure 7~b!
shows the received modal energy for the shallow source. The
mode energy structure is significantly different than for the
deep source. There is less energy and it is spread out more
evenly amongst the modes.

The TWMF results will be presented because they con-
sistently yielded answers with smaller standard deviations
have those of the other estimators. Figure 8~a! is a plot of the
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beamformer power as a function of depth and frequency. It
shows frequency patchiness indicative of the data, and re-
veals peaks for most frequencies around the sound channel.
Figure 8~b! is a plot of the individual frequency depth esti-
mates and they are scattered around a mean depth of 683 m.
The standard deviation of the depth estimates is 115 m. This
constitutes a correct depth localization, although with the
large uncertainty it can only be said the source is near the
sound channel axis.

The results for the shallow source are shown in the fol-
lowing figure. There is a significant peak near the surface.
There is a strong sidelobe at 2800 m, which is the reciprocal
depth. The individual frequency bin results shown in Fig. 9
show a stable localization with a mean of 311 m. The stan-
dard deviation of the depth estimate is 29 m. Although off of
the true source depth~150 m!, the beamformer clearly iden-
tifies the source as shallow as opposed to near the channel

axis. The error is a result of an inadequate number of modes
used for the localization. The peak of the ambiguity surface
is at the shallowest point where there is any information in
the mode replicas. If 80 to 100 modes could have been
sampled by a longer array, the depth would have been cor-
rectly determined.

The final data set from the AET that the depth estimator
was applied to was a reception when the source was not on.
This reception serves as a measurement of ambient noise.
The results of the cw depth estimator are shown in Fig. 10.
The beamformer energy is scattered between 300 and 2800
m. As before, this is due to the reduced number of modes in
the filter. The individual frequency peaks are scattered with a
mean of 443 m and a standard deviation of 198 m. This large
standard deviation, as well as the low power in the beam-
former ~128 dB!, are indications that the depth estimator
works well when the signal is present. The result that the
ambient noise estimate for the source depth is not shallow is

FIG. 7. Received mode spectra of the AET data for the source depth of 650
m ~a! and 150 m~b!.

FIG. 8. Mode space depth estimator results for the AET deep-water source.
The frequency/depth dependence of the beamformer output is plotted in~a!.
The localization to the sound channel is visible. In~b! the depth of maxi-
mum power is plotted for each frequency bin. The mean of the depth esti-
mates is 683 m with a 115-m standard deviation. The true depth was 650 m.

FIG. 9. Mode space depth estimator results for the shallow source. The
depth estimator is stable across frequency. The mean estimate is 311 m with
a 29-m standard deviation. The true source depth was 150 m.

FIG. 10. Mode space depth estimates on an ambient noise measurement.
The maximum power is 132 dB which is 12 dB lower than when the signal
was present. The mean estimate is 444 m with a 198-m standard deviation.
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an indication of the filling in of the noise notch in vertical
directionality.

The ability to differentiate between near surface sources
and deep-water sources indicates that the TWMF is separat-
ing mode energies effectively and that the internal-wave
scattering has not whitened the mode spectra at 3250 km.
The nonequipartition of mode energies implies either that we
are not yet at equilibrium from random scattering, or that the
equilibrium spectra are not white. We believe both to be true.
Another method for mode-space source localization is to ap-
ply matched mode processing only to those modes, which
are insensitive to internal wave fluctuations. A maximum-
likelihood beamformer was developed by Tabrikianet al.23

which only uses the statistically reliable mode information.
With the lower-order modes more sensitive to internal wave
coupling, this would involve only using the information from
the higher modes. With a limited array size, this mode infor-
mation is difficult to attain.

V. MODE DELAY RANGE ESTIMATION „MDRE…

The depth estimator results have demonstrated that there
is source location information in the energy distribution of
the modes. For an adiabatic environment, the depth informa-
tion is in the received mode amplitudes, and the range infor-
mation is in the relative phase of the individual modes. If the
mode scattering is low, and coherent processing possible, the
phase difference of the received modes can be used as an
estimator of the range. The low correlation found in Sec. I
indicates that the individual modal phases are perturbed by
internal wave scattering, rendering coherent processing inef-
fective. In this section an incoherent method using the mode
arrival times is implemented. The dispersive characteristics
of the ocean profile are used to estimate the range of the
source.

A. Inversion method

For a perfect mode filter the coherent modal range esti-
mator proposed by Yang19 is

R~r !5U(
n

eiknr
bn

ubnuU
2

'U(
n

eikn~r 2r s!U2

'd~r 2r s!,

~22!

wherebn is the complex mode amplitude from Eq.~16!.
It has been shown that internal-wave coupling is signifi-

cant, and the coherent MFP was tried and found to be unsuc-
cessful at 3500 km. The phase information of the mode is
contained in the arrival times of the modal energy. For an
adiabatic environment, mode group arrival times could be
used. This is what is done in proposals of modal
tomography.24–26 In the presence of internal waves, this be-
comes more complicated. Individual peaks are not stable and
there are many to choose from, so the definition of a mode
arrival becomes ambiguous. To approach this problem, the
first-order moment of the received mode energy~the cen-
troid! is used as the statistic of mode arrival. The centroid is
defined as

Tn5
* tubnu2 dt

* ubnu2 dt
. ~23!

The uncertainty in this measurement will be a statistical
quantity of great interest. It is the second moment of the
received mode arrival and is the spread:

sn5A*~ t2Tn!2ubnu2 dt

* ubnu2 dt
. ~24!

With the statistics of interest calculated from the data~T
ands! the range inversion algorithm is now presented. The
relative arrival time inversion solves the following equation:

~T01dn!5SR1uncertainty, ~25!

wheredn is the relative mode arrival time,R is the source
range,

S5F 1/ng1

A
1/ngN

G and S5F s1
22 0

�

0 sN
22
G ~26!

is the group slowness vector and spread diagonal matrix,
respectively. Since the reference timeT0 is not known, this is
a linear equation with two unknowns (T0 andR! and is easily
solved using the method of least-squares. Each mode vector
is normalized by the variance~uncertainty! in the arrival time
estimate. The solution is

d5S R̂

T̂0
D 5~S8SS!21SSd. ~27!

B. Application to AET data

In order to place the time window in the mode filter, an
initial range estimate must be made. This circular need for
information~we need range to get modes and we need modes
to get range! leads to the following iterative algorithm for
determining the range of the AET data. The first step is to
determine the mode arrival times using the straight LS mode
filter. Then, using 30 modes~which are marginally trusted!
the range is determined. With this range estimate as thea
priori range for the TW mode filter, the arrival times of 60
modes are computed. These modes are then used to deter-
mine a less uncertain estimate of the range.

Summarizing the algorithm:

~i! Least-square mode filter data.
~ii ! Use 30 modes in mode delay range estimator

~MDRE! to get initial range.
~iii ! TW mode filter data with estimated range
~iv! Use 60 modes in MDRE to get final range estimate

and uncertainty.

Figure 11 shows a plot of the prediction, centroid, and
spread of the data, and the results of the MDRE applied to
the LS modes. The relative arrival time of the average of 50
receptions passed through the filter is plotted as stars. The
mode uncertainties are indicated. The range estimator inver-
sion is done using modes 2–30 since mode 1 is poorly
sampled by the array. The range estimate is 3274 km with an
uncertainty of 399 km. The large uncertainty is due to the
small number of modes used and will be improved by con-
tinuing with the windowed mode data.
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This range~3274 km! was then used as an initial esti-
mate for the range and the TWMF was run and these results
are shown in Fig. 12. The MDRE gives a final range estimate
of 2937 km with an uncertainty of 112 km. This estimate has
a smaller uncertainty than the first pass, but is biased by 300
km.

The bias is a result of comparing mode arrival centroids
~effective arrival times! of sound propagated through a real
ocean environment~with internal waves! with adiabatic
mode group velocities. The physics of the bias comes from
the preferential direction~in the time domain! of mode scat-
tering. The low modes receive energy from many higher
modes, all of which travel faster. The extreme example is
mode 1, which is the slowest traveling mode. It can only
receive energy from faster traveling modes. In a random
scattering environment the final arriving mode 1 energy will

have a centroid that is biased faster than the adiabatic arrival
time. For high modes there is scattering of energy from both
faster and slower modes. Yet with the source located near the
sound channel axis there is more initial energy in the lower
modes. This causes the high modes to receive a preferential
amount of energy from lower, slower modes. This gives their
‘‘effective’’ group arrival time a late bias. This bias tends to
make the mode arrival time plot~mode no. versus time! more
vertical. This translates through the range inversion to a bias
short in range. For a perfectly vertical arrival pattern~all the
modes arriving at the same time!, the range estimate would
be zero. This bias will be addressed in a subsequent paper on
environmentally tolerant localization techniques.

VI. TIMEFRONT RANGE ESTIMATOR

A timefront is the arrival of acoustic energy across the
array measured in a time-depth plot. As a wavefront of the
acoustic field~measured in the depth/range/time! propagates,
it crosses the array at a specific range. For a single hydro-
phone the arrival times of the timefronts correspond to the
local peaks in the reception. Historically, timefronts have
been thought of and analyzed as ray arrivals because of the
correspondence between ray arrival times with those of time-
fronts. The identification and inversion of timefronts across
an array is the basis of modern acoustic tomography.

In contrast to the late arriving axial energy, the early
arriving energy exhibits surprising stability. It is this stability
that has led to much of the success of tomography at long
ranges.4,5,27,28We would like to make use of this stability in
our localization of a broadband acoustic source. The disper-
sion of the water column produces a similar range effect in
the timefronts as it does in the modes. Whereas the indi-
vidual modal dispersion is linearly proportional to range, the
timefront problem is not linear in range because of the com-
bined effects of spreading and adding more timefronts. The
timefront arrival pattern as a function of range for the Central
Pacific is shown in Fig. 13 for a depth of 835 m. These

FIG. 11. AET data least-squares mode arrival times with the mode-delay
range estimator results. The average mode arrivals~across 52 receptions! are
shown~* ! with spreads~1!. The line is the predicted adiabatic mode arrival
~offset to line up with mode 1!. The range estimate using 30 modes is 3274
km with an uncertainty of 399 km.

FIG. 12. AET data time-windowed mode filter arrival times with the mode-
delay range estimator results. The range estimate using 60 modes was 2937
km with an uncertainty of 112 km.

FIG. 13. Timefront receptions at 835 m depth as a function of range. The
stretching of the accordian pattern is visible. The axial cutoff time of the
arrival patterns have been aligned.
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curves will be used as replicas in our correlation processor.
As range increases from 0 to 5000 km the dispersion of the
pulse is seen.

This section begins with a discussion of the stability of
timefronts. The correlation processor is introduced and ap-
plied to several simulations. A few adjustments are men-
tioned to allow for better localization in the presence of in-
ternal waves.

A. Timefront stability

The work of Flatte and Colosi14,29 has shown that the
bias and wander of timefronts is two orders of magnitude
smaller than that of the corresponding modes in the presence
of internal-wave scattering. Mode biases have been measured
as large as 1 s, whereas timefront biases are generally 10 ms.
This continues to be a mystery for several reasons. Why are
the early arriving timefronts more stable? Is coherent mode
coupling occurring? How does this correspond to the equiva-
lence of mode and ray solutions found by Traykovski?30

One comment should be made here concerning the com-
parison of timefront bias and mode bias. As was discussed
earlier, it is the centroid of each individual mode that is
measured and not the arrival time of a particular mode. The
bias is the difference between the centroid and the adiabatic
mode arrival time. The centroid, however, contains incoher-
ent energy scattered from other modes. This leads to a bias in
the centroid that is not a result of a change in the adiabatic
group velocity.

B. Correlation processor

Arrival patterns from received data are correlated with
predicted arrival patterns for various ranges. In order for the
algorithm to work efficiently it is necessary to rapidly gen-
erate the received arrival pattern for each new range and
depth. Raytrace algorithms are fast and can easily generate
an arrival pattern but in order to move forward in range, the
ray calculation must be done again from the source location.
Adiabatic mode theory allows for the rapid recalculation of
time domain arrival pattern replicas because only summa-
tions and FFT’s need to be performed.

The correlation function, which yields the timefront
range estimator, is now developed. For each receiver depthzi

the amplitude of the acoustic field with time forms the data
vector pdata

i (t). It must be noted here that it is the relative
arrival time that is measured. Knowledge of the absolute
arrival time assumesa priori knowledge of the source range.
For each range estimater̂ an adiabatic mode replica vector
prep

i ( r̂ , t̂) is calculated.t̂ is the relative time of arrival for the
replica. Note that without knowledge of the source range,t̂
and t are not aligned. If the pulses were exactly aligned a
simple inner product~like the Bartlett! would work well for
our processor. Withouta priori alignment, we must define
the correlation function:

Ci~Dt !5
( j pdata

i ~ t j !prep
i ~ t̂ j1Dt !

A( l„pdata
i ~ t l !…

2( l„prep
i ~ t̂ l !…

2
. ~28!

The correlation function is normalized such that for a
perfect match the correlation is 1.0. The peak ofCi(Dt)

gives the best match and the relative offset between the two
pulses. The final output of the timefront estimator is the sum
across receivers of the correlation function peaks. Figure 14
demonstrates the beamformer for a particular replica. In Fig.
14~a! the replica and data vector for a PE calculation through
internal waves at 1000 km is shown. The signals are not
overlapping because of a mismatch in relative timing. Figure
14~b! shows the correlation function for these two vectors.
The offset is correctly determined to be 0.3 s with a correla-
tion of 0.8. This is significantly less than 1.0 expected for
perfect correlation but we shall see that it is good enough for
range estimation.

One final adjustment to the processor must be made in
order to optimize it for localization of long-range sources in
the presence of internal waves. Peaks~timefronts! in the final
arrival cannot be identified for use in tomography. If this part
of the reception is included in the timefront range estimator,
it will swamp the range estimator with random noise because
of its significant energy and lack of correlation with predic-
tions. To remedy this problem a 2-s filter is applied to the
data and replicas. This allows only the signals from the early
arriving energy to be compared. This is equivalent to saying
the source is more than 1000 km away. Such an assumption
is not unmerited given the 8-s dispersion of the arriving data.

C. Localization of simulations

The timefront range estimator is applied to the series of
frequency interpolation-parabolic equation~FI-PE!31 simula-
tions through internal waves. This is done first to test the
normalization and then to examine the degradation caused by
internal-wave coupling. Six simulated data sets were ana-
lyzed. The range-independent adiabatic-mode calculation
and the FI-PE simulation with 1.0 GM internal waves were
used at ranges of 1000, 2000, and 3000 km. The results are
shown in Fig. 15. Each plot is the average across 20 indi-
vidual depth receptions. The two lines are for the 2-s filtered
data and the entire reception in the correlation processor. The
lines with lower sidelobe energy are for the 2-s filtered pro-

FIG. 14. Simulated data and replicas for a 1000-km reception across a
single phone~a!. The correlation, as a function of offset, is shown in~b!.
The FI-PE at 1000 km through internal waves is used as the data.
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cessor. From the results of the adiabatic mode receptions we
see the beamformer yields the correct range with a perfect
correlation of 1.0. Internal waves reduce the correlation to
0.7 at the peak. The filtered correlation processor works even
in the presence of internal waves, although the growing noise
with range almost yields an incorrect localization at 3000
km.

D. Localization of AET data

The timefront range estimator was applied to the 20 el-
ement receptions of the AET data. 2 s were clipped from the
data and replica fields. The average across phones for a
single reception is shown in Fig. 16. There is a strong local
maximum near the true source range of 3250 km. The peak
is at 3100 km and is possibly off because of environmental
mismatch. This peak is not, however, the global maximum.
The noise floor appears to be growing with range, yielding a
maximum at the largest range estimate of 5000 km. A pos-
sible explanation for this is the noise in the signal from in-
ternal waves or ambient noise. As the replica vector has
more peaks, more of this incoherent energy is added to the
output in the correlation processor.

VII. CONCLUSION

Data from the Acoustic Engineering Test has been ana-
lyzed from the perspective of the ability to do source local-
ization. At a frequency of 75 Hz, and a range of 3250 km,
this is well beyond the current expected range of successful
localization, particularly using coherent processing. A short
calculation of loss of coherence due to internal-wave scatter-
ing indicated that coherent MFP should work at a range of
300 km at this frequency. To determine what information
remained in the signal, after internal-wave scattering, a mode

filter algorithm was developed. By using time-domain pro-
cessing, the complex amplitudes of 60 modes were extracted
from a 20-element vertical line array. A processor was
implemented to determine the depth of the source from the
received modal amplitude spectra. The processor success-
fully differentiated between axial and near surface source
depths.

Two methods were developed to determine the range of
the source. The dispersion of the sound channel was used to
determine the source range from relative mode arrival times.
Identification of the mode arrival time with the centroid of
arriving energy led to biases in range because of determinis-
tic internal-wave scattering. The shift of energy from low
modes to high modes by scattering causes the range estima-
tor to be biased short. The stability of the wavefront arrival
times relative to the mode centroids was used to develop a
range estimator based upon the time-depth signature of the
received signal. This estimator successfully determined the
source range, although it was also biased short.

In this paper incoherent techniques were applied to ex-
tract residual information from the complex acoustic arrival.
Hence the results in this paper should be interpreted as an
indication that the ocean has not erased source localization
information over multimegameter ranges in our particular
frequency regime of 75 Hz. No heroic computational signal
processing techniques involving data assimilation and/or
combining environmental and acoustic modeling were at-
tempted. Possibly such methods will yield better results in
the future.
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FIG. 16. Timefront range estimator results for the AET data. The average
across 10 phones is plotted. The global maxima are at 3100 km, but there is
growing noise with range. The true source was at 3250 km.

FIG. 15. Timefront range estimator results from simulations are presented.
Adiabatic mode simulations were used as data at ranges of 1000 km~a!,
2000 km~c!, and 3000 km~e!. The results for FI-PE simulations through 1.0
GM internal waves are shown at ranges of 1000 km~b!, 2000 km~d!, and
3000 km ~f!. The results with lower sidelobes and sharper peaks are for
those with the final two seconds clipped from the data.
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An acoustic imaging system for the concurrent measurement
of suspended sediment concentration and particle velocity
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This paper presents work on a system providing concurrent concentration and two-dimensional
~2-D! particle velocity measurements on suspended sediments in water. The paper shows how
one-dimensional methods for independent measurement of sediment concentration and particle
velocity can be combined and extended to provide the concurrent 2-D information. An experimental
system is described in which suspensions of 0.5-mm diameter sand are illuminated by acoustic burst
signals of 1-MHz frequency from two transducers. The relevant theory for determining sediment
concentration and particle velocity is presented. The system geometry provides for the illumination
of a 5-cm3 volume at ranges of up to 1.1 m, although longer ranges are possible. Results are
presented for concurrent concentration and particle velocity measurements for a falling curtain of
sediment, and these are shown to be consistent with predicted values. The measurements have
sufficient resolution, and can be made sufficiently rapidly, to investigate short time-scale
phenomena in hydraulics, such as the effect of wave dynamics on sediment transport. The method
presented could form the basis of an instrument giving sequenced acoustic images of the transport
phenomena occurring within an observed volume. ©1998 Acoustical Society of America.
@S0001-4966~98!06009-3#

PACS numbers: 43.30.Gv, 43.30.Ma, 43.30.Xm@DLB#

INTRODUCTION

Various sampling techniques have been used to measure
sediment transport parameters. Several of these are intrusive
and consequently alter the flow, affecting accuracy. The
methods are usually applied separately to sediment concen-
tration and fluid or particle velocity. Methods for the mea-
surement of sediment concentration include optical systems
~transmission and backscatter!, and suction pumps, siphons,
and grab samplers which require samples to be analyzed
later.1 Collection methods such as streamer traps2 integrate
longshore transport rates over periods of minutes at various
levels above the bed and so cannot directly investigate the
local transport physics. Velocity has been measured by a
range of methods from Pitot tubes and current meters~pro-
peller or electromagnetic! to laser-Doppler anemometers and
video. All of these methods are either expensive, vulnerable,
or imprecise.3

Acoustic techniques provide a much improved method
for the nonintrusive measurement of underwater sediment
transport parameters compared with traditional, intrusive,
physical sampling techniques. In the past much effort has
been put into empirical and theoretical model-based tech-
niques of making acoustic sediment measurements.4,5 Such
work has concentrated on suspended sediment parameter
measurements over long time periods, providing instrumen-
tation for large scale events owing to tidal or large ocean
current activity.

Although some work has considered high-resolution ap-
plications of these techniques,6 disciplines with an interest in
short time scale events have yet to benefit from the improved
accuracy and resolution possible with the acoustic measure-
ment of sediment transport. Typically, these events would be
driven by ~water! wave dynamics and current interactions
with natural and artificial objects where both high spatial~of
the order of a few millimetres! and time~subsecond! resolu-
tions are required. The availability of instrumentation with
higher resolution and accuracy is of special importance in
civil engineering applications for sediment transport mea-
surement and the subsequent verification of hydrodynamic
models for natural and artificially influenced events. Numeri-
cal models of coastal sediment transport7 require calibration,
particularly with regard to vertical sediment concentration
profiles through the wave period. These models presently
depend on approximate estimates which this proposed acous-
tic technique could improve.

Until now, this has been very difficult owing to the rela-
tively poor accuracy and resolution affordable with physical
transport measurement techniques. This paper describes the
development and evaluation of a sediment transport instru-
mentation system designed to provide measurements with
high spatial and time resolution to support these areas.

Most current work in the acoustic sediment analysis
field uses a single axis sonar@i.e., one dimension~1 D!#
system to provide large-scale transport measurement. An ex-
tension of the measurement principles to provide a two-
dimensional ~2-D! transport imaging capability is here
shown to provide an ideal solution for the high-resolution
application.8a!Electronic mail: alan.adams@ncl.ac.uk
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I. SYSTEM CONFIGURATION

A. Tank and transducer design

The general configuration for the experimental system
used in this work is shown in Fig. 1. The tank used was
1.2-m square, with a water depth of 1 m. Transducers were
arranged to operate across one of the tank diagonals. The
sediment target material used was well sorted beach sand
with a mean diameter of 0.5 mm and a standard deviation in
diameter of 0.33–0.71 mm. The sand was delivered from a
screw feeder onto a sloping vibrating plate. The sand then
dropped from the edge of the plate into the water, where it
forms a falling curtain of terminal velocity. The sediment
curtain concentration was estimated from the sand feed rate
and system geometry, and also by physically sampling some
of the measurement volume and filtering and weighing the
solids within the sample. The sand was collected on a remov-
able tray at the bottom of the tank, from which it could be
retrieved for drying and reuse.

In these experiments 1-MHz transducers were used,
since such a frequency provides a strong backscatter signal
from the size of target particle employed~it is well known
that scattering is related to 2a/l, where a is the particle
radius andl is the wavelength of the incident signal9,11!. The
transducers were disk types, with aQ factor of;10. In order
to receive directly backscattered signals~i.e., receive acous-
tic returns at the point of transmission! a monostatic sonar
geometry~one employing a single transducer to both trans-
mit the insonification pulse and receive the acoustic back-
scatter! is the best system choice. In practice the range cell
resolution of the sonar is proportional to beamwidth and the
transducers were engineered to give narrow beams. For ex-
ample, the 1-MHz transducers used had23-dB beamwidths
of 2°, providing a resolution of approximately 3.5 cm at 1-m
range.

In the first set of experiments a single transducer was
used for the concurrent measurement of sediment concentra-
tion and particle velocity, the component of velocity being
that along the axis of the single transmit/receive transducer.
These parameters were derived by measuring and analyzing
the backscattered acoustic signal produced by the particles in
the sediment curtain. Both signal strength and Doppler fre-

quency shift were analyzed. The second set of experiments
employed a pair of transducers whose beams intersect inside
the falling sediment curtain. These transducers were pulsed
alternately~at a rate of 650 Hz, which was high enough to
ensure that no significant change in particle distribution and
motion occurred between pulses!. The resulting pair of Dop-
pler measurements allowed the 2-D resolution of the motion
of the sand particles. Results from these measurements and
subsequent calculations were compared with measures ob-
tained by direct physical means.

The configuration of the tank, the feeder system, and the
signal processing system~described in Sec. II B! were delib-
erately designed so that they could be readily constructed
from standard, commercially available units, resulting in a
flexible development system.

B. The electronic system

Figure 2 gives an overview of the signal processing
structure which was implemented. The full, twin sonar case
is shown.

In experiments involving only one sonar, the waveform
generation, signal routing, and transducer for the second
channel are inactive. Overall system control and data transfer
was achieved using a desktop PC, with system interconnec-
tion taking place via an IEEE-488 bus. The PC also provided
a data processing and display platform, as well as hard disk,
or digital audio tape~DAT! archiving. A programmable sig-
nal generator provided transmit signal generation and system
synchronization. The excitation data for the generator is sup-
plied ~off-line! by the PC.

Amplification and routing of transmit and receive sig-
nals was achieved with the only part of the system to be
custom built. This RF hardware, providing the necessary
separation between receive and transmit signals, amplified
the transmit signals from the waveform generator and ap-

FIG. 1. Side view of experimental test tank.

FIG. 2. Diagram of key system components.
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plied them to the transducers, after which it switched roles
and amplified signals from the transducers and routed them
to an oscilloscope.

The digitization of the received backscattered signals
was performed by a digital storage oscilloscope~DSO! with
an extended memory facility, which provided an off-the-
shelf, flexible acquisition system. Data acquired through the
DSO could be visualized while a measurement was in
progress. Real, carrier band received sampled data was tem-
porarily stored in the DSO before being passed, via the
IEEE-488 bus, to the PC for processing. A DSO with a sam-
pling rate of 10 MHz was used for all of the experiments that
are reported here.

II. SIGNAL PROCESSING

The received analog, transducer signals were preampli-
fied prior to digitization using tuned preamplifiers. These
amplifiers had gains of 60 dB at 1 MHz and23 dB band-
widths of 400 kHz. After the digital data had been acquired
by the DSO and transferred to the PC, it was quadrature
down-converted from 1 MHz to yield complex baseband sig-
nals for each acquisition. The resulting baseband signals
were low-pass filtered at 175 kHz. This data then provided
the basis for two main concurrent signal processing activi-
ties; evaluation of sediment concentration from the real car-
rier band data and the evaluation of sediment suspension
velocity from the complex baseband data.

A. Evaluation of sediment concentration

The principles of the acoustic instrumentation of ocean
sediment suspensions have been developed over the last 30
years into a proven science.4,5,10–12A great proportion of the
work has related to the laboratory calibration of acoustic
backscatter systems with known sediment sizes and the ex-
trapolation of the calibration results in order to develop con-
centration data from practical measurements.13 More re-
cently, Ref. 4 has shown that, by considering transducer
geometries and acoustic properties, such as near- and far-
field effects,12 and the incident acoustic wave interaction
with single and then multiple particles, using particle form
functions which express particle backscattering properties,11

it is possible to develop nonempirical expressions for sedi-
ment concentration at given ranges from a monostatic trans-
ducer system. The expressions depend only upon the acous-
tic calibration of the transducer used. The acoustic
calibration of the transducers is a relatively trivial process in
comparison to the empirical calibrations described above.

Beginning with an expression for the acoustic backscat-
ter from a single particle:

Pz5
ds

2
P0r 0

D2

2r z
2 f m exp$ i @2r z~k1 iaw!2vt#%, ~1!

wherePz is the transmitted pressure at ranger z , P0 is the
reference pressure at ranger 0 , ds is the sediment particle
diameter,D is a transducer directivity function,k is the wave
number of the transmitted wave,v is the transmit frequency
(rad s21), aw is the water attenuation factor, andf m is a
form function to represent particle scattering properties.

Developing the expression to allow for the insonified
volume of the acoustic beam, particle size distribution func-
tions, transducer near- and far-field range modifiers, sedi-
ment attenuation, and range to the target volume yields an
expression for the mass concentration at a given range:

M ~r !5K1
2e24ra, ~2!

where M (r ) is the mass concentration at ranger from the
transducer anda is the combined attenuation resulting from
loss in the water and scattering from the sediment particles.
K1 , which includes the effect of spreading, is given by

K15
PrmscrA16as̄rs/3tc

P0r 0Au f m
2 u~1/1.05kat!

, ~3!

wherePrms is the rms backscatter signal pressure,C repre-
sents a modifier function to allow for the transducer near
field,12 P0 is a reference pressure at ranger 0 , f m is a particle
scattering form function,11 t is the transmit pulse duration,c
is the speed of sound in the test water,as is the mean sedi-
ment particle diameter,rs is the sediment material density,
and at is the transducer diameter. These expressions show
the interdependence of the mass concentrationM (r n) on the
previous concentration estimate through the overall attenua-
tion an21 , wherer is divided intop discrete range bins 0,
1,...,n,...,p. The calculation process is therefore iterative,
starting at the transducer face~where it is a reasonable as-
sumption in practical concentrations that the attenuation due
to the sediment is negligible! and calculating concentration
then attenuation in turn at each required range out to the
maximum.

B. Doppler velocity processing

Measurement of the velocity of particles in the insoni-
fied region can be achieved by estimating the Doppler shifts
evident in the sonar returns from the moving suspensions
which have been illuminated by transmit pulses of known
properties.

In Doppler signal processing two techniques can be used
to provide particle velocity information from a frequency
shifted acoustic return. The first is based upon Nyquist fre-
quency or greater sampled returns from a single, arbitrary
phased ping~pulse-to-pulse incoherent sonar!. This tech-
nique suffers from the disadvantage that the Doppler shift
must be evaluated within the coherent duration of the signal
~or ping! duration. This would require pulses of several mil-
liseconds width to allow effective Doppler measurement at
resolutions suitable for this application~12 Hz in 1 MHz for
1 cm/s!. However, the frequency resolution derivable from
such a time window is too low to fully represent the neces-
sary Doppler spectrum. There is, therefore, a need to mea-
sure the mean Doppler frequency inside range gates of sev-
eral meters in length, which, considering the desired target
range of around 1 m, eliminates the noncoherent method
from consideration.

The second signal processing technique for the Doppler
returns uses a series of coherent pings~pulse-to-pulse coher-
ent sonar! and samples the sonar return once per range bin
~representing the resolution with which the sonar range is to
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be measured! at a frequency much lower than that of the
incoherent sonar case. The phase change between successive
pings in a given range bin can then be used to evaluate the
velocity of the scatterers responsible for the return. The tech-
nique can be used over numbers of pings but commonly they
are used in twos, that is, with successive Doppler estimates
being made from pairs of pulses. The range bins used in this
case can be very narrow because the minimum width of the
sonar pulse depends only upon system bandwidth and noise
considerations. This allows an adequate Doppler frequency
resolution from the relatively long signal coherence period,
as well as the centimeter range resolution required in the
application.

Particle velocity information is extracted from the
acoustic return signals by analysis of the first and second
spectral moments,14 given by the general expression:

sp5E SD~ f !~ f 2m!p d f , ~4!

where sp is the pth spectral moment,SD( f ) is the unity
normalized Doppler spectrum, andm is the first-order mo-
ment ~mean! given by

m5E SD~ f ! f d f . ~5!

It is efficient to use time-domain estimation of these
spectral moments~which avoids the use of Fourier trans-
forms! and one particular method, the autocovariance or
‘‘pulse-pair’’ estimator, is particularly useful here.15 The es-
timator is described by the expressions:

f m5
arg$A~t!%

2pt
, ~6!

t5
1

prf
, ~7!

where f m is the first spectral moment or mean signal fre-
quency, prf is the pulse repetition frequency of the sonar, and
A(t) is the complex return signal autocovariance:

A~t!5S~ t !•S* ~ t1t!, ~8!

where S(t) is the complex baseband sonar signalI (t)
1 iQ(t) and the asterisk denotes the complex conjugate.

The pulse-to-pulse coherent acquisition and processing
technique undersamples some of the sonar return signal re-
sulting in calculated velocities which are aliased about the
Nyquist frequency of this sampling rate. In addition to this
limitation the prf has an effect on the maximum system
range given that we must~in the absence of coded/frequency
diverse pulses! allow only one pulse to be in the water at any
given time. The combination of these two factors leads to the
range-velocity ambiguity:

nmaxr max<
lc

8
, ~9!

wherenmax is the maximum unambiguous Doppler velocity,
r max is the maximum sonar range,l is the transmit signal
wavelength, andc is the speed of sound in the water.

This covariance estimator has been shown to be the
maximum-likelihood estimator8 and it has been used in all of
the Doppler velocity processing discussed in this paper.

III. EXPERIMENTS

A. Test environment and methods

In the tests, up to two independent monostatic sonars
were used in the tank at a given time. The transducer~s! were
mounted near the bottom of the tank and angled to point their
beams upward, through the path of the falling curtain of
sediment, in such a way that the intersection volume of their
beams coincided with the center of the sediment curtain.
This arrangement allowed both the evaluation of single sonar
beam axis~one dimensional! concentration and particle ve-
locity measurement performance, as well as extending the
measurements to the dual sonar, twin axis case, allowing the
evaluation of resolved, 2-D, particle velocity parameters into
axes perpendicular and parallel to the tank floor for the beam
intersection volume.

B. Test parameters

Table I details the sonar system parameters used during
the tests. These parameters imply a range bin length of;0.9
cm and a Doppler aliasing velocity of;60.25 cm/s.

C. Test results

The initial tests involved characterizing the single-beam
sonar performance with respect to concentration and velocity

FIG. 3. Comparison between physically and acoustically measured concen-
trations.

TABLE I. Test system parameters.

Parameter Value

Transmit pulse length 6ms ~6 cycles at 1 MHz!
Transmit power 1.0 W
prf 650 Hz
Maximum range 1.1 m
Receiver voltage gain 60 dB
Sampling frequency 10 MHz
Baseband frequency limit 175 kHz
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estimation. Experiments used concentrations in the range
1–6 g/l. It should be noted that, since the sand is of necessity
dry to facilitate the feed mechanism, there is the possibility
of entrained air bubbles entering the water with the sand
particles. However, the measurement zone is approximately

30 cm below the surface of the water and no free air bubbles
were observed in this region. It is the case that any air still
attached to the particles would provide a better than normal
reflecting surface and hence would give a false increase in
the concentration result. The results of acoustic measurement
of concentration are compared with the physically estimated
values in Fig. 3. This demonstrates the correlation between
the acoustic estimate and one achieved through sampling
volumes of the sediment curtain at the beam-curtain intersec-
tion point. The results represent the mean concentration at
the midcurtain range over 30 successive pings, which was
found to be a reasonable compromise between smoothing the
apparent sediment concentration produced by the feeder and
resolving the time variation in concentration inherent in the
system. The acoustic measurements for the determination of
concentration showed a standard deviation of 0.24 g/l. Over-
all, the correlation is encouraging, although the range of con-
centrations is small and the measurement does not represent
the more difficult case, when there is significant sediment
concentration along the entire sonar range. This situation
may tend to increase errors in the estimate when allowing for
the attenuation due to the suspension.

The range of known velocities available from the falling

FIG. 4. Comparison of relative velocity estimates at different concentra-
tions.

FIG. 5. Concentration~a! and velocity ~b! results for a 1.2-g/l, 3.7-cm/s
curtain at 0.5-m range over 4.62 s.

FIG. 6. Concentration~a! and velocity ~b! results for a 3.4-g/l, 3.9-cm/s
curtain at 0.5-m slant range over 4.62 s.
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sediment curtain system is small and in the absence of any
external effects, such as water, jets relates only to the termi-
nal sediment velocity in the test tank~the particles reach
their terminal velocity within a few centimeters of the sur-
face, well before entering the insonified region!. During the
experiment there was no observed turbulence at this depth. It
is accepted that once the Reynolds number is large~in the
present case the particle Reynolds number is around 2.6!,
turbulence will be created in the wake of the particle. How-
ever, the turbulence in such a case is close to the surface of
the particle.16 The condition of fall in a calm fluid has been
of limited interest to hydraulicians and little work has been
done, but it is known that there is an increase in fall velocity
due to the presence of turbulent fluctuations. This increase is
greater in the case of fine sediments than medium sizes and it
is therefore regarded as a minor effect here. It is possible that
in natural flows the effects of turbulence may be significant.

In these tests the terminal velocity was 7 cm/s. This is in
accord with the predicted terminal velocity for natural sand
particles of 0.5 mm calculated in accord with standard
methods,16 which include consideration of particle Reynolds
numbers beyond the value of 1, the usual limit for Stokes’
law. This figure was resolved to a 3.4 cm/s axial component
in relation to the sensors. In this case velocity data represents
an average over 15 successive pulse pairs. The results, as
illustrated in Fig. 4, show the system to give a reasonable
estimate of this prediction across a range of sediment con-
centrations. The maximum error compared to the calculated
axial component of terminal velocity is of the order of 14%
but, allowing for the instability of the sediment curtain, and
the fact that the reference velocity is itself only estimated and
may, in fact increase with concentration, the evidence is that
the velocity measurement system and algorithms are realis-
tic. The acoustic measurements for the determination of par-
ticle velocity showed a standard deviation of 0.18 cm/s.

The particle concentration and velocity measurements,
used to produce Figs. 3 and 4, have been extended to exam-
ine the properties of the sediment curtain over a longer time
interval, primarily with a view to assessing the variability
present in the curtain, and secondarily to examine system
performance over a more realistic time scale with respect to
eventual applications. The results shown in Figs. 5 and 6
illustrate concurrent particle concentration-velocity results
over a period of 4.62 s~3000 pings! looking at a curtain
being dropped at a slant range of 0.5 m with measured con-
centrations 1.2 and 3.4 g/l, respectively. The offsets in the
peaks of concentration show that the falling sediment was
not exactly in the middle of the insonified region.

The concentration contours show a predictable overall
distribution, the mean of which corresponds to the expected
concentration level. However, the amount of variability in
the curtain properties is evident, with the greatest concentra-
tion peak, between 2 and 3 s, showing a 60% deviation from
the mean. Similarly, the velocity contour distribution is as
would be expected and the mean velocity at the curtain slant
range corresponds~within the velocity estimation limitations
discussed! to that anticipated.

Experiments have been carried out which involve the
use of both sonars, arranged so that their beams crossed in
the center of the falling sediment curtain. The purpose of
these experiments was to estimate the two-dimensional com-
ponents of the sediment’s velocity. The results of these tests
are shown in Fig. 7.

When both sonars were in use their operation was time
interleaved. Each sonar transmitted two pings and then
paused for the other sonar to do the same. This results in a
smoothing of the result data, but in this application, where
the sediment moves relatively slowly, with the prf used, the
effect is not significant.

These plots represent a composite result over 18 sepa-
rate measurements with the beam intersection arranged in
5-cm increments along the horizontal axis~perpendicular to
the sediment fall direction!, at 0.32-m above the tank floor.
Each measurement was formed from the mean velocity value
given by 30 pulse pairs. The 2-D velocity results show the
expected positive~towards the tank floor! vertical velocity

FIG. 7. Resolved 2-D components, 1.23-g/l curtain at;0.5-my axis range.
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result of near 7 cm/s. The observed horizontal components
are thought to be the result of gradual widening of the curtain
as the falling sediment creates an outwardly moving~hori-
zontal! component.

The resolution of the data in the plots is quite low at
only 17 horizontal range bins over 0.8 m. This is because
successive results were achieved by physically rearranging
the transducers before each measurement and better than
5-cm accuracy in this process was not realistic. The result is,
however, indicative of the possibilities of a multiple-beam
system. The accuracy of the result is very encouraging con-
sidering the bins were not actually measured concurrently.

IV. CONCLUSIONS

The results presented indicate that the system geometry,
processing techniques, and system parameters used have pro-
duced a technique which is suitable for the measurement of
concurrent single axis sediment concentrations and particle
velocities. Additionally, the twin axis results indicate that the
technique may be developed to allow measurement of con-
current concentration and velocity in two dimensions. A lim-
iting factor in determining the absolute accuracy of the tech-
nique is the difficulty in maintaining a consistent
concentration level within the falling curtain. Although much
more expensive, an active, pumped suspension system would
generate a concentration level with less variability12 though
the mixing involved would introduce further problems in re-
gard to a greater randomizing of particle direction and the
disappearance of the sediment curtain ‘‘edges’’ which are
useful markers.

The dual sonar tests showed that processing data from
crossed sonar axes gives an estimate of 2-D sediment trans-
port properties within 10%–15% of those predicted. This
demonstrates the potential for development of the system
into the transport measurement system proposed in Sec. I.
The use of two beams can only give the 2-D information at
one point in the measurement volume. However, the basic
principle can be extended into a multiple-beam technique,
where the number of intersections could be increased to pro-
vide a pixel image of a 2-D plane through the measurement
volume.

There are two ways in which multiple beams might be
formed:

~1! by mechanically moving a pair of sonar transducers
through prescribed arcs to form the necessary intersections,

~2! using a pair of transducer arrays and actively form-
ing the sonar beam using beamforming techniques.

In the first case the timing and speed of such a system is
likely to prove problematic. In addition the mechanical sta-
bility and reliability of the electromechanical components
would present problems. A better choice for a multiple-beam

system would involve the electronic steering method. The
resulting data would be processed in the same way as that
discussed earlier. In using this technique, however, there
would be considerable processing overhead involved in the
beamforming and the imaging algorithms, and in dealing
with the effects of the varying size of intersection volumes
and varying sidelobe patterns.

In addition the use of coded pulses could be used to
avoid the problem of Doppler aliasing velocity.
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A simple surface flattening transformation is applied to the problem of underwater acoustic
scattering from an irregular sea surface. The flattened surface elliptic wave equation is factored to
obtain a parabolic equation that has the same high angle capability as recent parabolic equation
models. The flattened surface parabolic equation contains an additional surface slope term, but
includes forward scattering from the irregular sea surface. The transformation creates additional
volume irregularities and irregularities in the water–sediment interface that the range and depth
mesh need to resolve. The surface flattening transformation is easy to implement in a parabolic
equation model. It compares very well with results obtained using boundary integral equations. An
example is given of scattering at 400 Hz from a sea surface with wave heights of 3 m or nearly a
wavelength. ©1998 Acoustical Society of America.@S0001-4966~98!01410-6#

PACS numbers: 43.30.Hw, 43.20.Fn@DLB#

INTRODUCTION

The work described here was motivated by an attempt to
understand how boundary perturbation theory is applied to
problems in underwater sound scattering from an irregular
sea surface. The main focus is, however, the application of
the parabolic equation method to this irregular or rough sur-
face scattering problem.

When boundary perturbation theory is applied to the
rough surface scattering problem,1 it is often implicitly as-
sumed that the sound pressure field can be extended into the
region above the irregular boundary, to a regular flat bound-
ary. This may be possible, but it complicates the boundary
perturbation theory. An alternative is to apply a simple trans-
lation of the independent depth variable2 that flattens the
irregular boundary. It converts the boundary perturbation
problem to a volume perturbation problem, but places it in
the context of a single Hilbert space,3 i.e., a waveguide with
a regular flat boundary. The latter setting is better under-
stood. The simple surface flattening transformation, which
measures depth from the sea surface rather than sea level,
was applied to the elliptic wave equation by Konrady4 ~also
see Abarbanel5!. The transformation leads naturally to a
small slope perturbation theory, but the perturbative aspects
are not perused here.

The simple surface flattening transformation should also
be useful in doing rough surface scattering calculations with
the parabolic approximation,6 in spite of the fact that it in-
troduces an extra term proportional to the slope of the sea
surface as well as other volume irregularities. Beilis and
Tappert7 augmented the simple surface flattening transforma-
tion with a transformation of the dependent field variable to
eliminate the slope term. This composite surface flattening
transformation has recently been applied by Barrios8 to a
parabolic approximation using the split-step Fourier method.
An even more sophisticated transformation involving a con-

formal mapping, which preserves the form of elliptic wave
equation, was developed and tested by Dozier9 for the rough
surface scattering problem. The conformal mapping proce-
dure has been also been employed by Nortonet al.10 in a
higher angle parabolic equation method. The simple surface
flattening transformation, which retains the surface slope
term, is still attractive because of its simplicity.

Procedures exist that do not rely on a transformation of
independent variables. Tappert and Nghiem-Phu11 explicitly
extended the rough surface scattering problem into an image
ocean replacing the free surface with an interface. The field
is odd about the interface while the index of refraction is
even and an extra term, proportional to the slope of the sea
surface, appears in the image ocean. A transformation of the
dependent field variable is again used to eliminate the slope
term. This image ocean method is complementary to the
composite surface flattening transformation derived by Beilis
and Tappert.7

It is possible to place the rough free surface just inside
the computational grid and explicitly enforce the free surface
boundary condition. Rosenburg and Magruder12 applied this
procedure using extra zeros to fill out a regular grid in a
finite element parabolic equation calculation. This numerical
approach was used by Collinset al.13 to allow the sea surface
to intrude into the computational grid. The idea can be traced
to Collins14 where it was used in a rotated coordinate system.

Filling out the grid with zeroes is physically analogous
to adjoining a fluid air layer above the sea surface. The free
surface is replaced by the water–air interface. The air layer
approach was developed and successfully used by Thomson
et al.15 in both finite difference and split-step Fourier para-
bolic equation calculations.

It is shown here that the original simple surface flatten-
ing transformation is useful in doing rough surface scattering
calculations with the parabolic approximation and that it is
easy to implement. It contains a readily identifiable contribu-
tion due to the irregular surface and maintains a potential
connection to the small slope perturbation theory that is ab-

a!Research conducted while the author was a Guest Investigator at the
Woods Hole Oceanographic Institution, MA.
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sent in a purely numerical procedure. The simple surface
flattening transformation places the rough surface scattering
problem in the context of a waveguide with regular flat
boundaries where the limitations of the parabolic approxima-
tion are ordinarily encountered and, hopefully, better under-
stood.

I. THEORY

The partial differential equation used to describe the
sound pressure in an underwater waveguide is first intro-
duced. Assume that a harmonic source with circular fre-
quencyv is operating in the waveguide. The time dependent
complex pressurep can be factored intop5exp(ivt)P where
the time invariant complex pressureP satisfies the elliptic or
reduced wave equation

]2P~x,z!

]x2 1r~x,z!
]

]zF 1

r~x,z!

]P~x,z!

]z G1k2~x,z!P~x,z!50

~1!

in range x and depthz, where r(x,z) is density,k2(x,z)
5v2/c2(x,z) is the wave number squared, andc(x,z) is the
speed of sound. The densityr(x,z) is assumed to be piece-
wise constant in rangex. Equation~1! is two dimensional
and reflects a translational invariance in the cross range di-
rection. It can also be used in the case of rotational invari-
ance after the cylindrical spreading factor has been removed.

Boundary and interface conditions are also needed to
define a solution of Eq.~1!. It is assumed that there is an
irregular or rough surface at the depthz5s(x) where the
complex pressure is required to satisfy the pressure release
boundary conditionP(x,s(x))50.

The function z5s(x) is the depth of the sea surface
below mean sea level. It is also assumed that there is a copy
of the sea surface buried, at a substantial depthD, in an
absorbing bottom where the complex pressure satisfies the
boundary conditionP„x,D1s(x)…50.

The effect of this deep reflector, and its irregularity, is
assumed to be minimized by the absorption in the bottom.
The pressure and the normal component of the particle ve-
locity are also required to be continuous at the water–
sediment interfacez5d(x) where the density and sound
speed may be discontinuous. A schematic of the problem is
shown in Fig. 1.

The irregular free surface is flattened by choosing a new
depth coordinateẑ according to

ẑ5z2s~x!. ~2!

The complex pressureP̂, considered as a function of the new
depth variableẑ, is

P̂~x,ẑ!5P„x,ẑ1s~x!…,

and the densityr̂ and wave number squaredk̂2 are defined in
a similar fashion. The transformation has the obvious intent
of flattening the two perfectly reflecting boundaries in Fig. 1.
The water–sediment interface becomes more irregular, oc-
curring atẑ5d(x)2s(x) as shown in Fig. 2. Other regions
of rapid depth variability are likewise converted to regions of
more rapid range variability by the transformation.

The effect of the transformation on Eq.~1! is best ob-
tained by observing that

P~x,z!5 P̂„x,z2s~x!…

and consequently

]P~x,z!

]x
5

] P̂„x,z2s~x!…

]x
2s8~x!

] P̂„x,z2s~x!…

] ẑ
, ~3!

wheres8(x) is the slope of the sea surface. It is assumed that
the irregular surface has a well defined tangent plane. Real-
izations of rough or irregular surfaces are usually many times
differentiable16 and are probably better called irregular since
they are smooth, in a strict mathematical sense. Proceeding
to apply Eq.~3! in Eq. ~1! and substitutingz5 ẑ1s(x) gives
the flattened surface reduced wave equation

FIG. 1. Irregular or rough surface waveguide.

FIG. 2. Flattened surface waveguide.
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F ]

]x
2s8~x!

]

] ẑ
G2

P̂~x,ẑ!1 r̂~x,ẑ!
]

] ẑ
F 1

r̂~x,ẑ!

] P̂~x,ẑ!

] ẑ
G

1 k̂2~x,ẑ!P̂~x,ẑ!50, ~4!

with the boundary conditionsP̂(x,0)50 andP̂(x,D)50.
A parabolic approximation to Eq.~4! is obtained, for-

mally, by defining the linear partial differential operators

T5
]

]x
2s8~x!

]

] ẑ

and

L5 r̂~x,ẑ!
]

] ẑ
F 1

r̂~x,ẑ!

]

] ẑ
G1 k̂2~x,ẑ!.

Then Eq.~4! becomes@T21L# P̂50 or

@~T1 iAL !~T2 iAL !1 i ~TAL2ALT!# P̂50. ~5!

The parabolic approximation is made by neglecting the ef-
fect of the commutator (TAL2ALT) in Eq. ~5! and selecting
the outgoing wave to obtain (T2 iAL) P̂50. The flattened
surface parabolic equation is then

] P̂

]x
5s8~x!

] P̂

] ẑ
1 iALP̂. ~6!

The first term on the right hand side of Eq.~6! is the result of
the surface flattening transformation. The second term is a
pseudodifferential operator that is often encountered when
the parabolic approximation is applied to the reduced wave
equation.

Note that the commutator in Eq.~5! is composed of two
terms

TAL2ALT5S ]

]x
AL2AL

]

]xD 1s8~x!F ]

] ẑ
AL2AL

]

] ẑ
G .

The neglect of the first term in the commutator is usually
associated with the parabolic approximation, although its ne-
glect is more significant here due to the added range depen-
dence inL caused by the irregular surface. The neglect of the
surface slope term in the commutator is a second additional
approximation. The combination of these two approxima-
tions is the assumption that forward scattering is dominant.
The second of these approximations will ultimately be used
in solving Eq.~6! by operator splitting.17 The two operators,
on the right hand side of Eq.~6!, will be applied in succes-
sion and it will be necessary that their order is unimportant
or else nonunique results are obtained.

The pseudodifferential operator in Eq.~6! is handled by
a linearlization procedure based on a rational linear Pade´
approximation.18 The main range dependence of the complex
pressure is removed by factoringP̂ into P̂5exp(ik0x)U,
whereU is a slowly varying envelope andk0 is a reference
wave number. Then Eq.~6! becomes

]U

]x
5s8~x!

]U

] ẑ
1 ik0FA11

L2k0
2

k0
2 21GU. ~7!

At this stage the only approximation that has been made is
the parabolic approximation. If it is assumed that the effect
of the operator (L2k0

2)/k0
2 is small, then the pseudodifferen-

tial square root operator in Eq.~7! can be approximated by a
finite sum of ratios of linear functions ofL and Eq.~7! can be
approximated by an equation of the form

]U

]x
5s8~x!

]U

] ẑ
1 ik0F (

l 51

M b l ~L2k0
2!

k0
21g l

2 ~L2k0
2!

GU, ~8!

whereb l andg l
2 are Pade´ coefficients andM is the order of

the rational linear Pade´ approximation.18 Properly formu-
lated higher order approximations give more accurate solu-
tions for higher angle propagation.

Equation~8! is solved by splitting,17 which relies on the
approximate commutativity of the operators on the right
hand side of the equation. The fieldU is advanced by apply-
ing an implicit finite difference scheme in range, separately
and successively, to each of the terms in the sum on the right
hand side of Eq.~8!. The equations involving the rational
linear terms are linearlized by removing the denominators to
the opposite sides of the equations. The splitting procedure
used here was developed by Collins19 who called it alternat-
ing direction. The splitting procedure is also described in the
introductory section on the higher-order parabolic equation,
in Ref. 20.

The separate application of the operator resulting from
the surface flattening transformation

]U

]x
5s8~x!

]U

] ẑ
~9!

is one more step in the splitting. The exact explicit solution
of Eq. ~9! for a range stepDx and an infinite depth interval,
including an image ocean, is

U~x1Dx,ẑ!5U„x,ẑ1s~x1Dx!…,

but it does not necessarily satisfy the boundary conditions.
An implicit numerical approach is used that enforces the
boundary conditions and retains the finite depth interval.

II. NUMERICAL IMPLEMENTATION

The numerical solution of the equation

]U

]x
2s8~x!

]U

] ẑ
50 ~10!

on the finite depth interval is described here. Equation~10! is
just a restatement of Eq.~9! that better fits the discussion
here. The numerical implementation uses the Galerkin
method~alternatively called a finite element method! and is
designed to be consistent with the finite element parabolic
equation model, FEPE.21

The envelope function U is approximated using an ex-
pansion in terms of the basis set of piecewise linear hat
functions19,22

U~x,ẑ!>(
j 51

N

U j~x!C j~ ẑ!. ~11!
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The C j ( ẑ) are defined with the depth meshẑj5 j D ẑ and
D ẑ5D/(N11). They are zero foruẑ2 ẑj u>D ẑ, increase lin-
early from zero to one on the interval@ ẑj 21 ,ẑj #, and de-
crease linearly from one to zero on@ ẑj ,ẑj 11#. The approxi-
mation of U(x,ẑ) is a piecewise linear function ofẑ that
need not be differentiable, with respect toẑ, at the grid
points ẑj . This is by design. The functionU(x,ẑ) must fail
to be differentiable atẑ5d(x)2s(x) to satisfy continuity of
the vertical particle velocity when there is a discontinuity in
the density. The discontinuity occurs at a grid point in the
approximation. In the solution process, the operatorsT andL

are only considered to operate under an integral overẑ and
multiplied by a hat basis function. In this setting, the opera-
tor L is applied using integration by parts23 and the continu-
ity conditions.

The Galerkin method is as follows: The expansion in
Eq. ~11! is substituted into the left hand side of Eq.~10! and
the result~the residual error! is required to be orthogonal to
each member of the hat function basis set forj 51,N. This
yields the following system of ordinary differential equations
for the expansion coefficientsU j (x):

d

dxFU j 21~x!14U j~x!1U j 11~x!

6 G
5s8~x!FU j 11~x!2U j 21~x!

2D ẑ
G , ~12!

whereU0(x) andUN11(x) are defined to be identically zero.
Equation~12! is solved, assumings8(x) is constant over

a range stepDx, using a forward difference on the left hand
side and an average of current and advanced values, of the
quotient, on the right hand side. This implicit method is
analogous to the implicit finite difference scheme~Crank–
Nicolson! in Ref. 24. It results in a tridiagonal system of
linear algebraic equations

~a1b!U j 21~x1Dx!1cUj~x1Dx!1~a2b!U j 11~x1Dx!

5~a2b!U j 21~x!1cUj~x!1~a1b!U j 11~x!,

wherea51/6Dx, b5s8(x)/4D ẑ, andc52/3Dx. The over-
head of this additional tridiagonal solve is the same as add-
ing one more higher angle term to the Pade´ sum and it in-
corporates forward scattering from the irregular sea surface.

III. EXAMPLES

The numerical implementation of the surface flattening
procedure is checked against results for some bench mark
problems.

A. Surface directed beam

The first example chosen is test case 1 from the Rever-
beration and Scattering Workshop held at Gulfport, MS on
2–6 May 1994. The problem is due to Thorsos25 and consists
of a 400 Hz Gaussian beam incident, from a half-space, on
an irregular free surface at a grazing angle ofu510 degrees.

The beam’s source is centeredzs566.12 m below the free
surface and the beam has a half-width ofg527.55 m. The
starting field is

P~0,z!5exp@2~z2zs!
2/g2#exp@2 i ~k0 sin u!z#,

wherek0 is the reference wave number corresponding to the
half-space sound speed of 1500 m/s. The density is 1.0
g/cm3. The surface is a single realization from a Pierson–
Moskowitz spectrum for a wind speed of 15 m/s. A plot of
the surface can be found in Ref. 26. The surface is sampled
every tenth of a wavelength at 0.375 m increments over a
range of 750 m and has excursions of 3 m, both above and
below mean sea level. The geometry is such that the ray at
the center of the beam, once reflected from a flat free surface,
would return to the source depth at the range of 750 m.

The above formula for the starting field, defining the
incident beam, and the realization of the irregular free sur-
face were provided as part of test case 1. Solutions were
obtained by Thorsos25 using both first and second kind inte-
gral equations. The two integral equation solutions were es-
sentially equivalent and one was provided as complex pres-
sure versus depth at the range of 750 m.

The starting field and surface realization were input to a
modified version of FEPE based on the flattened surface
parabolic equation in Eq.~6!. The half-space is represented
by a water layer over an artificial sediment layer, or absorber,
starting 132.24 m below the mean sea surface. The absorber
will subsequently be replaced with a physical sediment layer
in example B and the reason for starting at 132.24 m will
become apparent. The absorber has the same sound speed
and density as the water, but its attenuation is a function of
depth. The attenuation in the absorber is held fixed at 0 dB
per wavelength from 132.24 m to 300 m, increases linearly
to 1 dB per wavelength at 400 m and again linearly to 10 dB
per wavelength at 500 m, where the problem is terminated. A
range step of 0.375 m and depth increment of 0.075 m are
used with 4 terms in the rational linear Pade´ approximation.
The results of the flattened surface parabolic equation calcu-
lation and the integral equation reference solution are both
shown in Fig. 3. The amplitude of the complex pressure
versus depth is plotted with the integral equation result as the

FIG. 3. Complex pressure amplitude versus depth for example A with the
integral equation result as the solid curve and the flattened surface parabolic
equation result as the dashed curve.
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solid curve and the flattened surface parabolic equation result
as the dashed curve. The small differences are probably due
to the outgoing nature of the parabolic equation or the nu-
merical differentiation of the sea surface heights. The inte-
gral equation incorporates backscattering and the analytic ex-
pression for the surface slope. There is very good agreement
in the overall shape of the two curves.

The agreement of the two solutions, in Fig. 3, demon-
strates the validity of the flattened surface parabolic equation
for this case. This is especially impressive in view of the
variations of the results from one realization to the next25 and
the complexity of the field in the beam reflected from a
single realization of the irregular surface. The latter point
starts to become apparent when the beam reflected from the
irregular surface is contrasted with the beam reflected from
the flat surface, as shown in Fig. 4. The dashed curve is the
flat surface result. The scope of the scattering problem is
brought home by the two gray scale contour plots of inten-
sity level ~including cylindrical spreading! versus range and
depth in Figs. 5 and 6. There is no question of the effect of
the irregular surface in Fig. 6.

B. Bottom directed beam

Example A avoids the potential numerical complications
caused by reflection from a bounding sediment layer and the
associated waveguide propagation. The flattened surface
parabolic equation is designed for such a situation. The ex-
ample presented here includes a bounding sediment layer. A
physical sediment layer is introduced in example A starting
at a depth of 132.24 m and extending to a depth of 500 m.
The sediment has a sound speed of 1700 m/s, a density of 1.5
g/cm3 and an attenuation of 0.5 dB per wavelength. The
physical attenuation replaces the 0 dB per wavelength used
in the top of the absorber in example A. The beam used in
example A is modified to be directed downward toward the
water–sediment interface with a grazing angle of 10 degrees.
The critical grazing angle of the bottom is approximately 28
degrees. The water depth is chosen so that the ray at the
center of the bottom reflected beam returns to the source
depth at the range of 750 m. The same irregular sea surface
provided with test case 1 is used. The range and depth mesh
used are the same as above.

In this example the flattened surface parabolic equation

FIG. 4. Complex pressure amplitude versus depth for example A with the
rough surface result as the solid curve and the flat surface result as the
dashed curve. Both results were obtained from the flattened surface para-
bolic equation.

FIG. 5. Intensity level, with cylindrical spreading included, versus range
and depth for the flat surface beam reflection problem of example A.

FIG. 6. Intensity level, with cylindrical spreading included, versus range
and depth for the rough surface beam reflection problem of example A.

FIG. 7. Complex pressure amplitude versus depth for bottom reflected beam
of example B in a waveguide with both an irregular and flat sea surface. The
flat surface result is the solid curve and the irregular surface result is the
dashed curve. The beam does not interact with the sea surface. Both results
were obtained from the flattened surface parabolic equation.
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is distinguished by what it should not do. The beam should
not interact much with the irregular sea surface. In spite of
the irregularities introduced at the water–sediment interface
and the extra surface slope term in the partial differential
equation, the results with the irregular sea surface should be
essentially the same as the results with the flat sea surface.
This is indeed the case as can be seen in Fig. 7 where the
amplitude of the complex pressure versus depth at a range of
750 m is plotted. The result for the regular waveguide is the
solid curve and the result for the irregular waveguide is the
dashed curve.

C. Penetrable wedge

The last example is designed to further investigate the
numerical consequences of the surface flattening transforma-
tion. It is known that some parabolic equation models fail to
conserve energy in sloping environments;27 they gain energy
on the downslope and loose energy on the upslope. The loss,
in excess of what would occur due to attenuation, is a con-
sequence of not completely satisfying the interface condi-
tions on the sloping bottom. It is possible to make a correc-
tion for this problem, but the version of FEPE used here did
not have this correction. The correction is usually needed to
obtain an accurate parabolic equation solution in the Acous-
tical Society of America benchmark penetrable wedge.27 The
material properties of the two fluid regions, forming the
wedge, are the same as the two fluid regions in example B.
The problem can be solved, with the flattened surface para-
bolic equation, by sloping the free surface14 instead of the
bottom. Since the surface is flat, the term surface flattening
transformation is somewhat out of place, but the transforma-
tion may still be applied. The wedge is created by holding
the depth of the water–sediment interface constant at 200 m
and linearly increasing the depth of the free surface from 0 to
200 m over the range interval 0 to 4 km. A 25 Hz source is
placed at a depth of 100 m at a range of 0 km. The transmis-
sion loss, including cylindrical spreading, to a receiver 30 m

below the free surface is shown in Fig. 8 on the range inter-
val 0 to 4 km. The solid curve is the coupled mode result27

while the dashed curved was obtained with the flattened sur-
face parabolic equation. The parabolic equation result does
not suffer the loss of energy that would be expected from the
uncorrected FEPE. The explanation for this is as follows:
The simple surface flattening transformation is mathematical
rather than physical and, if done correctly, it does not pro-
vide the opportunity for loss of physical energy. The energy
conservation correction27 can still be applied to the field as a
function for the original independent depth variablez ~not ẑ!,
but it would have no effect in this case since the interface is
at a constant depth inz.

IV. CONCLUSIONS

The simple surface flattening transformation is useful in
parabolic equation calculations with an irregular surface. In
the flattened surface parabolic equation, the surface irregu-
larities are transferred into volume irregularities and another
term is introduced into the partial differential equation. The
volume irregularities and the additional surface slope term
are easily integrated in a high angle parabolic equation solu-
tion technique such as the one due to Collins.19,21 Results
obtained from the flattened surface parabolic equation com-
pare well with results obtained from a boundary integral
equation technique applied to a test case by Thorsos.25

The analysis reported here was motivated by an attempt
to gain a better perspective on boundary perturbation theory.
It subsequently became a diversion from perturbation theory.
The simple surface flattening transformation is a reasonable
alternative to perturbation theory that contains an identifiable
contribution from the irregular surface. It is not the intent to
imply that the simple surface flattening transformation is the
best, or only, nonperturbative method for solving the forward
scatter problem. In the course of study it was found that the
numerical technique of Collinset al.13 was just as useful
when applied to example A. The conformal mapping proce-
dure of Nortonet al.10 gives highly accurate results for ex-
ample A. The agreement of these techniques on one or two
test cases is not to be taken as indication that the problem is
completely solved. It is an indications that an investigation
of more comprehensive test cases should be undertaken to
determined the strengths and weaknesses of the various
methods.
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FIG. 8. Transmission loss versus range in the penetrable wedge of example
C. The solid curve is the coupled mode result and the dashed curve was
obtained with the flattened surface parabolic equation. The loss of energy,
expected from the uncorrected parabolic equation calculation, does not oc-
cur.
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This paper addresses the problem of range tracking using one or more vertical arrays in certain
mismatched shallow-water environments. The objective is to obtain continuous tracking of a target
thereby allowing the target to be distinguished from false alarms. It is shown that bottom mismatch
can cause large range errors at discrete source ranges as observed in previous experiments. Also,
significant range errors~offsets! can result from unknown array tilt. Discrete range errors impede the
ability to detect a target by integrating along the target track~track-before-detect! or by a probability
based target detection and tracking algorithm. Large range errors impede the ability to localize and
track the target from multiple vertical arrays. These problems are addressed using matched-beam
processing whereby certain bottom mismatch is minimized by a beam filter and unknown array tilt
is estimated by matching the measured beam pattern against the calculated one. Beam filtering and
beam matching are simple and convenient methods to implement in practical systems. Comments
are also given on other applications using beam domain processing.@S0001-4966~98!00310-5#

PACS numbers: 43.30.Wi, 43.30.Pc, 43.60.Gk@DLB#

INTRODUCTION

Matched-beam processing is matched-field processing1

in the beam domain. It is based on conventional plane-wave
beamforming, but extends the conventional processing to in-
corporate full-field processing. As such, it extends the advan-
tage of matched-field techniques to existing systems where
the conventional beam outputs are often the only data readily
available. Matched-beam processing was applied to a hori-
zontal line array in a previous paper.2 It was shown to be a
more efficient and robust approach for correcting bearing
errors and signal gain degradation of a horizontal line array
in shallow water.2 Matched-beam processing has also been
applied to a vertical array to improve the robustness of
acoustic inversion of the bottom properties.3,4

In this paper, we apply matched-beam processing to
range tracking using one or multiple vertical arrays. We ad-
dress in particular how matched-beam processing handles
certain environmental mismatch problems.

Source localization in range and depth can be achieved
using matched-field1 or matched-mode5 processing. Source
location is determined by the highest peak in the range–
depth ambiguity where the correlation of the replica field and
data field is the highest. This is the case, in principle, only
when the replica field source is at the location of the true
source~assuming signal propagation is accurately modeled!.
In the real world, the requirement of an accurate replica field
that matches the data exactly is hard to achieve due to lack of
information or inaccurate environmental data. Here lies the
mismatch problem. Signal processing methods that deal with

the mismatch problems are briefly reviewed in the next sec-
tion.

Range tracking is an extension of the source localization
problem involving a moving source. We shall assume that
the source depth is known or it will be searched separately.
The moving source problem is more complicated than the
stationary source problem, since source localization is re-
quired not just at one range but at all ranges. Previous data
have shown that range tracking can be discontinuous when
large range errors occur at some ranges, such as when there
is mismatch in bottom sound-speed profile.6 The range esti-
mate can be offset by a substantial amount due to mismatch
in bottom depth.7,8 Unknown array tilt can also interfere with
range tracking resulting in either range errors or range off-
sets, prompting a direct or acoustic inversion approach for
array shape estimation.9

Range tracking can encounter two problems. One prob-
lem is that the target is continuously tracked but range esti-
mates have errors~e.g., constant offset!. One expects that in
this case the target is localized by the main lobe in the am-
biguity surface. The other problem is frequent large range
errors as when the sidelobe has a higher level than the main
lobe at some source ranges. Both problems can occur at the
same time; in that case, target tracking can be ambiguous.
Range tracking is not possible when source localization
yields inconsistent results as the source moves, as when the
range versus time display becomes random.

Continuous target tracking is an important tool to distin-
guish the target from false alarms when the signal level is
weak and when many peaks are present in the ambiguity
surface due to clutter or noise. Continuous target tracking

a!Current address: Naval Surface Warfare Center Carderock Div., West Be-
thesda, MD 20817. Electronic mail: yates@wave14i.nrl.navy.mil
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can be used to improve the detection of a weak signal by
integrating the signal along the target track using the track-
before-detect matched-field processing methods.10–13 Track-
before-detect matched-field processing involves intensive
computations as various target tracks need to be searched. It
requires that the environment~used for the replica field! sup-
ports consistent target localization as the target range
changes, else the integration gain may be limited. This re-
quirement must be satisfied even in the presence of environ-
mental mismatch as real world environmental mismatch may
be present but nota priori known.

A similar concept is used in the detection and tracking
of a target using multiple vertical arrays. We note that while
target tracking may be possible with a single vertical array,14

in practice it is more likely that multiple~>3! vertical arrays
will be deployed to track the target. Let us first consider
localization of a stationary source with multiple vertical ar-
rays in a range-independent environment. The source can be
localized in thex-y horizontal plane at the source depth by
range estimates from the multiple vertical arrays.15 A simple
algorithm has been demonstrated in an Arctic environment
using simulated data.15 The algorithm works as follows:
Since a vertical array has no bearing information, the range
estimate applies to all bearing. Thus for each vertical array, a
cylindrical range ambiguity surface centered at the array
~x,y! position is created using the range ambiguity function.
The range ambiguity surfaces, properly aligned with respect
to the array positions, are next summed to create an ambigu-
ity surface over thex-y plane. Target location is determined
by the highest peak in this surface. We note that when a
target is correctly localized in range with respect to all ver-
tical arrays, the summation of the range ambiguity surfaces
will produce a high peak at the target~x,y! location ~main
lobe!. The summation of sidelobes, on the other hand, will
produce a level weaker than the main lobe level since a
strong sidelobe with respect to one array is unlikely to also
be a strong sidelobe to another array.

This method can be used to track a target if the target
shows up as a consistent and continuous peak in thex-y
plane as the target moves. This requires consistent and con-
tinuous range tracking from each individual vertical array.
One notes that using multiple vertical arrays, this method can
often tolerate high sidelobes in individual range ambiguity
functions as they conspire only occasionally to form a~local!
peak in thex-y plane. One also notes that target depth can be
determined by thex-y plane displaying the highest intensity
target track.15

In shallow water, the problem is more complicated as
each sensor produces a multiplicity of range possibilities
which is difficult to resolve into a target track. A target de-
tection and tracking algorithm for multiple vertical arrays
has been formulated by converting the range ambiguity func-
tions into a probability distribution~likelihood estimation! of
a target as a function of the~x,y! coordinates.16,17 The prob-
ability distribution of a target as a function of the~x,y! coor-
dinates is continuously upgraded with each new contact us-
ing target motion~target state! analysis.17 It was found that
consistency in target tracking can be used to enhance the
detection of a moving source by coherent fusion of the data

along the target track~target state! with a nonlinear filter.17

Discontinuous target tracking diminishes the probability of
detection.~The nonlinear filter differentiates this algorithm
from the track-before-detect method; the nonlinearity comes
from the fact that the probability has to be normalized to one
with each data fusion from multiple arrays.!

Based on the discussions above, our objective in this
paper is to develop a method for consistent and continuous
target tracking from a vertical array. We will consider certain
mismatched environments. We note that in a research prob-
lem, there are plenty of opportunities to refine the acoustic
environment until one localizes the source where it is sup-
posed to be. Note that most of the matched-field processing
work is done with a stationary source. In a practical problem,
when target location is unknown, there is no ground truth to
refine the acoustic environment~for the replica field! nor is
there time to perform intensive searches for the correct
acoustic parameters. A simple and robust method is desired.
Our approach as illustrated below in this paper is to use
matched-beam processing, whereby a beam filter is used to
suppress the environmental mismatch.

I. ENVIRONMENTAL MISMATCH

As environmental mismatch is perhaps the primary issue
for applications of matched field/mode processing to real
world problems, we shall briefly review the various ap-
proaches to solve this problem and then discuss how
matched-beam processing handles the environmental mis-
match.

There are basically three different approaches. The first
approach attempts to adjust the environmental parameters
until there is a good match between the replica field and the
data field. The search for the best match can be done using
either the simulated annealing method,18 the genetic algo-
rithm method,19 or the minimax method.20 Alternatively, the
environmental parameters and source location can be esti-
mated using ana posteriori statistical model21 assuming a
certain probability distribution function for the environmen-
tal uncertainty. The acoustic model which agrees with the
data has the highest probability, in theory, of yielding the
highest matched-field correlation at the~true! target location.
The model that best fits the data determines the parameters
of the acoustic environment. A few cautionary notes are in
order concerning the use of this method. First, it can happen
that an environment that localizes the source at one range
may not localize the source at another range. This can be
avoided if the environment is close to being true or if there is
ground truth to narrow down the search process for the true
environment. Also, it may happen that the environment
which localizes the source at one frequency may not localize
the source at another frequency as indicated by some data.22

Multiple tones or broadband signals can be used to suppress
the sidelobes in the range–depth ambiguity7 only if the main
lobe is consistently located at the same place across the fre-
quency band. Second, the ‘‘optimal’’ environment which lo-
calizes the source may depend on which and how many pa-
rameters are included in the search process. For example,
should the vertical array tilt be included in the search? When
the solutions~based on different assumptions! are not con-
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sistent with each other, which one is the true solution? These
issues are not a problem in a research project where the true
source location is known. Different search parameters can be
tried and the algorithm will eventually converge to a reason-
able solution in agreement with the truth. Such options may
not be available in a practical problem.

The second approach uses signal processing techniques
such as the multiple constraints method,23 the reduced maxi-
mum likelihood,24 and the sector focusing method25 to mini-
mize the sensitivity of the processor outputs to the environ-
mental mismatch. Robustness is obtained at the expense of
resolution. Significant environmental mismatch may not be
suppressed by signal processing alone.

The third approach uses the robust features of the signal
field to localize the source. It assumes that certain properties
of the signals will be insensitive to the variations or uncer-
tainty in the environment. These properties may not be ap-
parent from the raw data but can be extracted from the data
using signal processing. In many cases, these robust features
of the signals can be determined based on the physical analy-
sis of sound propagation in a waveguide. For example, it is
known that for low-frequency sound propagation in the Arc-
tic, certain normal modes are insensitive to environmental
mismatches.5 In deep-water propagation, one can identify
certain normal modes which are sensitive to sound-speed
fluctuation in the upper water column due to surface
warming26 and/or internal waves.27 In propagation through
an oceanic front, certain normal modes are severely affected
by mode coupling.28 In shallow-water propagation, certain
modes are less well sampled by the vertical array. Using
mode filtering, one can suppress those modes which are ei-
ther sensitive to environmental mismatch26,29 or affected by
the temporal and/or spatial variation in the sound
channel.27,28 The use of only the stable and predictable
modes can improve source localization at the expense of
lower signal gain and/or higher sidelobe levels.26,29,30

Matched-mode processing has been applied to real data.5,27,28

Matched-beam processing handles the mismatch prob-
lem using a beam filter which follows a similar concept as
the mode filter described above. We assume that the acoustic
field can be conveniently characterized by discrete normal
modes or by acoustic rays~as is the case for high frequen-
cies!. Conceptually, mode filtering or ray-selective process-
ing could be used to discriminate against those modes or rays
which are affected by the mismatch. In matched-beam pro-
cessing, this discrimination process will be carried out using
a beam filter, since each mode arrives on a vertical array with
two specific arrival angles. Beam filtering can be more effec-
tive in shallow water than mode filtering when mode decom-
position becomes ineffective due to the limited aperture of a
vertical array~inability to sample acoustic energy which pen-
etrates into the bottom!; the beam filter is the equivalent of a

mode cutoff which specifies which modes to discard. The
fact that matched-beam processing relieves the requirement
of exact mode decomposition could be an important consid-
eration for shallow-water problems. For practical applica-
tions beam filtering is much easier to implement than mode
filtering.

II. MATCHED-BEAM RANGE TRACKING

Matched-beam processing is matched-field processing in
the beam domain. Matched-field processing was previously
extended to the beam domain for a vertical array by Cox
et al.31 One notes that conventional beamforming has numer-
ous applications to practical problems and its robustness is
well recognized by the signal processing community. This
prompts the following question: If one can apply coherent
processing to a vertical array in the phone domain as in
matched-field processing, what prevents one from applying
coherent processing to the beam domain? Following this idea
is the sub-array processing31 approach. For a large aperture
vertical array, it is generally agreed that the simple plane-
wave assumption for the signal is invalid for the entire array
due to the signal refraction and the presence of multipaths.
However, the plane-wave assumption ought to be valid for a
short vertical array. Hence the approach is to divide the array
into several sub-arrays and use conventional beamforming
for each short sub-array. The sub-array processor will then
coherently combine the conventional beams for many sub-
arrays according to the multipath arrival structure as a func-
tion of depth. The processor requires a proper choice for the
sub-array aperture and a recipe for combining the beams on
the sub-arrays.

Matched-beam processing uses a different approach than
the sub-array approach; both start with conventional beam
outputs. Matched-beam processing implements coherent pro-
cessing by Fourier transforming both the data field and rep-
lica field into the beam domain. The data and replica beams
are correlated to search for the source coordinates. As is well
known, the correlation of signals in the time domain is the
same as the correlation of the signals in the frequency do-
main ~a Fourier transform!. The equivalence of the two cor-
relation results follows from the convolution theorem. By the
same token, matched-beam processing, which is correlation
in the beam domain, can be shown to be the same as its
Fourier counterpart, i.e., matched-field processing. The Ap-
pendix shows the relation of matched-beam processing to
conventional beamforming and matched-field processing.
For practical applications, differences can occur for a short
vertical array as discussed in the Appendix.

The matched-beam ambiguity surface for a vertical array
is given by3,4

B~r ,z!5
u* uuu,uQ0uA

rplc* ~u,r ,z!Adata~u2u0!dsinuu2

@* uuu,uQ0uuArplc~u,r ,z!u2dsinu#@* uuu,uQ0uuAdata~u2u0!u2dsinu#
, ~1!
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whereu0 is the angle shift corresponding to the array tilt,Q0

is the angle cutoff used for beam filter, andAdata(u), Arplc(u)
are the spatial Fourier transforms of the data and replica
field, respectively, as defined by

Adata~u!5(
j

e2 ikzj sinupdata~zj !, ~2!

Arplc~u,r ,z!5(
j

e2 ikzj sinuprplc~zj ,r ,z!, ~3!

wherezj is the receiver depth for thej th phone andr andz
are the range and depth variable of the replica source. No
assumption is made here that the acoustic field is a plane
wave.

Next we turn our attention to source localization and
range tracking. We note that in real data analysis, one often
encounters incorrect source localizations and/or poor range
tracking using the environmental data given. Often, one has
no a priori clue as to why the incorrect answers. In research
projects, as remarked above, successful source localizations
can eventually be achieved after many adjustments of the
environmental parameters or after employing an elaborate
search method for these parameters. As such an option may
not be feasible in practice, an alternative method will be
needed. Our intention is to gain an understanding of the
cause of the problem and devise a method to minimize the
mismatch effect.

We note that for many data sets, one of the most com-
mon sources of mismatch is bottom mismatch as bottom
properties are hard to measure and often least known. We
shall hence examine how bottom mismatch affects range
localization.32 Let us discuss range estimation using normal
modes.5,33 We shall assume true source depth for the replica
modes. We note that the range ambiguity function would
have a~local! peak at ranger if the modal phase of the
replica field matches that of the data field

ki8r 2kir s52np, ~4!

wherer s is the true source range, andki andki8 are thei th
mode wave numbers of the data and replica fields, respec-
tively. In Eq. ~4!, n is an integer; the solution withn50 is
the main lobe and the solutions withnÞ0 are the sidelobes.

Equation~4! yields

ki8Dr 52Dkir s12np, ~5!

whereDr 5r 2r s is the range bias, andDki[ki82ki . Equa-
tion ~5! can be used to address two kinds of range errors: the
small and continuous range bias and the large and abrupt
range errors; the latter causes range tracking to be intermit-
tent and/or inconsistent.

Let us assume that the wave number mismatch in the
low-order modes is small, i.e.,Dki /ki8!1 for the low-order
modes. An example is the constant or upward refractive
sound-speed profile where the low-order modes are predomi-
nantly waterborne. The effect of the bottom is to cause a
small mismatch in the low-order modes. From Eq.~5!, one
finds that range bias due to the mismatch in the low-order
modes will be small, i.e.,

Dr 52
Dki

ki8
r s

and continuous with range.
@A comment is included here. Note that since the mode

wave numbers calculated by a propagation code can never
agree precisely with data~an uncertainty of 1024– 1023 in
Dki /ki is not unusual!, small range errors in the order of
0.01%–0.1% may be unavoidable.#

Assuming that the wave numbers of certain high-order
modes disagree significantly between the data and replica
fields, the effect on the range estimation including the mis-
matched modes will no longer be just a small range bias.
Under certain circumstances the highest peak in the ambigu-
ity surface will appear at a distance from the true range. This
happens when the main lobes of the mismatched modes~de-
noted by j! coincide with the sidelobes of the low-order
modes~denoted byi!

Dr 52
Dki

ki8
r s1

2nip

ki8
.2

Dkj

kj8
r s , ~6!

whereni is a different integer for a different mode. Neglect-
ing Dki /ki8 ~for the low-order modes! as compared with
Dkj /kj8 , one finds

r s.2
2nip

ki8
S kj8

Dkj
D .

We note that when Eq.~6! is satisfied for a majority of
modes, the modes add coherently to produce a high peak at
r 5r s1Dr with Dr given by Eq. ~6!. If this peak has a
higher intensity than the main lobe atr 5r s , the range esti-
mation is in error.

Note that the above condition is only met at certain~dis-
crete! ranges of the sourcer s ; the source is generally cor-
rectly tracked at other source ranges. At the ranges where Eq.
~6! is satisfied, the range estimate would~abruptly! place the
source outside the anticipated range-time track. As a result,
source range tracking is discontinuous or intermittent along
the expected range-time track. Large range errors at discrete
ranges were found in previous experiments.6

Based on the mode analysis, the abrupt large range er-
rors can be eliminated by suppressing the mismatch in the
high-order modes. This can be done using mode filtering if
mode amplitudes can be deduced from the phone data~mode
decomposition5!. Effective mode decomposition requires a
vertical array which samples the depth functions of the domi-
nant modes. In shallow water, there is a physical limitation
to the vertical array size due to the water depth. If a signifi-
cant portion of the acoustic field penetrates into the bottom
and is not sampled by the vertical array in the water column,
mode decomposition may not be effective.

An alternative method is to use beam filtering as embed-
ded in matched-beam processing. We note that if the purpose
is to suppress the high-order modes, a beam filter that dis-
criminates the higher-order modes by the mode arrival
angles will be just as good. No mode decomposition is re-
quired here.

Note that beam filtering has been used successfully for
noise suppression in conventional beamforming. If the noise
arrives at a different angle than the signal, it can be sup-
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pressed by~adaptively! steering the beam toward the source
and away from the noise direction. The filtering of highly
directional noise in the context of matched-beam processing
is presented in a companion paper.34 In the case of bottom
mismatch we note that it affects different paths or different
modes differently. Beam domain processing can be used to
separate and filter the acoustic paths which have excessive
mismatch.

The use of the beam filter in matched-beam processing
will next be illustrated using three numerical examples. The
effects of bottom mismatch are discussed in detail using
simulated data. The hope is to develop a physical intuition
which will be helpful in real data analysis. Note that the
matched-beam analysis given below can be applied to real
data to test if the underlying hypothesis of bottom mismatch
is correct or not.

A. Upward refractive sound-speed profile

The first example involves a shallow-water environment
with a winter sound-speed profile. The acoustic environment
is illustrated in Fig. 1~A!. The water depth is 100 m. The
sound speed increases linearly with depth from 1437.5 m/s at
the surface to 1443.0 m/s at the bottom. The bottom consists
of a sediment layer of 6-m thickness with sound speed in-
creasing with depth from 1470 m/s to 1500 m/s; the sediment
has a density of 1.5 g/cm3 and attenuation of 0.06 dB per
wavelength. Under the sediment lies a~half space! basement
with a sound speed of 1600 m/s, a density of 1.8 g/cm3, and

attenuation of 0.15 dB per wavelength. This sediment/bottom
has been referred to as a soft bottom in previous literature.

A source is placed at the mid-depth of the water column
~50 m!, projecting a cw signal of 250 Hz. The acoustic field
is received on a 31 element vertical array extending from 5
to 50 m, with a spacing of 3 m. The source moves from a
range of 100 m to 10 km.

For the replica field, we assume a hard bottom with a
sound speed of 1800 m/s, a density of 2 g/cm3, and attenua-
tion of 0.16 dB per wavelength.

Figure 2~A! plots the matched-field range ambiguity
function which is the range–depth ambiguity function evalu-
ated at the~true! source depth.~Throughout this paper, the
replica field is focused at the source depth.! The vertical axis
denotes the true source range which covers 100 m to 10 km.
For a given source range, the range ambiguity function is
displayed as a function of the search range. Note that the
vertical axis in Fig. 2 can be displayed in time by dividing
the source range by the speed of the source. The candidate
track in Fig. 2 becomes then the range versus time track.

One notes that the~primary! range track in Fig. 2~A! is
discontinuous~using the given replica environment!. The
reason is bottom mismatch which is discussed in more detail
below. Note also that the bottom mismatch causes a signifi-
cant signal gain degradation except at very close ranges~100
m!.

Figure 2~B! shows a similar range ambiguity function
plot using, in this case, matched-beam processing. Only

FIG. 1. Acoustic environments used in the simulation:~A! an upward refractive sound-speed profile,~B! a constant sound-speed profile, and~C! a downward
refractive sound-speed profile.

2178 2178J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Yang et al.: Matched-beam processing



beams with grazing angles<10° are included. Excluding the
higher-order modes with arrival angles.10° results in a
relatively higher sidelobe level. One finds that the average
peak-to-sidelobe level in Fig. 2~B! is slightly ~1 to 2 dB!
lower than in Fig. 2~A!. The gain is that target tracking is
consistent and continuous in Fig. 2~B!. We find that the
beam filter has some values from the point of view of im-
proved target tracking.

Figure 3~A! and~B! shows the range error as a function
of the source range for a search range from 100 m to 10 km.
Range error is the difference between the estimated source
range~associated with the highest peak of a range ambiguity
function! and the true source range. Figure 3~A! shows the
range error for matched-field processing, and Fig. 3~B!
shows the range error for matched-beam processing with

Q0510°. We see in both figures a small range bias that
increases with range. For matched-field processing@Fig.
3~A!#, there exists large range errors at many source ranges.
If one excludes the points with large range errors (Dr
.1 km) in Fig. 3~A!, one finds that range tracking is inter-
mittent or discontinuous along the expected source track
~similar to what was observed experimentally!. With the
beam filter, the large range errors are removed.

Naturally, the~next! question is how to select the beam
filter. Before addressing that question, we first discuss how
the beam filter is supposed to work. The physics of the beam
filter is based on the bottom reflectivities for the two bottoms
as shown in Fig. 4. Note in Fig. 4, the reflection loss for the
hard bottom is negligible for grazing angles less than 35°.
This coincides with the fact that the hard bottom has a criti-

FIG. 2. Range ambiguity surface as a function of source range and search range in an upward refractive environment:~A! matched-field processing and~B!
matched-beam processing with a beam filter.

FIG. 3. Range error as a function of source range based on Fig. 2:~A! matched-field processing and~B! matched-beam processing with a beam filter.
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cal grazing angle of;35° ~small loss in Fig. 4 at angles
,35° due to the evanescent waves!. The soft bottom exhibits
a substantial bottom reflection loss at grazing angles*25°.
The mismatch of the reflection loss occurs atu*15° be-
tween the soft and hard bottoms. Based on Fig. 4, we note
that if we cut off beam correlations at angles*15° then
bottom mismatch at angles*15° will be suppressed. This is
the underlying principle for the beam filter.

In practice, since the bottom~and the bottom reflectiv-
ity! is not known, the beam filter has to be searched itera-
tively ~see below!. Note the angle estimate here is only ap-
proximate as the arrival angles changes with depth in a
refractive sound-speed profile. In the above example we
choose 10° to give us some safety margin.

B. Constant sound-speed profile

The next example involves a constant sound speed in the
water column of 1540 m/s. See Fig. 1~B!. The water depth is
100 m as above. The source and receiver configuration is the
same as above. The cw frequency is also 250 Hz. The data
are generated with a hard bottom which has a constant sound
speed of 1600 m/s, density of 2 g/cm3, and attenuation of
0.06 dB per wavelength. The replica fields are generated
with a hard bottom with 1800 m/s with density and attenua-
tion not changed. This is the same hard bottom used above.

Figure 5 plots the reflection loss for the two bottoms.
We see that bottom mismatch starts at grazing angles*15°.
We shall use a beam filter withQ0510° as before.

Figure 6 shows the range ambiguity surfaces as a func-
tion of the source range and search range. Figure 6~A! and
~B! uses matched-field processing and matched-beam pro-
cessing (Q0510°), respectively. Figure 7~A! and~B! shows
the range errors determined from Fig. 6~A! and ~B!, respec-
tively. We see that the range error in Fig. 7~B! is much less
than Fig. 7~A!. We note that the average intensity along the

target track in the matched-beam ambiguity surface@Fig.
6~B!# is about 2 dB higher than that in the matched-field
ambiguity surface@Fig. 6~A!#.

C. Downward refractive sound-speed profile

Last, we consider a summer environment with a down-
ward refractive sound-speed profile. We use a linear sound-
speed profile with a sound speed of 1524.4 m/s at the surface
and 1507.7 m/s at the bottom as shown in Fig. 1~C!. The
water depth is 250 m. We use the same two bottoms as in the
previous example. The source frequency is 100 Hz. The
source depth is at 50 m. The receiver array consists of 31
phones spanning the water column from 5 m to 245 m,with
a uniform spacing of 8 m.

Figure 8 plots the reflection loss for the two hard bot-
toms at 100 Hz. Compared with Fig. 5~250 Hz!, we note that
the reflection loss is practically the same except for some
minor details.

Figure 9~A! and ~B! plots the range ambiguity surfaces
as a function of the source range and the search range using
matched-field processing and matched-beam processing
~with Q0513°!, respectively. One notes again that the inten-
sity of the matched-field surface along the source track is
~0.5–2 dB! weaker than the track in the matched-beam sur-
face. Figure 10~A! and~B! plots the range errors for the two
processors. One notes that for matched-field processing,
source tracking has frequently been interrupted by erroneous
peaks appearing;4 km away. There are more occurrences
of ~.1 km! range errors in this case than the previous case
because the sound is downwardly refracted and interacts
more with the bottom than in the previous case.

D. Discussions

Some comments on the use of the beam filter are in
order here. The approach used above assumes that the bot

FIG. 4. Bottom reflection loss at 250 Hz as a function of incident grazing
angle for the hard and soft bottom.

FIG. 5. Bottom reflection loss at 250 Hz as a function of incident grazing
angle for two hard bottoms.
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tom mismatch is minimal or none for shallow angle arrivals
~or low-order modes!. For hard bottoms, these are the paths
with grazing angles below the critical grazing angle. We note
that although the bottom is interpreted as totally reflective at
below the critical grazing angle, the bottom is not rigid for
the low-order modes; the bottom affects the mode wave
number since even the low-order mode penetrates into the
bottom ~the evanescent waves!. For the case of soft bottom
with a layer~or layers! of sediment, one needs to know the
sound speed near the top of the sediment~e.g., from core
samples!. Note that the sediment~with sound speed equal or
less than that in the water! modifies low grazing angle paths
which penetrates into the sediment. In terms of the bottom

reflection coefficient, the reflection loss~and phase! of the
replica bottom and the real bottom should match at low graz-
ing angles.

Note that in this method we use a minimum number of
undistorted low-order modes~i.e., minimally affected by the
bottom mismatch! to estimate the correct source range. Note
further that if the bottom mismatch affects both the low-
order modes and the high-order modes, correct source local-
ization is impossible for the given replica field. In terms of
practical applications, we note that ifa priori information
about the sediment is not available, one could calibrate the
wave numbers of the low-order modes using acoustic data
from a known source. This will be done using matched-beam

FIG. 6. Range ambiguity surface as a function of source range and search range in an environment with a constant sound-speed profile:~A! matched-field
processing and~B! matched-beam processing with a beam filter.

FIG. 7. Range error as a function of source range based on Fig. 6:~A! matched-field processing and~B! matched-beam processing with a beam filter.
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correlation including only the low angle beams. Otherwise
one could empirically adjust the beam filter~as we did in
example one! and check any improvement in tracking.

A comment on the beam filter itself. In the above analy-
sis, the beam filter is implemented using a step function for
the replica beams, i.e.,

Ãrplc~u,r ,z!5Arplc~u,r ,z!b~u!, ~7!

where

b~u!5 H0,
1,

for uuu.Q0 ,
for uuu<Q0 . ~8!

In practice, it may be preferred to use a smooth beam filter
which decreases sharply aboveQ0 so that the edge effect at
Q0 is minimized.

Next we comment on the use of the beam filter under
various acoustic environments. Recall that the~large! range
errors are caused by the range sidelobes overtaking~what
should be! the main lobe when there is bottom mismatch.
The distribution of range sidelobes and their magnitudes are
determined by the sound-speed profile~SSP! in the water
column and the water depth. As a result, the water column
has a strong impact on the effectiveness of the beam filter in
terms of removing the~large! range errors. We note that for
a deep ocean, there are many waterborne normal modes
available for source localization. One could then setQ0 to
equal the angle of the steepest acoustic ray which grazes the
bottom and thus excludes the bottom interacting arrivals. But
for shallow water, the number of waterborne modes is often
very limited and one needs bottom interacting modes for
source localization. Typically one expects many sidelobes in
the range ambiguity function which coupled with bottom
mismatch can cause large range errors.

We note that there is more bottom interaction in a down-
ward refractive SSP than an upward refractive SSP in shal-
low water. Hence the range error due to the bottom mismatch
can be more severe for the downward refractive SSP than the
upward refractive SSP. To illustrate this we consider these
two environments with the same bottom, and bottom mis-
match. The beam filterQ0 would be the same but the range
error may be more severe in the downward refractive case
than the upward refractive case. The reason is that the nor-
mal modes received by the vertical array are more con-

FIG. 8. Bottom reflection loss at 100 Hz as a function of incident grazing
angle for two hard bottoms.

FIG. 9. Range ambiguity surface as a function of source range and search range in a downward refractive environment:~A! matched-field processing and~B!
matched-beam processing with a beam filter.
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centrated in the water column in the upward refractive case
than the downward refractive case. As a result, the structure
of the range sidelobes~and hence the range errors! are more
favorable in the former than the latter case.

Note that the range error will also depend on the search
range used in the ambiguity function calculation. As a wider
search range is used, more erroneous peaks may show up. In
practice, the search range may be limited to a certain range
around where the target is expected. If one is only concerned
with the sidelobes close to the target, the range spacings
between the sidelobes and main lobe become the critical pa-
rameters in range errors.

We note that range tracking can be more ambiguous at
high frequencies than at low frequencies due to the higher
density of sidelobes~per range unit! at higher frequencies;
the spacing between the range sidelobes and main lobe de-
creases with increasing frequency. This results in more side-
lobes within a reasonable search range of the target at high
frequencies. Range errors at high frequencies may be more
sensitive to fluctuations in the water column than uncertainty
in the bottom. At very low frequencies~e.g., wavelength of
the same order as water depth!, on the other hand, the bottom
mismatch may be too severe to prevent source localization at
all as the acoustic field is predominately bottom interacting.
In the interpretation of data, whether the mismatch is due to
bottom will depend on the signal frequency. This affects
whether and how one will use the beam filter.

III. BEAM PATTERNS AND STATISTICS

We note that the input data to matched-beam processing
@Eq. ~2!# are none other than the beam outputs of conven-
tional beamforming. For a large aperture vertical array, the
signal arrivals are no longer plane waves due to the sound-
speed variations with depth. As a result, the beam angle may
deviate from the true signal arrival angle, and the beam
width may be wider than the theoretical width~of a plane
wave!. Nevertheless, the conventional beams are well-
defined quantities. They are physically measurable and can
be simulated by numerical models. Vertical beam patterns of

the signal have been widely used in the literature. They are
often correlated with the multipath arrivals despite the dis-
tortion due to sound-speed variations with depth. We will
study vertical beam patterns of the signal to discuss the es-
timation of array tilt and the formulation of a detection and
estimation model for matched-beam processing.

A. Array tilt

Resolving the array tilt is critical for source localization
when the array tilt is not knowna priori. An incorrectly
determined array tilt is another form of mismatch which can
severely affect range tracking. In general one finds that
matched-field source localization can be quite sensitive to
the array tilt of, say, more than a few~e.g., 5! degrees.

Acoustic pingers have been widely used to measure the
array element position, from which the array tilt is deter-
mined. Array element position is estimated by the pulse
travel time to each element on a vertical array.9 This adds to
the hardware and uses more energy when the energy source
may be limited. Array tilt can also be estimated using explo-
sive or implosive sources deployed near the array. Distant
broadband sources can also be used with less certainty due to
fluctuations in sound propagation.

One can also use the phase differences of a narrow-band
signal between the elements of a vertical array to determine
the array tilt. In practice, it is extremely difficult to do so
using a stationary source as the phase is sensitive to the
source location for a nearby source and is subjective to the
multipath interferences for a distant source. The situation is
different for a moving source. We show that array tilt can be
easily estimated from the vertical beam pattern as a function
of range.

The estimation of the array tilt angle can be illustrated
using data shown in Fig. 11. Figure 11~A! is the measured
vertical beam patterns as a function of range and Fig. 11~B!
is the simulated vertical beam pattern. The data were col-
lected in shallow Arctic water with a typical Arctic sound-

FIG. 10. Range error as a function of source range based on Fig. 9:~A! matched-field processing and~B! matched-beam processing with a beam filter.
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speed profile. The environment was described in Ref. 35. For
the simulation, the acoustic field was calculated using a
nominal bottom profile estimated for the area.36 The replica
field ~without array tilt! was beamformed the same way as
the data was processed. One observes that Fig. 11~A! and~B!
has nearly identical beam patterns for the waterborne paths
(u&20°) except for a shift in the arrival angle. By superpo-
sition of Fig. 11~A! with Fig. 11~B!, one determines an angle
offset of approximately 6°, which is the array tilt angle. We
note that the detail of the acoustic model is not critical for
the purpose of estimating the array tilt.

For high signal-to-noise data, the tilt angle can be esti-
mated directly from the beam data as shown above. As is
well known, the array tilt is manifested by a modified verti-
cal arrival beam pattern. For a tilted line array as is often the
case experimentally~when the tilt angle is small!, the effect
of the array tilt is a linear shift of the vertical beam pattern
by an amount equal to the tilt angleu0 . In matched-beam
processing it is exactly represented by Eq.~1!. If the array
shape is not linear but~approximately! known, the array tilt
can be estimated by incorporating the array shape in the rep-
lica beams.

For low signal-to-noise data, the tilt angle can be
searched by correlating the data beams with the replica
beams of a tilted array@which is matched-beam processing
with an angle offset as given in Eq.~1!# and integrating over
the target ranges. High noise and interfering signals in the
nontarget directions can be removed using a beam filter. The
estimation of array tilt has a high confidence when the source
range is known~as is for a friendly source!.

The concept as illustrated above is simple, but it has not
been widely used in practice. In fact, using matched-field
processing one would include the array tilt as another search
parameter in the matched-field correlation calculation. The

search process requires a new set of replica fields to be gen-
erated for all range–depth cells for each tilt angle. A separate
range–depth ambiguity surface is generated for each tilt
angle. The array tilt is determined by the ambiguity surface
which yields the highest correlation coefficient; this ambigu-
ity surface is used to determine the target range and depth.
Note that the source can be incorrectly localized with the
wrong tilt angle, hence one must search for range, depth, and
tilt angle simultaneously. In contrast, using matched-beam
processing the replica field is generated only once without
array tilt and the correlation is done once for all range–depth
cells. This reduces processing time by several folds, i.e., by
the number of tilt angles used in the search process~e.g.,
65° with a 1° step!.

The effect of array tilt on source localization was exam-
ined using the same data described above~Fig. 11!.
Matched-field processing was used to estimate the source
range. Since no array tilt information was available, the rep-
lica fields were generated assuming no array tilt. One found
that the range estimation had many errors, and range tracking
was intermittent. To improve the range tracking results, a
great effort was devoted to modify the bottom sound speed,
using simulated annealing, to improve the source localization
and tracking results. It turned out that there was bottom mis-
match ~see below!, but source localization was much more
sensitive to the array tilt. If the array tilt angle was included
as another search parameter in the simulated annealing algo-
rithm, the range estimates with tilt and without tilt were dif-
ferent. The question is which answer is correct when the
source range is not known in a practical problem. In theory,
the range solution with a higher matched-field correlation
coefficient should be the right answer. In practice, the differ-
ence in the coefficients may be small and the magnitudes of
the coefficients may flip-flop with respect to range.

FIG. 11. A comparison of the vertical beam pattern between data~A! and replica~B!.
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The source range was also estimated using matched-
beam processing. When the vertical beam data were plotted
and compared with calculation, array tilt was clearly demon-
strated and was estimated from the data as shown above.
After incorporating the array tilt, one found that the source
range tracking was significantly improved even using the
nominal bottom sound-speed profile estimated in nearby
locations.36

The effect of the array tilt on source localization can be
illustrated using Fig. 11. Incorrect source range estimation
can result from array tilt since the replica beams@Fig. 11~B!#
at a range not equal to the source range can match the data
beams at the source range@Fig. 11~A!# better than the replica
beam at the source range.

The purpose of the above discussions is to point out that
array tilt can interfere with range tracking, but it can be
estimated from the vertical beam pattern by beam matching.
Matching beam pattern is simple and straightforward, and
can be useful in practice. It can be applied to practical prob-
lems using, for example, signals from surface ships, or
friendly sources with known ranges.

Figure 11 can also be used to illustrate the bottom mis-
match between data and replica field. If we superimpose Fig.
11~A! with Fig. 11~B!, after shifting the beam angle of the
data by 6° due to the array tilt, we find that the beam inten-
sity patterns of the data and replica fields agree very well
with each other at grazing angles<30° but not at angles
>40°. Noting that the high angle arrivals are bottom
bounced returns, the deviations in the vertical beam distribu-
tions between Fig. 11~A! and~B! suggest that there is bottom
mismatch for this case.

Last, the comparison of the vertical beam patterns be-
tween the data and replica fields can be used for other pur-
poses:

~1! It offers a simple means to estimate the degradation
of the matched-field correlation due to the array tilt and to
determine the maximum tolerable tilt angle for a system.
Note that matched-beam processing with full beams is the
same as matched-field processing. Array performance degra-
dation is much easier to estimate in the beam domain than in
the phone domain.

~2! It can be used to measure the array tilt~in the plane
of propagation! as a function of time without using acoustic
pingers, and study the array dynamics~as a function of cur-
rent!.

B. Detection and estimation

Source localization with matched-field processing has
been successfully demonstrated in many experiments. When
this method is applied to real world problems involving the
detection and localization of a weak target, one faces two
problems. One is the environmental mismatch problem as
discussed above. The other is the difficulty of formulating a
detection and estimation theory for matched-field processing.
The problem is that the probability distributions of the signal
and noise at the output of the matched-field correlation de-
pend on the signal propagation model~the replica field!. In
other words, it is environment dependent. To this date, one
does not know what the distribution should be like~to our

knowledge no model has been proposed!, nor has one mea-
sured it systematically from data. It is therefore no surprise
to find that the probability of detection not only will vary
from one range–depth cell to another~as the signal and noise
level vary from one cell to another!, but also will be envi-
ronmentally dependent.

In contrast, the signal and noise at the output of the
conventional beamformer follow certain well-established
distributions which are almost independent of the environ-
ment. The beam statistics have been extensively measured
from data and reasonably modeled. Detection has been for-
mulated ~such as the receiver operation curve! using the
beam statistics.37

Using the beam domain formulation, it is possible to
build a model of detection and estimation. This is based on
the observation that the matched beam output can be ex-
pressed as a matrix multiplication of the conventional beam
outputs. To illustrate this, we rewrite the numerator of Eq.
~1! as

B̃~r l !5E Arplc* ~u,r l !A
data~u!dsinu

5(
i

a i~r l !A
data~u i !cosu i , ~9!

whereB̃(r l) is the range ambiguity function, and

a i~r l !5Arplc* ~u i ,r l !5(
j

e2 ikzjsinu ipj
rplc~r l !, ~10!

where r l denotes the range variable. We have dropped the
cutoff angle and the depth variable in Eq.~9!. Equation~5!
shows that the transformation from the input beamsAdata(u i)
to the range ambiguity functionB̃(r l) is a matrix multiplica-
tion.

Equipped with Eqs.~9! and ~10!, one could construct a
statistical distribution for the range ambiguity function. We
assume that the statistical distribution is known for the data
beamAdata(u i), e.g., a Rayleigh distribution for the signal
and a Gaussian distribution for the noise. For the replica
beams, we could assume the same distribution as the signal
beams, e.g., a Rayleigh distribution with a mean determined
by the replica field and a variance determined by the data.
Otherwise, we could use a random propagation theory to
calculate the variance for the replica beams. From Eq.~9!,
we find that the statistical distribution of the range ambiguity
function is the product of two distributions. This complicated
feature is not anticipateda priori. ~It is no surprise then that
the matched-field output did not seem to fit a simple distri-
bution as commonly assumed.! Despite the complicated na-
ture, the probability density function of the range ambiguity
function can be calculated numerically using Eq.~9! given
the input on the right-hand side of that equation. Detection
statistics can be determined from this model. The study of
the statistical distribution itself is beyond the scope of this
paper.
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IV. SUMMARY

In this paper, we apply matched-beam processing to
range tracking for a moving source using a vertical array. We
discuss how matched-beam processing suppresses the bot-
tom mismatch~using a beam filter! to achieve consistent and
continuous range tracking. We show how the vertical array
tilt, which could easily mess up range tracking, can be esti-
mated from the vertical beam pattern from a moving source.
We present~for the first time! an approach to formulate a
statistical distribution for the signal and noise at the output of
the matched-field/beam processing using the beam represen-
tation.

We note that matched-beam processing is in essence
matched-field processing in the beam domain. Matched-
beam processing uses data beams and replica beams which
are Fourier transformations of the acoustic fields into the
wave-number domain. When all beams are used, matched-
beam processing is identical to matched-field processing.
When dealing with certain environmental mismatch and/or
high noise, matched-beam processing can be more advanta-
geous than matched-field processing by using only a subset
of beams, i.e., a beam filter.

The work presented in this paper is aimed at practical
applications, it has a different emphasis than most work pub-
lished in the literature. We note that matched-field process-
ing can achieve the same or better performance in range
tracking ~than presented above with a beam filter! but only
after it has successfully searched for the correct environmen-
tal parameters. In this regard, matched-beam processing re-
sults would be inferior than the best results obtainable from
matched-field processing. What matched-beam processing
offers is a simple and robust method for consistent and con-
tinuous range tracking that can be applied to real world prob-
lems when bottom mismatch may be present. By using a
beam filter to suppress the bottom mismatch rather than us-
ing a complicated search algorithm to search for the bottom
parameters, matched-beam processing saves significant com-
putation time over matched-field processing. Additional sav-
ings come from the fact that the number of signal beams is
often smaller than the number of hydrophones which cuts the
correlation calculation by several folds. These features, i.e.,
simplicity, robustness, and reduced processing time, may be
important considerations when dealing with practical prob-
lems.
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APPENDIX: A SYNTHESIS OF CONVENTIONAL
BEAMFORMING AND MATCHED-FIELD PROCESSING

This Appendix shows the relation of matched-beam pro-
cessing with conventional beamforming for a plane wave on
one hand and matched-field processing for a vertical array on
the other hand.

We shall use matched-beam processing without a beam
filter,

B5
u*Arplc* ~u!Adata~u!dsinuu2

@* uArplc~u!u2dsinu#@* uAdata~u!u2dsinu#
. ~A1!

For a plane-wave arrival on a horizontal array, the replica
field can be assumed as a plane wave arriving in the look
directionu l ,

pj
rplc5eikzj sinu l.

Substituting that into Eq.~3!, one finds for a uniformly
spaced array with spacingd,

Arplc~u!5 (
n51

N

e2 iknd~sinu2sinu l !, ~A2!

which becomes a delta function in sinu2sinul as N in-
creases, and matched-beam correlation becomes

U E Arplc* ~u!Adata~u!dsinuU2

5uAdata~u l !u25U(
n51

N

e2 iknd sinu lpn
dataU2

, ~A3!

which is the conventional plane-wave beamformer in the
look directionu l . Thus matched-beam processing for a plane
wave is equivalent to conventional beamforming for a hori-
zontal array. There can be some numerical differences when
the number of phones is small.

Next we show that for a vertical array, matched-beam
processing reduces to matched-field processing when the
correlation in Eq.~A1! is summed/integrated over the entire
wave-number~angle! space. This is a consequence of the
convolution theorem38 which states that for discrete Fourier
transforms

X~K !5 (
n50

N21

x~n!e2 i ~2p/N!nK,

Y~K !5 (
n50

N21

y~n!e2 i ~2p/N!nK,

~A4!

one has the equality

(
n50

N21

x~n!y* ~n!5
1

N (
K52K0

N212K0

X~K !Y* ~K !, ~A5!

whereX(K) andY(K) are periodic functions with a period
of N, andK0 is an integer. We shall setK05(N21)/2 for
odd N. Equation ~A4! says that forN phones uniformly
spaced, we can formN beams. Comparing Eq.~A4! with
Eqs.~2! and ~3!, one finds the beams are located at

sin uK52K/N for K52~N21!/2,...,~N21!/2

for a vertical array with half wavelength spacing. Note that
Eq. ~A5! also holds for a plane-wave signal~arriving on a
horizontal line array!.

While Eq.~A5! is exact, we note that we have a problem
when the number of phones is small. The beams will be
widely spaced and may not adequately sample the signal
arrival angles which are concentrated at low grazing angles.
In practice we may need to form beams at every degree at
low grazing angles. For that purpose, we will modify the
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right-hand side of Eq.~A5! by extrapolating to, say, 180
beams, but then the equality becomes approximate.

The equivalence of matched-beam processing and
matched-field processing can also be illustrated for a con-
tinuous line array. The mathematical relationship comes
through more clearly in this case. We can express Eqs.~2!
and ~3! as

Adata~k!5E e2 izkpdata~z!dz, ~A6!

Arplc~k!5E e2 i z̃kprplc~ z̃!dz̃, ~A7!

wherek5k sinu. The source range and depth for the replica
field are not explicitly shown. Matched-beam correlation be-
comes then

U E Arplc* ~k!Adata~k!dkU2

5U E E F E e2 i ~z2 z̃!kdk Gprplc* ~ z̃!pdata~z!dz dz̃U2

. ~A8!

We note that the square bracket term in the above equation
can be approximated by a delta function inz2 z̃ if the wave-
number space is sufficiently large. In that case the above
matched beam correlation becomes the matched-field corre-
lation. In practice there may be some numerical differences
which need to be checked. We have investigated the numeri-
cal difference for a vertical array with discrete elements in
shallow water. In general the numerical differences are neg-
ligibly small as not worth reporting.

In summary, we find that matched-beam processing
~with full beams! reduces to matched-field processing for
signals received on a vertical array and reduces to conven-
tional beamforming for a plane-wave signal received on a
horizontal array. As such, matched-beam processing has put
conventional beamforming and matched-field processing on
equal footing; it is a synthesis of two processing methods.

1See reviews by A. B. Baggeroer and W. A. Kuperman, ‘‘Matched field
processing in ocean acoustics,’’ inAcoustic Signal Processing for Ocean
Exploration, edited by J. M. F. Moura and I. M. G. Lourtie~Kluwer,
Dordrecht, The Netherlands, 1993!, and A. Tolstoy,Matched Field Pro-
cessing for Underwater Acoustics~World Scientific, Singapore, 1992!.

2T. C. Yang and T. Yates, ‘‘Matched beam processing: Applications to a
horizontal line array in shallow water,’’ J. Acoust. Soc. Am.104, 1316–
1330 ~1998!.

3T. C. Yang and T. Yates, ‘‘Improving the sensitivity of full-field geoa-
coustic inversion for estimating bottom sound speed profiles,’’Full Field
Inversion in Seismic and Ocean Acoustics~Kluwer Academic, Dordrecht,
1995!, pp. 323–328.

4T. C. Yang and T. Yates, ‘‘Acoustic inversion of bottom reflectivity and
bottom sound-speed profile,’’ IEEE J. Oceanic Eng.21, 367–376~1996!.

5T. C. Yang, ‘‘A method of range and depth estimation by modal decom-
position,’’ J. Acoust. Soc. Am.82, 1736–1745~1987!.

6D. F. Gingras and P. Gerstoft, ‘‘Inversion for geometric and geoacoustic
parameters in shallow water: Experimental results,’’ J. Acoust. Soc. Am.
97, 3589–3598~1995!.

7N. O. Booth, P. A. Baxley, J. A. Rice, P. W. Schey, W. S. Hodgkiss, G. L.
D’Spain, and J. J. Murray, ‘‘Source localization with broadband matched
field processing in shallow water,’’ IEEE J. Ocean Eng.21, 402–412
~1996!.

8D. R. Del Balzo, C. Feuillade, and M. M. Rowe, ‘‘Effects of water-depth
mismatch on matched-field localization in shallow water,’’ J. Acoust. Soc.
Am. 83, 2180–2185~1988!.

9See W. S. Hodgkiss, D. E. Ensberg, J. J. Murray, G. L. D’Spain, N. O.
Booth, and P. W. Schey, ‘‘Direct measurement and matched-field inver-
sion approaches to array shape estimation,’’ IEEE J. Ocean Eng.21, 393–
401 ~1996! and references therein.

10P. A. Baxley, R. B. Williams, and W. S. Hodgkiss, ‘‘Track-before-detect
matched-field processing,’’ J. Acoust. Soc. Am.94, 1844~1995!.

11P. A. Baxley, ‘‘Experimental evaluation of matched-field track-before-
detect processing in shallow water,’’ J. Acoust. Soc. Am.98, 2931~1995!.

12H. Bucker, ‘‘Matched-field tracking in shallow water,’’ J. Acoust. Soc.
Am. 896, 3809–3811~1995!.

13J. A. Fawcett and B. H. Maranda, ‘‘A hybrid target motion analysis/
matched-field processing localization method,’’ J. Acoust. Soc. Am.97,
1363–1371~1993!.

14J. S. Perkins and W. A. Kuperman, ‘‘Environmental signal processing:
Three dimensional matched-field processing with a vertical array,’’ J.
Acoust. Soc. Am.87, 1553–1556~1990!.

15O. I. Diachok, T. C. Yang, and A. Livingston, ‘‘Low frequency acoustic
arrays in the Arctic,’’ inProceedings of DOD Symposium on Arctic and
Arctic-related Environmental Science~Office of Naval Research, Wash-
ington, DC, 1987!.

16T. C. Yang and S. D. Kuo, ‘‘Active tracking in a shallow water environ-
ment,’’ in Proceedings of Undersea Defense Technology Symposium,
Cannes, France, 1993~Read Exhibition Co., Turbridge Wells, UK!.

17S. D. Kuo and L. D. Stone, ‘‘Discrete non-linear data fusion for shallow
water tracking and surveillance,’’ Tech. Report, Metron Inc., Reston, VA,
1993.

18M. D. Collins and W. A. Kuperman, ‘‘Facolization: Environmental focus-
ing and source localization,’’ J. Acoust. Soc. Am.90, 1410–1422~1991!.

19P. Gerstoft, ‘‘Global inversion by genetic algorithms for both source po-
sition and environmental parameters,’’ J. Comput. Acoust.2, 251–266
~1994!.

20D. F. Gingras and N. L. Gerr, ‘‘Minimax robust matched-field process-
ing,’’ J. Acoust. Soc. Am.93, 2798–2808~1993!.

21A. M. Richardson and L. W. Nolte, ‘‘A posterioriprobability source lo-
calization in an uncertain sound speed, deep ocean environment,’’ J.
Acoust. Soc. Am.89, 2280–2285~1991!.

22A. Tolstoy, ‘‘Using matched-field processing to estimate shallow-water
bottom properties from shot data taken in the Mediterranean sea,’’ IEEE J.
Oceanic Eng.21, 471–479~1996!.

23H. Schmidt, A. B. Baggeroer, W. A. Kuperman, and E. K. Scheer, ‘‘En-
vironmentally tolerant beamforming for high resolution matched-field pro-
cessing: Deterministic mismatch,’’ J. Acoust. Soc. Am.88, 1851–1862
~1990!.

24J. M. Ozard, G. H. Brooke, and P. Brower, ‘‘Improving performance for
matched-field processing with a minimum variance beamformer,’’ J.
Acoust. Soc. Am.91, 141–150~1992!.

25G. M. Frichter, C. L. Byrne, and C. Feuillade, ‘‘Sector-focused stability
methods for robust source localization in matched-field processing,’’ J.
Acoust. Soc. Am.88, 2843–2851~1990!.

26T. C. Yang, ‘‘Effectiveness of mode filtering: A comparison of matched-
field and matched-mode processing,’’ J. Acoust. Soc. Am.87, 2072–2084
~1990!.

27K. Heaney, J. Colosi, and W. A. Kuperman, ‘‘Estimation of internal wave
strength from mode space source localization,’’ J. Acoust. Soc. Am.100,
2582 ~1996!.

28D. D. Pierce, C.-S. Chiu, C. W. Therrien, and J. H. Miller, ‘‘Matched-
mode localization using conventional and cumulant-based MUSIC algo-
rithms in a real, complex shallow water environment,’’ J. Acoust. Soc.
Am. 100, 2636~1996!.

29J. Tabrikian, J. L. Krolik, and H. Messer, ‘‘Robust maximum-likelihood
source localization in an uncertain shallow-water waveguide,’’ J. Acoust.
Soc. Am.101, 241–249~1997!.

30C. L. Byrne, R. T. Brent, C. Feuillade, and D. R. Del Balzo, ‘‘A stable
data-adaptive method for matched-field array processing in acoustic
waveguides,’’ J. Acoust. Soc. Am.87, 2493–2505~1990!.

31H. Cox, R. M. Zeskind, and M. Myers, ‘‘A subarray approach to matched-
field processing,’’ J. Acoust. Soc. Am.87, 168–178~1990!.

32See R. M. Hamson and R. M. Heitmeyer, ‘‘Environmental and system
effects on source localization in shallow water by the matched field pro-
cessing of a vertical array,’’ J. Acoust. Soc. Am.86, 1950–1959~1989!
and references therein.

2187 2187J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Yang et al.: Matched-beam processing



33E. C. Shang, C. S. Clay, and Y. Y. Wang, ‘‘Passive harmonic source,

ranging in waveguides by using mode filter,’’ J. Acoust. Soc. Am.78,

172–175~1985!.
34K. Yoo and T. C. Yang, ‘‘Improved vertical array performance in shallow

water with a directional noise field,’’ J. Acoust. Soc. Am.~accepted for

publication!.

35B. Sotirin, ‘‘Project spinnaker: Long term Arctic ambient noise measure-
ment,’’ J. Acoust. Soc. Am.100, 2732~1996!.

36See Ref. 3 for the bottom sound-speed profile.
37See, for example, W. S. Burdic,Underwater Acoustic System Analysis

~Prentice-Hall, Englewood Cliffs, NJ, 1991!.
38See, for example, A. V. Oppenheim and R. W. Schafer,Digital Signal

Processing~Prentice-Hall, Englewood Cliffs, NJ, 1975!, Chap. 3.

2188 2188J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Yang et al.: Matched-beam processing



On the use of acoustic contrast to distinguish between
agglomerates of finely dispersed polymeric particles
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This paper demonstrates how differences in the morphology of agglomerates of fine particles can be
detected based on the response of the agglomerates to a low-intensity resonant acoustic field. The
technique is based upon observing whether the agglomerates are collected in nodal or antinodal
positions when suspended in different fluids spanning an appropriate range of acoustic properties.
Experiments performed with agglomerates of acrylonitrile–butadiene–styrene copolymeric particles
suspended in 2-propanol–water mixtures illustrate the technique. ©1998 Acoustical Society of
America.@S0001-4966~98!00910-2#

PACS numbers: 43.35.Bf@HEB#

INTRODUCTION

Polymeric samples are routinely characterized for their
physical or chemical properties using various analytical
tools. Thermal characteristics such as heat capacity and sta-
bility to thermal decomposition can be examined using dif-
ferential scanning calorimetry~DSC! or thermogravimetric
analysis~TGA!. The chemical makeup of polymers can be
probed using various spectroscopies such as FTIR~Fourier-
transform infrared!, UV-VIS ~ultraviolet-visible!, or NMR
~nuclear magnetic resonance!. The mechanical and rheologi-
cal behavior of polymers can be characterized using dynamic
mechanical analysis~DMA !.

Unlike thermal and chemical methods that can probe
relatively small volumes of the polymer, conventional me-
chanical testing techniques for polymers require bulk
samples. Often, there is a need to characterize finely dis-
persed polymer particles or agglomerates of particles in
which the individual solids range from micron to millimeters
in size. Quantitative information about the structure of ag-
glomerates is generally very difficult to obtain experimen-
tally. Techniques such as microscopy require the removal of
the agglomerate from the suspending media or fixing the
structure by infiltrating with a second liquid that eventually
hardens and allows the agglomerate to be sectioned. Often,
however, the very act of preparing the agglomerate for analy-
sis severely alters its structure. Hence, a technique that
senses agglomerate structure while it is in suspension may
have significant technological applications.

In this article, we will describe a novel method of char-
acterization of certain physical characteristics of fine poly-
mer agglomerates using mild resonant ultrasonic fields. The
method is based on comparing the sense of the acoustic re-
sponse of such particles suspended in a variety of solvents
that span a range of acoustic properties. To illustrate the
sensitivity of the method, we have applied this approach to
detect differences between two batches of agglomerates of
polymeric powders. These agglomerates were comprised of
individual particles that have identical chemical composition

but were prepared in ways that lead to different agglomerate
packing structures and morphology. As is typical of agglom-
eration processes, a wide range of morphologies was ex-
pected within each batch, and consequently each batch of
agglomerates was expected to exhibit a range of acoustic
responses. Although there may be overlap in the range of
acoustic response of the two populations of agglomerates, we
seek to detect differences in the mean response of each
batch.

I. APPROACH

When a planar acoustic standing wave field is produced
in a dilute suspension of particles~or droplets of an immis-
cible liquid!, the dispersed phase experiences a time-
averaged force known as the primary acoustic force. For a
spherical particle~radiusR! dispersed in an inviscid fluid, the
acoustic force due to a one-dimensional standing wave field
is given by1

Fac54pR3kEacF sin ~2kx!, ~1!

where x is the location of particle relative to the nearest
pressure antinode of the wave field,k is the wave number,
Eac is the acoustic energy density, andF is the acoustic
contrast factor, evaluated from

F5
1

3F5L22

112L
2

gp

g f
G . ~2!

In Eq. ~2!, L is the ratio of particle to fluid density andgp

andg f are the particle and fluid compressibilities. The acous-
tic force given by Eq.~1! is valid for any particle that is
much smaller than the acoustic wavelength (l). If this con-
dition is met, then the acoustic contrast factor given by Eq.
~2! is independent of particle size or shape. For nondilute
suspensions, secondary acoustic forces, which are usually at-
tractive, can act between suspended particles.

Analysis of Eq. ~1! reveals that the primary acoustic
force drives suspended particles to either the pressure nodes
or antinodes of the acoustic field based on the algebraic sign
of the acoustic contrast factor. IfF.0, collection at the pres-
sure nodes occurs, whereas, ifF,0, the particles are driven
to the pressure antinodes.

a!Present address: Nestle R&D Center, Marysville, OH 43040-4002.
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Provided that the agglomerate size is smaller than the
acoustic wavelength, expressions analogous to Eqs.~1! and
~2!, in which an effective density and compressibility of the
agglomerate is used to compute the acoustic contrast factor,
may be expected. However, we have not found any explicit
analyses that describe how the acoustic contrast factor should
be determined for agglomerates. Agglomerates comprised of
identical particles but having different packing morphology
may be expected to exhibit distinct values ofF for two rea-
sons. First, the effective density of the agglomerate will de-
pend on the relative amounts of solid and fluid incorporated
within the agglomerate structure. Second, different packing
arrangements of the primary particles can lead to variations
in the effective compressibility of the agglomerate.

Suppose that it is possible to identify two miscible liq-
uids such that a given agglomerate exhibits a negative con-
trast when suspended in one of the liquids and a positive
acoustic contrast when suspended in the other. Then, there
should be some critical blend ratio of the two liquids at
which the acoustic contrast of the agglomerate is zero. In this
case, no acoustic response is expected, and the acoustic prop-
erties of this blend can be used as a lumped measure of the
acoustic properties of the agglomerate. With proper theoret-
ical analysis, this information can be linked to the agglom-
erate morphology.

For suspensions that contain two different types of ag-
glomerates, it may be possible to select a fluid medium hav-
ing acoustic properties intermediate between those of the two
types. In this case, the two types of particles will have acous-
tic contrast factors of opposite sign. For a suspension con-
taining a mixture of the two types of solids, one type of
agglomerate should be collected at a pressure node while the
other type is directed toward a pressure antinode provided
that the suspension is dilute enough so that secondary acous-
tic forces are negligible. A continuous separation scheme for
mixtures of unagglomerated polymer particles based on this
principle has been previously reported.2

II. EXPERIMENTAL

A. Equipment

The characterization experiments were carried out in a
rectangular acoustic chamber. The left and right walls of the
acoustic chamber each consisted of a rectangular lead zircon-
ate titanate~PZT! transducer~APC 880, 76.2338.136.25
mm3, fundamental frequency 320 kHz, from American Piezo
Ceramics, Inc., Mackeville, PA! mounted in an aluminum
frame. These walls were aligned to be parallel to each other.
The other four walls were constructed from Plexiglas plates
outfitted with the necessary ports to allow feeding and re-
moval of suspension from the chamber. In operation, only
one transducer in the acoustic chamber was driven while the
second served as a reflecting surface. The transducers were
operated near 340 kHz by a continuous signal generated by a
KROHN-HITE 2100 A signal generator and amplified by an
ENI 240 L power amplifier. The spacing between the trans-
ducer and reflector was adjusted to maintain resonance in the
chamber for the different suspension media used~which re-

sulted in 6.5–8.5 mm gaps!. The dimensions of the acousti-
cally active portion of the chamber were thus 76.2338.1
3(6.5 or 8.5) mm3.

B. Materials

Two samples of polymeric powders@ABS ~acrylonitrile-
butadiene-styrene copolymers! supplied by GE Plastics,
Washington, WV# were used for acoustic testing. According
to the manufacturer’s specification, the two samples were
prepared from the same type of individual particle suspen-
sions but different conditions were used to coagulate the par-
ticles. One sample was prepared under mild coagulation con-
ditions, which generally leads to a dense, compact
agglomerate structure. This type of agglomerate will be re-
ferred to as ‘‘compact’’ agglomerates. The second type of
agglomerate was prepared under severe coagulation condi-
tions, which usually results in loose, open agglomerate mor-
phologies. This sample will be denoted as ‘‘open’’ agglom-
erates.

Quantitative information about the agglomerate structure
was not available. Within each batch, a range of agglomerate
structures~and correspondingly a range of acoustic response!
was expected. In fact, it is possible that the batch of open
agglomerates could contain substantial fractions of compact
agglomerates, and vice versa. The dry powders received
from the manufacturer were sieved and agglomerates having
diameters in the range of 170–300mm were selected for
acoustic testing.

Based on a literature survey and some preliminary stud-
ies, aqueous solutions of 2-propanol was selected as the sus-
pending medium. Both the open and compact agglomerates
were expected to exhibit a positive acoustic contrast in pure
2-propanol but a negative acoustic contrast in pure water.

III. RESULTS AND DISCUSSION

Figures 1–3 show the acoustic response of the two types
of agglomerates suspended in fluids having a range of blend
ratio. In all of the photographs, the chamber was illuminated
from behind, and the particles appear dark. The gap between
the transducer and reflector was adjusted to two wavelengths
for the particular fluid medium used. In the photographs, the
reflecting wall is visible~the right side of each frame!, but
the transducer surface was obscured by the chamber supports
on the left side of each photograph. The relative positions of
the various surfaces are indicated in Fig. 1~a!. In a resonant
acoustic field, the first pressure node is one-quarter wave-
length away from the reflecting wall, and the first pressure
antinode is one-half wavelength from this wall.

Figure 1 shows the response of the two types of agglom-
erates in pure 2-propanol. Shown is the state of the chamber
before the sound field is applied@Fig. 1~a!# as well as the
response of the particles of the open agglomerates@Fig. 1~b!#
and compact agglomerates@Fig. 1~c!#. Note that in both
cases, the rightmost particle collection plane is significantly
nearer to the reflector than the one-half wavelength spacing
between the collection planes. This indicates that both types
of agglomerates exhibited positive acoustic contrast in 2-
propanol. Also, note that the collection planes for the com-
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pact agglomerates@Fig. 1~c!# are crisper than those for the
open agglomerates are. This suggests that the compact ag-
glomerates have a larger magnitude of the acoustic contrast
factor.

Figure 2 shows the acoustic response of the two types of
agglomerates in a 20:80 2-propanol:water mixture~by vol-
ume!. In both cases, the distance between the rightmost col-
lection plane and the reflector wall is equal to the distance
between the adjacent planes~i.e., one-half wavelength!, in-
dicating that both agglomerates show a negative acoustic
contrast in this fluid. The crispness of the collection is
slightly greater for the open agglomerates, suggesting that
the open agglomerates have a larger~negative! value of the
acoustic contrast factor.

Figure 3 shows the response in a 40:60 2-propanol:water
mixture ~by volume!. Here, only a small amount of collec-
tion ~into nodal planes! can be observed for both types of
agglomerates. This result suggests that the acoustic proper-
ties of the agglomerates are nearly identical to those of this
fluid mixture. However, the exact fluid composition for zero
acoustic contrast could not be ascertained for these materials.
Within each sample of the open and compact agglomerates
used in this study there was expected to be a variation in the
packing characteristics, and hence there would not be a
unique fluid blend condition for zero acoustic contrast. Nev-
ertheless, the experimental results suggest thatF for the
compact agglomerates is larger thatF for the open agglom-
erates. This result is consistent with the expected differences
in packing structure of the two types of agglomerates.

IV. CONCLUSIONS

The response of agglomerates suspended in an appropri-
ately chosen fluid medium to a resonant ultrasonic field can
be used to distinguish between samples. A variation in the
magnitude of the mean acoustic contrast factor was observed
for two samples of agglomerated polymer particles. This re-
sult was consistent with the expected differences in the pack-
ing structure of the two types of agglomerates. One motiva-
tion for reporting this method and these sample results is to
stimulate theoreticians to analyze the acoustic response of
agglomerated solids so that, eventually, a quantitative link
between agglomerate morphology and the results of our
technique can be established.
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FIG. 1. Photographs showing the response of the agglomerates suspended in
pure 2-propanol to the application of the resonant acoustic field.~a! No
sound field applied. The markers at the top of the photograph indicate the
relative position of the reflector and transducer surfaces.~b! Collection of
open agglomerates into nodal planes.~c! Collection of compact agglomer-
ates into nodal planes.

FIG. 2. Photographs showing the response of the agglomerates suspended in
a 20-vol% mixture of 2-propanol in water.~a! Open agglomerates with no
sound field applied;~b! collection of open agglomerates into antinodal
planes;~c! compact agglomerates with no sound field applied; and~d! col-
lection of compact agglomerates into antinodal planes.

FIG. 3. Photographs showing the response of the agglomerates suspended in
a 40-vol% mixture of 2-propanol in water.~a! Open agglomerates with no
sound field applied;~b! weak collection of open agglomerates into nodal
planes;~c! compact agglomerates with no sound field applied; and~d! weak
collection of compact agglomerates into nodal planes.
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The performance of high-temperature composites can be significantly affected by the presence of
residual stresses. These stresses arise due to the mismatch of thermal expansion coefficients between
matrix and fibers during cooling from fabrication temperature to room temperature. This effect is
especially pronounced in metal matrix and intermetallic composites. It can lead to plastic
deformation, matrix cracking and fiber/matrix interface debonding. Elastic wave propagation in
homogeneously stressed media has been frequently addressed in the literature. However, the effect
of nonhomogeneous stress distribution has not been investigated. This is especially important since
the average residual stresses are zero in equilibrium and thus their distribution is inherently
nonhomogeneous. In this paper, the feasibility of using ultrasonic techniques for residual stress
assessment in composites is addressed. A theoretical method is presented for determining the
velocities of ultrasonic waves propagating through a composite material with a nonhomogeneous
distribution of residual stresses. It is based on the generalized self-consistent multiple scattering
model. Calculated results for longitudinal and shear ultrasonic wave velocities propagating
perpendicular to the fiber direction in SCS-6/Ti composite with and without residual stresses are
presented. They show that velocity changes due to the presence of stresses are on the order of 1%.
© 1998 Acoustical Society of America.@S0001-4966~98!05609-4#

PACS numbers: 43.35.Cg@HEB#

INTRODUCTION

High-temperature composites have the potential to pro-
vide significant performance improvement and weight reduc-
tion in aircraft engines and other structures. For successful
application of these materials in different environments their
mechanical properties, life capability and reliability must be
well known. The high cost of structures engineered from
these materials makes experimental life determination very
difficult. Thus nondestructive evaluation~NDE! of such
composite structures becomes very important.

Metal matrix ~MMC! and intermetallic~IMC! compos-
ites are manufactured at elevated temperatures. Due to ther-
mal expansion mismatch between fibers and matrix, residual
stresses occur as the material cools from processing tempera-
ture to room temperature. Residual stresses influence the
strength properties of MMC and IMC composites. The levels
of these stresses may vary significantly for different con-
straints, geometries and processing histories in composite
structures. These stresses can be sufficiently large to cause
the matrix material to yield. They can also lead to matrix
cracking and fiber/matrix interface debonding, thus reducing
the composite strength. Temperature changes during service
~e.g., in aircraft engines! also influence the distribution of the
residual stresses. All of this can significantly affect the per-
formance of structural parts made from these composites.

Existing measurement techniques for residual stresses
utilize x-ray or neutron diffraction. X-ray diffraction~the

sin2-psi method! has been successfully applied to SCS-6 re-
inforced titanium matrix composites by several groups of
researchers.1,2 They have all obtained comparable results
showing significant levels of matrix tension in both the fiber
and transverse directions, with the fiber direction stresses
being higher. X rays have small penetration depth, thus only
near-surface stresses can be measured. More recently neutron
diffraction was developed to measure residual stresses in
bulk, and used for high-temperature composites.3 Lattice
strains are determined by measuring the shift in the diffrac-
tion peaks for the composite constituents between stressed
and stress-free samples. Neutron irradiation has the advan-
tage of deep penetration, thus allowing stress sensing for
both fibers and matrix. However, neutron diffraction cannot
be usedin situ during processing. Also, it is extremely ex-
pensive and can be performed only at several national labo-
ratories. This shows that there is still a great need for less
expensive in situ techniques for nondestructive residual
stress determination in composites. Ultrasonic methods are
very attractive for this application. It has been demonstrated
that ultrasonic wave velocity measurements can be success-
fully used for characterization of fiber-matrix interphase4 and
fatigue damage5 in high-temperature composite materials.

The use of ultrasonic velocity temperature dependence
has also been considered for determination of applied and
residual stresses both theoretically and experimentally.6,7

The approach is based on the fact that the ultrasonic velocity
gradient with respect to temperature is a function of stress.

The purpose of this work is to describe quantitatively
changes in ultrasonic wave velocities propagating through a
composite material with residual stresses. This demonstrates
the feasibility of the development of ultrasonic techniques

a!Present address: Thiokol Corporation, P.O. Box 707, M/S 245, Brigham
City, UT 84302.

b!Present address: Digital Wave Corporation, 14 Inverness Drive East, B-
120, Englewood, CO 80112.
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for assessment of residual stresses in composite structures.
Wave propagation through a nonhomogeneous medium with
nonhomogeneous stress distribution is considered. The gen-
eralized self-consistent multiple scattering model8,9 serves as
a basis for the determination of velocity and attenuation of
ultrasonic waves in unidirectional composites with multilay-
ered fibers. This model is briefly reviewed in Sec. II A. It
allows the consideration of an arbitrary number of fiber and
matrix phases in the analysis of wave dispersion and scatter-
ing. In order to extend this model to the case of composites
with residual stresses, we describe the governing equations
for a wave propagating in a stressed medium with boundary
conditions at the interface between two stressed media in
Sec. II B. These equations provide a foundation for the de-
scription of wave propagation through a multilayered
stressed structure. The detailed computational procedure for
the solution of the reflection/refraction problem at the inter-
face between two generally anisotropic stressed media is
given in Ref. 10. Modifications in the model to take into
account residual stresses in the composite are described in
Sec. II C and in more detail in Ref. 11. Calculated results for
ultrasonic wave velocities in SCS-6/Ti composite with and
without residual stresses are presented in Sec. III. Prelimi-
nary results were given in Ref. 12.

I. CALCULATION OF RESIDUAL STRESSES IN HIGH-
TEMPERATURE COMPOSITE MATERIALS

With the rapid development of new composite materials
in the past three decades significant effort has been put into
improving models and techniques for estimating residual
stresses in composites.

Modeling of the thermal response in high-temperature
composites can be performed using analytical concentric cyl-
inder models ~CCM!13,14 or finite element models
~FEM!.15,16 Today’s models allow us to calculate residual
thermal stresses in high-temperature composites and to ex-
plore the influence of material properties~fibers, matrices,
interface coatings! and processing~cooldown history and
fabrication temperature!. Also, plastic and time-dependent
deformations are included in most of these models. The ad-
vantage of CCM is computational speed and thus the possi-
bility of performing parametric studies of the influence of
fiber and matrix characteristics~fiber morphology, matrix
yield strength! and fiber/matrix interface properties on the
level of residual stress. The advantage of finite element
analysis is the possibility of studying the effect of fiber pack-
aging and different lamina orientation~i.e., cross-ply!, but
these calculations require powerful computational resources.
Wright et al.2 compared CCM, FEM, x-ray and neutron dif-
fraction for different metal matrix composite materials.
There is good agreement of model predictions with measure-
ments by both x-ray and neutron diffraction techniques.

To predict the residual stresses in SCS-6/Ti composite
which arise during the cooling from the processing tempera-
ture of 815 °C to room temperature (23 °C) we employ the
local/global matrix formulation of the boundary value prob-
lem proposed by Pinderaet al.14 for an arbitrarily layered
concentric cylinder. This formulation easily allows the incor-
poration of an arbitrary number of elastoplastic shells with

temperature-dependent properties into the concentric cylin-
der. The fiber is considered to have a multilayered structure
consisting of a carbon core, SiC shell, and a carbon-rich
coating @Fig. 1~a!#. The fiber volume fraction is 0.24. The
temperature-dependent elastic properties of the Ti matrix are
taken from Ref. 14. The CCM assumes zero shear stress,
thus the only nonzero stress components are axial, radial and
hoop @Fig. 1~b!#. To satisfy the boundary conditions at the
interfaces, the radial stress is considered to be continuous.
The continuity of radial displacements is incorporated auto-
matically into the model. The results of the calculations are
shown in Fig. 2. According to these calculations, the Ti ma-
trix yields during cooling at 243 °C. One can see that the
level of residual stress is high and that the stress distribution
is nonhomogeneous. For example, the compressional axial
stress in the SiC shell is around 1000 MPa, while the tensile
axial stress in the Ti matrix is about 300 MPa. These stress
levels lead to plastic deformations which may affect the per-
formance of structural components made from this compos-
ite material.

FIG. 1. Residual stresses resulted in SCS-6/Ti composite due to cooling
from processing (815 °C) to room temperature. The stresses are calculated
using the concentric cylinder model~CCM!.

FIG. 2. ~a! The SEM micrograph of a SCS-6/Ti unidirectional composite
sample;~b! residual stress components.
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II. MODELING OF ELASTIC WAVE PROPAGATION IN
COMPOSITES

As one can see, residual stresses of different sign re-
sulted in the fiber and the matrix. An ultrasonic bulk wave
propagating through a composite averages the properties of
the constituents and the stress effect. In order to describe this
averaging quantitatively and assess the effect of stresses in
constituents on the wave propagation, we need to consider
wave interaction with a multilayered structure of complex
geometry.

A. Generalized self-consistent multiple scattering
model

Interference of a wave scattered from different fibers in
the composite results in scattering-induced wave attenuation
and dispersion. If the fibers are sufficiently dense and closely
spaced and the wavelength is comparable to the fiber size,
the fibers cannot be considered as independent scatterers and
a multiple scattering theory must be used. To calculate the
velocities of ultrasonic waves propagating in the direction
perpendicular to the fibers in a uniaxial composite, a modi-
fied Waterman–Truell multiple scattering model8,9 is used.

In the Waterman–Truell model17 the wave number is
found by averaging a joint probability distribution over all
scatterers. For a unidirectional composite with identical fi-
bers, the multiple scattering field yields a complex wave
propagation constantb5v/Vc1 ia where

S b

k D 2

5F12
2insf ~0!

k2 G2

2F2insf ~p!

k2 G2

, ~1!

wherens5c/pr f
2 is the number of fibers per unit area,r f is

the fiber radius andc is the fiber fraction;k5km is the wave

number of the matrix, andf (0) andf (p) are the forward and
backward scattering amplitudes calculated from a single fiber
embedded in a matrix with wave numberk as shown in Fig.
3~a!. One sees from Eq.~1! that bothVc anda are dependent
on frequency.

For multilayered fibers scattering coefficients can be cal-
culated using the transfer matrix method.9,18 The solutions of
Eq. ~1! exhibit low-frequency velocity limits different from
those predicted by the well-known static solutions@for ex-
ample, the generalized self-consistent model~GSCM!19#. As
static limit for a multilayered cylindrical medium the gener-
alized self-consistent method is considered.20 To satisfy the
low-frequency limit, the Waterman–Truell model is modi-
fied as shown in Fig. 3~b!, where the composite cylinder
consisting of the multilayered fiber as the core and the matrix
material as the annulus is considered embedded in the effec-
tive medium with properties the same as those of the com-
posite which are assumed to be unknown and aimed to be
determined as the problem solution. The forward and back-
ward scattering amplitudesf (0) andf (p) are found for scat-
tering from the multilayered cylinder by waves incident from
the effective medium with wave numberke and~1! is solved
in a self-consistent manner which requiresb5ke. In this
way, all the static solutions given in Ref. 20 match with the
static limits of the longitudinal and transverse wave veloci-
ties. This dynamic model was developed by Mal and Yang21

for study of SH shear wave propagation, and by Huang and
Rokhlin8 for longitudinal and SV shear wave propagation in
composites. Figure 4 shows the comparison of experimental
results ~dots! and the theoretical prediction by the GSCM
Waterman–Truell solution~solid line! for a longitudinal
wave propagating perpendicular to the fibers in SCS-6/Ti
composite. A description of the experiment and details of the
computational procedure are given in Ref. 8. One can see
that experiment and theory agree well.

FIG. 3. ~a! Waterman–Truell model: fiber with thin interphase is imbedded
in the unbounded matrix. Multiple scattering is accounted by Eq.~1!. ~b!
Generalized self-consistent multiple scattering models: fiber/matrix cell is
imbedded in the composite effective medium.

FIG. 4. Measured and predicted~by GSC model! frequency dependence of
a longitudinal wave in SCS-6/Ti composite.
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B. Wave propagation through a plane interface
between two anisotropic stressed media

To introduce modifications in the above model for esti-
mation of the wave velocities in a stressed composite, one
must consider wave propagation in a stressed medium. In
this section, we present the governing equations for a wave
in a stressed homogeneous layer with boundary conditions at
the interface between two stressed layers. We follow the ap-
proach proposed by Man and Lu22 who derived the general-
ized Christoffel equation for a stressed medium. Next we
formulate boundary conditions on the interface between two
anisotropic stressed media. These equations serve as building
blocks for modeling of ultrasonic wave propagation through,
and scattering from, multiple interfaces between stressed fi-
ber and matrix layers, which will be discussed in Sec. II C.

The prestressed configuration is the only reference con-
figuration in this approach, and the initial stress is included
in the constitutive equation:

s i j 5s i j
0 1Ci jkl ekl1ui ,ksk j

0 , ~2!

wheres i j is the first Piola–Kirchhoff stress tensor,s i j
0 is the

initial static stress,e i j is the elastic strain due to wave propa-
gation, ui ,k is the displacement gradient andCi jkl is the
fourth rank tensor of stress dependent elastic constants.
Stress-dependent elastic constants are combinations of sec-
ond and third order elastic constants and stresses.23 In the
case of plastic deformations they also depend on the

loading–unloading history. Equation~2! gives the relation
between stresses and displacements which arise from wave
propagation in a prestressed medium. It is an analog of
Hooke’s law for the unstressed case. In general the stresss i j

can be both applied and residual since there is no restriction
that the resulting deformation be elastic.

The equation of motion has the following form:

s i j , j5rüi . ~3!

Using ~2!, ~3! can be rewritten as

~Ci jkl 1s j l
0 d ik!uk, j l 5rüi . ~4!

Now, assuming that the material and local~over the size of
the transducer! stresses are homogeneous and using a plane
wave solution foru,

uk5APke
iK ~n–x2Vt!, ~5!

whereA is the amplitude of the wave,Pk is the unit displace-
ment vector,K5Kn5(v/V)n is the wave number,V5Vn
is the wave velocity,n is the wave normal, andx is the
position vector, one has the Christoffel equation for an an-
isotropic material under stress:

@Ci jkl ninl1~s i l
0ninl2rV2!d jk#Pk50. ~6!

Equation~6! has nontrivial solutions when the determinant is
equal to zero,

uGjk2rV2d jku50, ~7!

whereG is the generalized Christoffel tensor with compo-
nents

Gjk5~Ci jkl 1s i l
0d jk!ninl . ~8!

It can be shown thatG is symmetric (Gi j 5Gji ) and the
eigenvalue problem has three real solutions as for an un-
stressed medium.

Let us consider a plane interface between two generally
anisotropic stressed media. Heren is the vector normal to the
interface~Fig. 5!. Index ‘‘I ’’ refers to the upper medium and
‘‘ II ’’ to the lower medium. The initial stresses are (s i j

0 ) I and

FIG. 5. Wave propagation through the plane boundary between anisotropic
stressed media.

FIG. 6. Discretization of residual stresses in SCS-6/Ti composite.

FIG. 7. Generalized self-consistent model for anN-layered cylindrical me-
dium.
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(s i j
0 ) II for upper and lower media, respectively. For a static

stressed state the boundary conditions represent the continu-
ity of the traction forces:

~s i j
0 ! In j5~s i j

0 ! II n j . ~9!

Consider a monochromatic plane wave~5! propagating from
the upper to the lower medium. The boundary conditions at
the interface represent continuity of displacements and trac-
tion forces. In the general case, for a wave incident from the
upper medium there are three reflected~in upper medium,
a51,...,3) and three transmitted~in lower medium, a
54,...,6) waves. The boundary conditions are

uinc1 (
a51

3

ua5 (
a54

6

ua,

~10!

s ik
incnk1 (

a51

3

s ik
a nk5 (

a54

6

s ik
a nk .

Using Eq.~2! and taking into account static boundary condi-
tions ~10!, each of the termss i j n j is equal to

s i j n j5Ci jkl ekln j1ui ,ksk j
0 n j . ~11!

Note that, in comparison with the boundary conditions for
traction forces in the unstressed case, the elastic constants are
replaced with stress-dependent elastic constants and an addi-
tional termui ,ksk j

0 n j appears. Boundary conditions for dis-
placements are the same as for the unstressed state.

C. Modeling of an ultrasonic wave propagation in a
stressed composite

The model described in Sec. II A can be modified and
used to estimate wave velocities in a stressed composite. As

an example we will consider a four-phase SiC/Ti composite
with the residual stress distribution shown in Fig. 2.

First the media with the nonhomogenous stress distribu-
tion is discretized. Each phase is divided into several layers
and it is assumed that the stresses are constant within each
layer. The stress level for each layer is assumed to be the
average of the values on the inner and outer boundaries of
that layer~Fig. 6!. In doing so, a four-layered system is re-
placed byn21 layers. Index 1 refers to the fiber core, index
n21 refers to the outer matrix layer and indexn refers to the
effective medium~Fig. 7!. Each layer is characterized by the
elastic properties of the corresponding phase and by three
discretized stress components~radial, axial and hoop! which
are assumed to be constant throughout the layer. Each layer
is considered to be isotropic in the transverse~with respect to

FIG. 8. Wave propagation in stressed Ti matrix with residual stresses.

FIG. 9. ~a! Longitudinal and~b! shear wave velocities in Ti matrix without
and with residual stresses.

TABLE I. Transverse properties of each phase in a SCS-6/Ti composite.

Phase
Crr

0

~GPa!
Gt

0

~GPa!
r

~g/cc!
r

~mm!

Core ~carbon! 49 16 1.7 18
Shell ~SiC! 446 177 3.2 68
Interphase~carbon-reach coating! 31 4.6 2.1 71
Matrix ~titanium alloy! 193 45 5.4 146
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the fiber direction! plane. In the presence of residual stresses
isotropy is violated since the radial and hoop stresses are
different. However, radial symmetry still holds. Since the
elastic field is decomposed into cylindrical waves propagat-
ing in the radial direction, the multiple scattering depends
mainly on the material properties which define the velocities
of longitudinal and shear waves in the radial direction. From
the solution of the Christoffel equation~6! the velocities of
the longitudinal and shear waves in the radial direction are

rVl
25Crr 1s rr

0 , rVs
25Gt , ~12!

whereCrr andGt are the radial and transverse shear-stress-
dependent elastic constants ands rr

0 is the radial component
of the residual stress. Stress-dependent elastic constants can
be determined from second and third order elastic constants
and stresses assuming that the deformation is hyperelastic.
Formulas for stress-dependent elastic constants are presented
in Ref. 23.

The multiple scattering model described in the previous
section assumes isotropy of each layer in the transverse
plane. Since most of the scattering occurs within a small
angular range in the radial direction, we assume that the
isotropic moduli for each layer are equal to those which de-
fine the longitudinal and shear wave velocities~12! in the
radial direction in the actual anisotropic layer. One can de-
fine the effective radialCrr

eff5Crr1srr
0 and transverse shear

Gt
eff5Gt moduli. The effect of residual stresses is included in

the stress-dependent elastic constantsCrr and Gt and as a
direct stress terms rr

0 in Crr
eff .

Thus, a four-phase composite with residual stress is ap-
proximated by a (n21)-layered composite system, where
the moduli of thej th layer are (Crr

eff)j and (Gt
eff)j . The gen-

eralized self-consistent multiple scattering model described
in the previous section can be applied to this system to de-
termine the dispersion of longitudinal and shear~polarized
perpendicular to the fiber direction! waves propagating nor-
mal to the fibers.

To illustrate that the error in the velocities of scattered
waves introduced by the isotropic approximation is small, we
calculated longitudinal and shear wave velocities in the Ti
matrix at different propagation anglesa with respect to the
normal to the fiber direction~Fig. 8!. An axial stress of 300
MPa, a radial stress of 250 MPa and a hoop stress of 200
MPa were assumed in the matrix. These are averaged values
of residual stresses predicted for the Ti matrix using CCM
~Fig. 2!. The results are presented in Fig. 9~a! and ~b! for
longitudinal and shear wave velocities, respectively. The dot-
ted line shows velocities in unstressed material, the dashed
line represents the isotropic approximation for the stressed
case~which is described above! and the solid line gives the
exact velocity value predicted by the acoustoelastic theory
~Sec. II B!. One can see that in the range of 10° from the

fiber normal the difference between the exact solution and
the isotropic approximation is only a few meters per second
for a longitudinal wave. For a shear wave it is even smaller.
Thus, the assumption of transverse isotropy of each layer is
reasonable.

III. APPLICATION OF THE MODEL FOR A COMPOSITE
WITH RESIDUAL STRESSES

The approach described in Sec. II C was utilized to de-
termine wave velocity changes due to the presence of ther-
mally induced residual stresses in a four-phase SCS-6/Ti
composite, consisting of carbon core, SiC shell, carbon-reach
coating and titanium matrix. The residual stresses were esti-
mated using CCM as described in Sec. I and are presented in

FIG. 10. Longitudinal~a! and shear~b! wave velocities in the perpendicular
to fibers’ direction in SCS-6/Ti composite with and without residual
stresses.

TABLE II. Third-order elastic constants for Ti and Si.

Material C111 ~GPa! C112 ~GPa! C123 ~GPa!

Ti 21358 21105 2162
Si 2821 2448 2104
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Fig. 2. The elastic properties of each phase in the transverse
direction are presented in Table I. The third order elastic
constants for all fiber phases~core, shell and coating! were
taken from the handbook24 to be those corresponding to Si
and for the matrix, those for Ti. They are given in Table II.
For stress discretization the SiC shell and Ti matrix were
each split into five layers. The carbon core was left intact
because it has constant stress. The carbon-rich coating is
much thinner than the other phases, so it was not split either.
Thus the total number of layers was 12.

Wave velocity calculations using the model described in
the previous section were performed for different frequen-
cies. The results are presented in Fig. 10~a! and ~b! for lon-
gitudinal and shear waves propagating in the normal-to-
fibers direction. The shear wave is polarized perpendicular to
the fiber direction. Five cases are considered: unstressed
composite ~dashed line!, the case when only the axial
stresses~dotted line! in matrix and fiber are accounted for,
the case when stresses are considered in the matrix and re-
sidual stress in the fiber are zero~dash-dotted line!, and when
stresses only in fibers are accounted for~dash-double-dotted
line!. Finally, the effect of all residual stresses is taken into
consideration~solid line!. One can see that the changes in
velocities due to the presence of stresses are on the order of
1%.

This paper addresses the direct problem of determination
of the effect of residual stress in composites on the ultrasonic
velocity. Even though the average residual stress is zero, the
average ultrasonic velocity over the acoustic path depends on
stress distribution due to different sensitivity of the wave
velocity to stress in the different material phases~fibers and
matrix!. While the overall velocity change is small, it is com-
parable to this in homogeneous materials.

The inverse problem, i.e., the determination of residual
stress from experimentally measured velocity, is beyond the
scope of this study. The practical solution is still far away
even for homogeneous materials with homogeneous stress
distributions. The main issue is the separation of the velocity
variation due to material texture from that due to residual
stress. For recent progress in this area, refer to Refs. 6, 25,
and 26. In composites, the ultrasonic stress measurement is
significantly more complicated due to possible local varia-
tions in fiber volume fraction, fiber matrix interphase prop-
erties, and matrix and fiber texture. Simultaneous reconstruc-
tion of elastic moduli and stress from the measured angle
dependency of ultrasonic wave velocities26 may help in over-
coming these difficulties. Another possibility is to utilize the
temperature dependence of ultrasonic velocity6,7 on stress for
stress measurement. Since the residual stress depends on
temperature~Sec. I! it may be possible to exclude the effects
of some microstructural characteristics on ultrasonic veloc-
ity.

IV. SUMMARY AND CONCLUSIONS

A numerical model has been developed to determine the
velocities of ultrasonic waves propagating through a com-
posite with residual stresses. The model is based on a modi-
fied generalized self-consistent method. The model accounts
for multiple wave scattering and the multilayered structure of

the composite. Simulation results performed for SCS-6/Ti
metal matrix composite show that changes in the longitudi-
nal and shear waves in the perpendicular-to-fibers direction
are about 0.5% and 2.0%, respectively.

This work provides a foundation for the determination
of changes in the ultrasonic wave velocities of composite
materials induced by the presence of residual stresses. The
main challenge in the development of a practical method for
measurements of these changes for stress determination is
the necessity of separating the stress effect from the influ-
ence of changes in the elastic properties of the constituents
and the state of the fiber/matrix interphase.
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Resonant ultrasound spectroscopy~RUS! is a powerful tool for determining the elastic properties of
solids at high temperature. Before RUS can be used to measure the pressure derivatives of elasticity,
however, effects of boundary conditions between the pressurizing gas and specimen must be
understood. Data are presented that show effects of different pressurizing gases on the apparent or
measured values of (]G/]P)T of fused silica spheres, whereG is the shear modulus,P is pressure,
andT is temperature. The value of (]G/]P)T is found to depend on the molecular mass,M , of the
pressurizing gas via23.425(0.032)25.9(1.6)31023M , whenM is in grams. Extrapolating to zero
gas mass gives (]G/]P)T523.42(0.03), a value bracketed by results from previous plane-wave,
ultrasonic measurements. An alternative analysis in which effects of the pressurizing gas are
removed by theoretical concerns is also presented and suggests that (]G/]P)T is 23.32(0.03). Our
results quantify the effect of pressurizing gas on measured pressure derivatives ofG when using
RUS and indicate that systematic problems in transducer-specimen bonding from previous acoustic
plane-wave measurements on fused silica at elevated pressure are not yet measurable. ©1998
Acoustical Society of America.@S0001-4966~98!05709-9#

PACS numbers: 43.35.Cg, 43.35.Yb@HEB#

INTRODUCTION

Information about the elastic properties of solids is im-
portant for a range of problems in material science, solid
state physics, and geophysics. The temperature,T, and pres-
sure,P, dependences of elasticity are often of particular im-
portance. For example, information about the effects of pres-
sure and temperature on elasticity are required when
laboratory measurements are extrapolated toP, T conditions
appropriate to the deep Earth. Elastic moduli are often called
second order elastic constants because they are derived from
the appropriate second strain derivatives of the free energy,
and the dependences of the elastic moduli on stress can ulti-
mately be related to third-order elastic constants~Birch,
1947; Batemanet al., 1961; Thurston and Brugger, 1964!.
The special case of hydrostatic pressure dependence of elas-
ticity has particular importance, and ultrasonic acoustic tech-
niques have long been used to measure elastic properties and
their dependences on pressure~see, for example, Lazarus,
1949; McSkimin, 1958; Daniels and Smith, 1958!.

The ultrasonic methods used to perform elasticity mea-
surements under pressure are primarily pulse-echo and con-
tinuous wave techniques, both of which rely on the propaga-
tion of plane waves through the specimen. In recent years
resonant ultrasound spectroscopy~RUS! has emerged as a
powerful tool to study single-crystal elastic properties
~Ohno, 1976!. RUS experiments at elevated temperature, al-
beit at ambient pressure~Goto and Anderson, 1989; Ander-
son and Isaak, 1995! have been especially fruitful. RUS

single-crystal elasticity measurements to date have generally
been done with specimens prepared as right-rectangular par-
allelepipeds~RPR! ~Demarest, 1971; Ohno, 1976! or spheres
~RST! ~Oda et al., 1992, 1993!. Excellent overviews of the
RUS technique are found in Maynard~1996!, Leisure and
Willis ~1997!, and Migliori and Sarrao~1997!.

Although both plane wave and RUS methods of study-
ing elasticity are useful, there are unique advantages to using
RUS ~Leisure and Willis, 1997!. We consider the possibility
of using RUS to determine third-order elastic properties. The
prospect of measuring third-order elastic properties using
RUS is attractive for a variety of reasons. RUS measure-
ments are relatively simple to perform. The full set of elastic
moduli are obtained from one frequency scan rather than
from several measurements using different polarization and
crystal directions. Using plane-wave techniques to measure
the pressure dependences of the elastic moduli of a solid
with orthorhombic crystal symmetry requires that nine sepa-
rate pressure runs be done. Until somewhat recently, RUS
techniques were amenable to much smaller specimens~Lei
et al., 1993; Spooret al., 1995! than were possible with rou-
tine interferometry measurements. Recent advances in acous-
tic interferometry techniques provide for elasticity measure-
ments of very small specimens, in some cases using
dimensions as small as 50mm ~Spetzleret al., 1993, 1996;
Li et al., 1996!. However, the experimental setups for inter-
ferometry ~plane-wave! measurements of very small speci-
mens are elaborate and are not used routinely. Furthermore,
despite extensive studies of interferometry techniques~Spet-
zler et al., 1993!, outstanding questions about the effect of
the transducer–specimen bonds on the pressure measure-a!Also at Department of Mathematics and Physics, Azusa Pacific University.
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ments remain. Uncertainties pertaining to transducer–
specimen bonding are eliminated in RUS since transducers
are applied to the specimen without bonding agents.

The extension of RUS to measurements at elevated pres-
sure has not received much attention, in part because of com-
plications in data reduction. In RUS the conversion of the
measured spectrum to elastic moduli requires the assumption
that the surface of the resonating specimen is free of external
stress~Demarest, 1971; Ohno, 1976; Migliori and Sarrao,
1997!. With a specimen under hydrostatic pressure, this
boundary condition is not met. This change in boundary con-
dition has an unknown effect on the resonant modes. Only
recently have attempts to quantify this effect been reported
~Zhanget al., 1997!.

Ohnoet al. ~1991! did a preliminary study of the appli-
cation of RST to isotropic steel spheres and reported results
for the pressure dependence of the shear modulus,G. In that
study, helium was used as the pressurizing gas so as to maxi-
mize the acoustic impedance contrast between the pressuriz-
ing gas and the specimen and container walls. By their
choices of specimen and pressurizing gas, Ohnoet al. ~1991!
attempted to minimize the energy exchange between the
specimen and its surroundings. Ohnoet al. ~1991! analyzed
the pressure dependence of one toroidal mode up to 0.0193
MPa ~193 bar! and found that (]G/]P)T51.8, in agreement
with the range of 1.5–2.0 found from other acoustic tech-
niques. Although the study by Ohnoet al. ~1991! clearly
demonstrates the feasibility of using RUS to measure pres-
sure dependences of elasticity, it provides no information
about the effect of the pressurizing gas on the pressure de-
rivatives.

We examine the pressure dependence of two pure toroi-
dal resonant modes for two spherical specimens of fused
silica. Three pressurizing gases~helium, nitrogen, argon!
with a wide range of molecular mass were used. Our goal
was to measure the effect of the molecular mass of the pres-
surizing gas on the apparent pressure dependence of elastic-
ity. Only results for the shear modulus are reported here. Our
results extrapolated to zero gas mass are compared with pres-
sure data obtained from interferometry plane-wave experi-
ments and provide information about the effects of bonding
on the interferometry results. We also attempt to account for
gas mass effects from theoretical concerns and compare this
result with the extrapolation of the experiments.

I. BACKGROUND AND METHOD

The resonant modes of a vibrating sphere are readily
calculated if the elastic moduli (Ci j ), density, and radius of
the sphere are known. Although the general case of an elas-
tically anisotropic sphere has been solved~Odaet al., 1993!,
since fused silica is isotropic we have a simplified situation
in which the bulk and shear moduli fully represent the elastic
properties of the material.

Vibrating spherical specimens produce two general reso-
nant mode types, spheroidal and toroidal. The spheroidal fre-
quencies of isotropic spheres depend on both the adiabatic
bulk modulus,KS , and G. The toroidal modes, however,
depend only onG. The frequency can be expressed as a
function f (G,r ,m), whereG, r , andm are shear modulus,

radius, and mass of the spherical specimen, respectively. The
frequency changed f due todG and dr , when the sample
mass is kept constant, is given by

d f 5S ] f

]GD
r ,m

dG1S ] f

]r D
G,m

dr . ~1!

The derivative

S ] f

]r D
G,m

5
f

2r
~2!

is obtained from the general energy equation of an elastic
vibrating sphere~Odaet al., 1993!.

Substituting~2! into ~1! gives

d f 5S ] f

]GD
r ,m

dG1
f

2r
dr . ~3!

Thus the measured pressure dependence of the resonant fre-
quency is given by

d f

dP
5S ] f

]GD
r ,m

dG

dP
1

f

2r

dr

dP
. ~4!

From the definition of the isothermal bulk modulus,KT ,
given by

KT52VS ]P

]VD
T

~5!

we can writedr/dP in ~4! as

dr

dP
52

r

3KT
. ~6!

Using ~6! in ~4! and solving fordG/dP results in

dG

dP
5

d f /dP1 f /6KT

~] f /]G!r ,m
. ~7!

In ~7! the numerator of the right side is dominated byd f /dP,
a negative number. Thef /6KT term represents less than 8%
of the final magnitude ofdG/dP. If measurements ofd f /dP
are done at isothermal conditions, the resultingdG/dP in ~7!
becomes (]G/]P)T .

We obtained two spherical specimens~hereafter referred
to as spheres 1 and 2! of fused silica so as to make direct
RUS measurements of (] f /]P)T and obtain (]G/]P)T for
different pressure-loading gases. The respective radii of
spheres 1 and 2 are 1.945 and 2.414 mm. In Table I we show
calculated frequencies and their dependences onKS , the
adiabatic bulk modulus, andG for the first eight modes of
the two fused silica specimens studied. For practical pur-
poses, we need not distinguish between the numerical values
of the adiabatic (KS) and isothermal (KT) bulk moduli when
using ~7! at ambient conditions. At room temperature the
difference betweenKS andKT , about 1%, has no measurable
effect on the calculateddG/dP results. The numbers in
Table I assume respective values of 37 and 31.3 GPa forKS

andG and a density of 2.210 g cm23.
Pressure measurements for three pressurizing gases, he-

lium, nitrogen, and argon, were done on both spheres. The
maximum pressure attained was in the range of 0.011–0.015
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MPa ~110–150 bar!, depending on the gas used. Pressure
was measured with a Bourdon tube pressure gauge, accurate
to 1%.

In general, theQ value of a resonant peak depends on
both pressure and the type of gas used to pressurize the
specimen. However, for the pure toroidal modes, i.e., modes
having no dependency onKS , we foundQ to be insensitive
to gas type and pressure. The toroidal modes0T2 and 0T3

contained one or two degenerate frequencies, presumably
due to small asphericity in the specimens. The0T2 degener-
ate modes of sphere 2 at three different pressures when pres-
surized with helium gas are illustrated in Fig. 1.

The temperature inside the pressure cell was monitored

with two typeT Cu–CuNi thermocouples. Temperature was
measured to 0.1°. The two thermocouples, placed on oppo-
site sides of the specimen, never showed a difference of
more than 0.1° from each other. After increasing or decreas-
ing the pressure, we waited for the temperature inside the
vessel to stabilize to within 0.1°, or so, of room temperature.
Temperature corrections were applied to reference all fre-
quency data to 25 °C. The frequency dependence onT is
determined by

S ] f

]TD
P

5S ] f

]GD
r ,KS

S ]G

]T D
P

, ~8!

where (] f /]G) r ,KS
is obtained from Table I and (]G/]T)P is

from Bass ~1995!. Room temperature was usually near
25 °C throughout the pressure runs, requiringT corrections
to the data of only a fraction of a degree. This situation is
illustrated in Fig. 2, which shows the measuredP depen-
dence of the0T2 mode for sphere 1 using helium gas. Only
small temperature corrections to the initial data~open sym-
bols! were required throughout that pressure run. Figure 3
shows corrections required for the0T3 mode of sphere 1
using nitrogen gas. On that particular pressure run the start-
ing room temperature was 20.8 °C, but there was a gradually
warming to about 22.5 °C by the end of the run. The change
in room temperature during the pressure run is reflected in
the deviation of the open symbols in Fig. 3 at lower pres-
sures. Nevertheless, in Fig. 3 we see excellent agreement in
the up- and down-pressure data once they have all been ref-
erenced to isothermal conditions.

For sphere 1 we made one pressure run for each of the
three loading gases and recorded frequency data while in-

TABLE I. Lowest calculated modal frequencies and their dependences on
KS andG for two fused silica spheres of constant mass.

Frequency
~MHz!

(] f /]KS) r ,G

(1022 MHz/GPa)
(] f /]G) r ,KS

(1022 MHz/GPa)

Sphere 1

0T2 0.770 22 0.0000 1.2304

0S2 0.809 27 0.0353 1.2510

1S1 0.998 52 0.5054 0.9976

0S0 1.172 50 1.4171 0.1978

0T3 1.190 12 0.0000 1.9012

1S2 1.424 71 0.6515 1.5058

0S4 1.522 05 0.1936 2.2025

Sphere 2

0T2 0.620 58 0.0000 0.9913

0S2 0.652 04 0.0285 1.0080

1S1 0.804 53 0.4072 0.8038

0S0 0.944 70 1.1418 0.1594

0T3 0.958 90 0.0000 1.5318

0S3 0.961 98 0.0930 1.4268

1S2 1.147 91 0.5249 1.2132

0S4 1.226 34 0.1560 1.7746

FIG. 1. Spectra of two degeneracies of the0T2 mode for sphere 2 shown at
three different pressures. Numbers in parentheses with peak labels indicate
pressure in bars.

FIG. 2. Measured pressure dependency of the0T2 mode for sphere 1 using
helium gas. The figure shows data before~open symbols! and after~closed
symbols! temperature corrections were applied. These data were all obtained
within a few tenths of a degree of each other.
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creasing and decreasing pressure. We recorded data in inter-
vals of 0.0005 MPa~5 bar! while increasing pressure up to
0.005 MPa~50 bar!, after which intervals of 0.001 MPa~10
bar! were used. When decreasing pressure we used 0.001
MPa ~10 bar! intervals throughout the pressure range. We
analyzed two degenerate peaks of the0T2 mode and one
peak of the0T3 mode for the helium and nitrogen runs. With
argon only one degeneracy of the0T2 peak was clearly seen,
thus we analyzed only one degenerate peak of each of the

0T2 and 0T3 modes. For sphere 2 we made three separate
pressure runs for each of the three pressurizing gases and
recorded data only when pressure increased. The one excep-
tion was the data recorded while decreasing pressure for the
last argon pressure run with specimen 2. For each pressure
run the measured value of (] f /]P)T for a particular mode,

0T2 or 0T3 , was combined with the appropriate values off ,
KS , and (] f /]G) r ,m ~from Table I! in ~9! so as to obtain an
apparent value of (]G/]P)T for that particular gas.

II. EXPERIMENTAL RESULTS

The results for several pressure runs on the two spheres
are summarized in Fig. 4. Fused silica is unusual in that the
KS andG moduli decrease, rather than increase, as pressure
increases. Figure 4 shows the magnitude of (]G/]P)T ; the
actual value of this derivative is negative. We refer to a value
of u(]G/]P)Tu determined from~7! as the apparent value of
u(]G/]P)Tu for a particular gas. The uncertainty in the ap-
parent values foru(]G/]P)Tu seen in Fig. 4 represents the
standard deviation of all the results on the two spheres after
the high and low values have been removed. The molecular
mass,M , of the gas is the parameter by which these results
are analyzed. Presumably, if the dependence of the apparent
u(]G/]P)Tu on pressurizing gas mass is known, then ex-
trapolation to zero gas mass provides the correct value of
u(]G/]P)Tu.

There is a monotonic increase in the apparent
u(]G/]P)Tu with increasing molecular mass. If a linear de-
pendence onM is assumed, the apparent value of (]G/]P)T

can be expressed by23.425(0.032)25.9(1.6)31023M ,
when M is in grams. We have no prior reason to assign a
linear dependence of (]G/]P)T on M . However, our results
~Fig. 4! clearly show a monotonic increase inu(]G/]P)Tu
with increasingM , and a linear relationship is certainly ad-
missible within the errors.

When our data are extrapolated to zero mass conditions,
we find (]G/]P)T to be23.43(0.03), a result bracketed by
values of23.39 ~Meister et al., 1980! and 23.48 ~Gerlich
and Kennedy, 1978!, both obtained from ultrasonic interfer-
ometry. We find no significant difference between the value
of (]G/]P)T measured using helium gas and that of
(]G/]P)T extrapolated to zero gas mass conditions; i.e., the
magnitude of (]G/]P)T is 3.45 at 4 g~appropriate for he-
lium!, higher than the zero gas mass value by only about
0.7%. Thus the value of (]G/]P)T for fused silica, which
has a relatively low acoustic impedance, can be quite accu-
rately determined with RUS using only data from a helium
gas pressure run. Our data show, however, that effects of
different pressurizing gases onu(]G/]P)Tu are noticeable.

For instance, theu(]G/]P)Tu from nitrogen gas is about 4%
larger than at zero gas mass.

III. THEORETICAL CONSIDERATIONS

The preceding analysis provides an experimental ac-
count of effects of the pressurizing gas. We also attempted to
account for gas effects from theory. We present here a sim-
plified version of the full spherical harmonic acoustic radia-
tion impedance development~Sorbelloet al., 1998!. In the
case of vibrating fused silica spheres we consider the finite
viscosity of the pressurizing gas. Thus we account for the
mass of the viscous gas layer surrounding the sphere in ad-
dition to the sphere mass.

A more general expression of~1! is when mass is not
constrained to be constant. Thus~1! can be rewritten as~Oda
et al., 1993!

d f 5S ] f

]GD
r ,m

dG1S ] f

]r D
G,m

dr 1S ] f

]mD
G,r

dm, ~9!

where

S ] f

]mD
G,r

5
2 f

2m
. ~10!

Equation~4! then has an additional term and becomes

d f

dP
5S ] f

]GD
r ,m

dG

dP
1

f

2r

dr

dP
2

f

2m

dm

dP
. ~11!

FIG. 3. Measured pressure dependency of the0T3 mode for sphere 1 using
nitrogen gas. The figure shows data before~open symbols! and after~closed
symbols! temperature corrections were applied. All data corrected to 25 °C.
The ambient temperature was 20.8 °C at the start of the run, and gradually
increased to 22.5 °C by the end of the run.
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In ~11! m is the total mass, i.e., mass of the fused silica
specimen plus the viscous gas layer. The additional term
( f /2m)(dm/dP) is nonzero because the mass of the gas
layer changes with pressure. Thus we takedm/dP to be
dmg /dP, wheremg is the mass of the gas layer. The mass of
the specimen is several orders of magnitude larger than the
mass of the gas layer so thatm in the denominator of~11! is
essentially the sample mass,mS . The general equation for
dG/dP is then

dG

dP
5

d f /dP1~ f /2mS!~dmg /dP!1 f /6KT

~] f /]G!r ,m
. ~12!

We note from~12! that dG/dP is negative for fused silica
becaused f /dP is negative. The corrective term (f /2mS)
3(dmg /dP) is positive, thus reducing the magnitude of
dG/dP. As in ~7!, if isothermal conditions prevail asP in-
creases, thedG/dP in ~12! is (]G/]P)T .

We now consider the evaluation ofdmg /dP via

dmg

dP
5

d~rgVg!

dP
5Vg

drg

dP
1rg

dVg

dP
, ~13!

whererg andVg are the respective densities and volumes of
the viscous gas layer. The gas volume is given by

Vg54pr 2d, ~14!

where r is the radius of the vibrating sphere andd is the
thickness of the viscous gas layer. The gas thickness, also
called the penetration depth, is approximated in standard
textbook derivations~see, for example, page 323 of Yih,
1969! as

d;A hg

prgf
, ~15!

wherehg is the absolute gas viscosity andf ~in Hz! equals
v/2p, v being the angular frequency. From the perfect gas
law we have

drg

dP
5

rg

P
. ~16!

Thus the first term on the right side of~13! is

Vg

drg

dP
5

4r 2

P
Ap

f
Ahgrg. ~17!

The second term on the right side of~13! is evaluated by

rg

dVg

dP
5rg4pr 2

dd

dP
5rg4pr 2

1

Ap f

d@~hg /rg!1/2#

dP

52r 2Ap

f
Arg

hg
Fdhg

dP
2

hg

P G . ~18!

We ignoredhg /dP in ~18! because its magnitude at ambient
pressure is 100–1000 times less thanhg /P ~see theGas
Encyclopaediareference!. Finally we express~13! by the
sum of ~17! and ~18!

dmg

dP
5Vg

drg

dP
1rg

dVg

dP
5

2Apr 2

P
Arghg

f
~19!

and find the correction tod f /dP in ~11! and ~12! to be

f

2ms

dmg

dP
5

3

4Aprs

Af rghg

rP
, ~20!

where themS of the specimen is expressed in terms of the
specimen radius (r ) and density (rS).

The adjustments tod f /dP depend on the gas properties
~hg , rg! the specimen size (r ), and the modal frequency
( f ). We wish to evaluated f /dP at P51 bar. The relevant
gas properties, from theGas Encyclopaediareference, are
given in Table II. Table III shows the adjustments required
for each modal frequency measured for each gas.

The dG/dP @or u(]G/]P)Tu# were determined using
~12! and the results are shown in the lower part of Fig. 4. It
is gratifying that the theory removes systematic effects of
pressurizing gases. It is problematic, however, that the upper
data points in Fig. 4, showing extrapolation to zero gas mass,
converge to a slightly different value than when gas mass
effects are accounted for as outlined in the above theory. The
experimental extrapolation toM50 of u(]G/]P)Tu is
3.42~03!, compared to an average value of 3.32~03! for the
individual corrections from theory. There is a small but no-
ticeable difference of 3%. Approximations we used, i.e., as-
suming the perfect gas law in~16! and ignoring pressure

FIG. 4. Final results showing the dependences of the apparent values of
u(]G/]P)Tu on the molecular mass of pressurizing gas. Extrapolating~circle
symbols! to zero gas mass shows RUS value~X! for u(]G/]P)Tu bracketed
by previous ultrasonic plane-wave~pulse-echo! results. Size of X reflects
magnitude of uncertainty. Lower data set~diamond symbols! shows
u(]G/]P)Tu after gas layering is removed, as given by~12! and~20!. Aver-
age value is shown by the solid line; dashed lines show standard deviation
from the average.

TABLE II. Gas properties at 1 bar and 25 °C to be used in Eq.~20!.a

Gas
Viscosity,hg

~poise!
Density,rg

(g/cm3)

He 1.9731024 0.16531023

N 1.7831024 1.13131023

Ar 2.2731024 1.63531023

aGas Encylopaedia reference.
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effects onhg in ~18!, cannot account for this difference.
Equations~12! and~20! indicate that fitting the apparent val-
ues ofu(]G/]P)Tu to AM is more appropriate than fitting to
M . This may be correct, but~12! and~20! also indicate that
the apparentu(]G/]P)Tu will vary systematically withAf .
We do not observe such a variation, however. Indeed, when
the average value ofu(]G/]P)Tu is found for a particular gas
using ~12! and ~20!, the standard deviation increases a little
over that for the apparentu(]G/]P)Tu found from~7! for that
gas. Presumably, the corrections forf from ~12! and ~20!
would result in smaller uncertainties for a particular gas, if
these equations give an accurate description of the situation.
It may be that~15! provides an inexact representation of the
effective gas layer thickness. Another possibility is that the
present data are not sufficiently precise to adequately resolve
effects of frequency on the gas layer. More precise pressure
measurements using a wider range of sphere radii, and thus
modal frequencies, are required to further address these un-
certainties.

IV. SUMMARY

In summary, we used RUS to determineu(]G/]P)Tu for
fused silica spheres. The effects of different pressurizing
gases onu(]G/]P)Tu are observed, and different methods of
correcting for these effects are presented. Our results show
that u(]G/]P)Tu lies within the range of 3.32–3.42, depend-
ing on the method of analysis. These results overlap with the
range of 3.39–3.48 found by interferometry techniques.
Given the range of uncertainties, our results provide no clear
evidence for systematic errors due to transducer bonds in
interferometry~ultrasonic plane-wave! experiments~Gerlich
and Kennedy, 1978; Meisteret al., 1980!. We expect small
differences to result from measurements of different speci-
mens of fused silica since the thermal history of each speci-
men will have some effect on its physical properties. The
overlap of our results with other ultrasonic data shows that
specimen differences, systematic differences in measurement
techniques, and uncertainties emanating from assumptions in
analysis in combination affect the results by about 2% to 3%,
at most.
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Experimental and numerical results for intensity modulated
laser ultrasonics
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This paper describes the experimental confirmation of a numerical model of laser-generated
ultrasound, where a 100-ms-long laser pulse was intensity modulated using a Bragg cell. Temporal
modulation was used to produce narrow-band ultrasound signals, which can substantially improve
signal-to-noise ratios over ultrasound generated byQ-switched laser pulses. A curve fit function that
represents Bragg cell modulation is given. Experimental results were obtained using a piezoelectric
transducer~PZT! on an aluminum test block, and good agreement between theory and experiment
was obtained while the modulated pulse train was on. Though the simple PZT model used here
results in some discrepancies between theory and experiment late in the signals, it is concluded that
the numerical model reliably predicts Bragg cell modulated laser-generated displacements.
© 1998 Acoustical Society of America.@S0001-4966~98!00610-9#

PACS numbers: 43.35.Cg, 43.35.Yb@HEB#

INTRODUCTION

The signal enhancement potential of modulated laser
pulses has by now been well documented. Modulated laser
pulses can narrow the bandwidth of ultrasonic signals, im-
proving signal-to-noise ratios while providing a direct con-
trol over the center frequency of the ultrasound. Both spatial
and temporal modulation of laser sources have been imple-
mented experimentally using a variety of techniques for
bulk1 and surface wave2 modes, and large improvements in
signal-to-noise ratios have been reported. Spatial modulation
has been achieved using cylindrical lenses in conjunction
with diffraction gratings,2 and by using lenticular arrays.3

Temporal modulation has been achieved by mode locking
the electronics inside the laser cavity,4 by timing the firing of
multiple laser cavities,5 by using White cells,6 and by using
Bragg cells.7 Spatial and temporal modulation have also been
used simultaneously.8 Weiner filtering techniques for digital
signal processing of modulated laser pulses have been dis-
cussed in recent years.9

A problem with ultrasound generated by unmodulated
lasers, such asQ-switched lasers, is that the signals are
broadband in nature and do not display a clear center fre-
quency. The selection and use of traditional narrow-band ul-
trasonic sensors such as PZTs~piezoelectric transducers! is
therefore problematic, and the measurement of such broad-
band signals is susceptible to noise interference. The purpose
of modulation, whether spatial or temporal, is to create a
clear spike in the signal frequency spectrum, centered around
some desired frequency, so that a narrow-band sensor such
as a PZT can readily be used, and/or bandpass filters can be
used in the receiving electronics for broadband sensors such
as interferometers to improve noise rejection.

Results given here show that using Bragg cells to modu-
late laser pulses can produce the desired narrow-band spike
in the frequency spectrum, and that a narrow-band sensor
such as a PZT can be used to measure the resulting ultrasonic
signals. Without modulation a suitable PZT center frequency
is difficult to ascertain in advance, but with modulation the

PZT center frequency is selected to match the modulation
frequency.

To date, few comprehensive models of modulation for
bulk wave modes have been presented. Huanget al.2 gave
results for surface waves using spatial modulation, and
Spiceret al.10 gave numerical results for temporal modula-
tion, but neither was specifically for Bragg cells. Experi-
ments using a Bragg cell to modulate long pulse lasers have
been conducted by Pierce,11 as later reported in Pierceet al.7

Sandersonet al.12 analyzed temporally modulated laser
pulses, and recently13 developed a comprehensive numerical
model for Bragg cell modulation in particular.

The purpose of this work is to compare Pierce’s experi-
mental results11 to the model developed by Sandersonet al.13

to confirm the accuracy of the numerical model. Pierce gen-
erated ultrasound in aluminum and measured the ultrasound
using PZTs. A model of the receiving electronics used by
Pierce11 is included here. Experiment and theory are com-
pared and agreement is generally good at a 1-MHz modula-
tion frequency.

I. EXPERIMENTAL SETUP

The experimental setup used by Pierce7,11 is shown in
Fig. 1. Ultrasound generation was in the thermoelastic re-
gime. The laser was a General Photonics Series Two-45
Nd:YAG, with a nominal pulse duration of 100ms, a 10-Hz

FIG. 1. Experimental setup.
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repetition rate, a nominal continuous output of 1 W, and a
peak power of 1 kW. The Bragg cell was an InterAction
Corporation model ADM-40N acousto-optic light deflector/
modulator, used in intensity modulation mode. The Bragg
cell, shown in Fig. 2, consists of a piece of flint glass epoxy
bonded to a PZT, and the laser light passes through the flint
glass. When a 30–50-MHz sinusoidal voltage is applied to
the PZT, acoustic waves are generated in the flint glass. The
interaction of the ultrasonic waves with the laser light de-
flects the primary~or zero order! transmitted laser beam,
because the ultrasonic waves act as a moving diffraction
grating. This diffracts the primary beam, and thus creates the
diffracted ~or first order! beam shown in Fig. 2. In Pierce’s
experiments a 40-MHz frequency-modulated signal was used
to drive the Bragg cell and achieve various modulation fre-
quencies in the first-order beam, as illustrated in Fig. 3~Fig.
3 represents the theoretical Bragg cell output, as predicted by
Jarzynskiet al.14!. The first-order beam was then directed at
an aluminum block to generate ultrasound. Further details
regarding Pierce’s experimental setup, the operation of the
Bragg cell, and the electronics required to drive it, are given
by Jarzynskiet al.14 and Pierce.7,11

Pierce measured only longitudinal waves, at an observa-
tion angleu0 of 60° in Fig. 1, because the maximum longi-
tudinal wave amplitude occurs at 60°. From Rose’s point
source theory15 the maximum amplitude of the longitudinal
waves should occur at 60° in aluminum, as can be seen in
results given by Scrubyet al.16

II. MATHEMATICAL MODEL

A block diagram of the experimental setup is shown in
Fig. 4, and a numerical model13 of Pierce’s experiments was
implemented using Laplace, Hankel, and Fourier transforms.
Throughout this work lower case letters will be used to rep-
resent time domain functions, and upper case letters with
overbars as in Fig. 4 will represent frequency domain func-
tions. To model Pierce’s experiments it was first necessary to
represent the output of the Bragg cell, i.e., the time depen-
dence of the first-order diffracted laser beam which was used
to generate ultrasound. Next, the generation and propagation

of the resulting ultrasonic waves was modeled. The transient
response of the PZT was then assumed to obey Mason’s
model,17 and finally the frequency response of the MR101
receiver was measured experimentally. These four steps will
be discussed in turn.

A. Bragg cell output

Pierce modulated the first-order beam at frequencies
ranging from 250 kHz to 2 MHz in his experiments, and he
measured the temporal profiles using a photodiode. From this
measured data the authors developed a functionh(t) to rep-
resent the temporal laser pulse profile,

h~ t !5@12u~ t2ts!#q1~ t !1u~ t2ts!Be2t/tc,

q1~ t !5A„f t112cos~vt !…, ~1!

A530, B52q1~ts!,

where

ts5
n

f
2

0.03

f
, tc5

ts

ln~2!
,

f 5modulation frequency, Hz, v52p f ,

u~ t !5Heaviside step function, ~2!

n5number of pulses,

which gives a good approximation~within 610%! to all of
Pierce’s measured temporal profiles.7,11 Equation ~1! can
readily be Fourier or Laplace transformed. A time domain
graph of the actual Bragg cell output~the intensity modu-
lated first-order beam! as measured by Pierce11 is shown in
Fig. 5, as predicted by Eq.~1!. Figure 5 is representative of
the temporal profiles of the laser pulses used to generate
ultrasound in Pierce’s experiments.

FIG. 2. Bragg cell construction and operation.

FIG. 3. Bragg cell input and output signals.

FIG. 4. Block diagram of experimental
setup.
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B. Ultrasound model

A model to predict the ultrasound waves was presented
by the authors in Ref. 13, and is summarized here. The gov-
erning equations for the displacement field, which were
solved using simultaneous Hankel and Laplace transforms,
are

~l12m!“e22m“3v5r
]2V

]t2 1b0¹u,

e5“•V, v5
1

2
“3V,

~3!

¹2u5
1

a

]u

]t
1

1

cH
2

]2u

]t2 ,

¹25
]2

]r 2 1
1

r

]

]r
1

1

r 2

]2

]Q2 1
]2

]z2 ,

where

T5temperature, V5ur ı̂ r1wı̂z

5displacement

Ti5 initial temperature, l,m5Lame constants,

u5T2Ti , r5density,

k5thermal conductivity, cS5Am/r,

a5thermal diffusivity, cL5A~l12m!/r,

tR5thermal relaxation constant, b05G~324cS
2/cL

2!,

cH5Aa/tR5heat wave speed, e5dilation,

G5coefficient of thermal expansion,v5rotation.

~4!

All initial conditions were taken as zero. Cylindrical coordi-
nates were chosen because the incident laser beam is cylin-
drically symmetric. The half-space is shown in Fig. 6, where

the z axis coincides with the axis of the laser beam, and the
reference angleu0560° is the same in Figs. 1 and 6. Half-
space solutions to Eqs.~3! were obtained, and wave reflec-
tion at the PZT-specimen boundary was included later in the
PZT model.

The laser light is assumed to be absorbed at the speci-
men surface, so the boundary conditions are continuity of
heat flux at the surface, and the surface must remain stress
free.

szzuz5050, t rzuz5050,
~5!

2k
]u

]zU
z50

5q9~r ,t !, q9~r ,t !5h~ t !g~r !,

whereq9 is the heat flux,szz is the axial normal stress,t rz is
the shear stress,h(t) is the Bragg cell output given by Eq.
~1!, and g(r ) is the spatial laser pulse profile, assumed
Gaussian:

g~r !5e22~r /R0!2
, ~6!

where R050.3 mm is the Gaussian spot radius. Material
properties ofcS53097 m/s,cL56108 m/s,k5177 W/mK,
a57331026 m2/s, andG523.631026 were used.

C. Ultrasound transducer model

The analysis and modeling of PZTs is a well-established
subject, and goes back at least as far as Mason.17 Only the
major assumptions are summarized here, and the interested
reader is referred to the literature.17–20 A cross section of a
PZT is shown in Fig. 6. The foil, PZT casing, and couplant
layer between the PZT and specimen are assumed to be
sufficiently thin that their presence can be ignored.17–20

Wave propagation within the disk is approximated as one
dimensional.17–20

Letting the specific acoustic impedancez5rc, it can be
shown21 that the Laplace transformed PZT signal is

P̄5
2c1zhs2~a1e2sL/cp1a2esL/cp1a3e22sL/cp1a4e2sL/cp1a5!

~b1e2sL/cp1b2esL/cp!~b3e2sL/cp1b4esL/cp1b5!
, ~7!

FIG. 5. Temporal profile of Bragg cell modulated laser pulse. FIG. 6. Half-space and PZT coordinates.
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wherec1 is defined by a one-dimensional incident ultrasound
wave,c is the wave speed,h is a piezoelectric material prop-
erty, p subscripts denote the piezoelectric disk,b subscripts
denote the backing, no subscripts are used for the specimen,
and

a152zp~z2zp!, a2522zp~z1zp!,

a352zp~zp2z!,

a45zzb2zzp2zpzb1zp
2, a55zzb1zzp1zpzb1zp

2,

b15z2zp , b25z1zp , b552
4zph2

RA
, ~8!

b35
1

RA H a4s

C0
1h2~2zp2z2zb!J 1s2a4 ,

b452
1

RA H a5s

C0
2h2~2zp1z1zb!J 2s2a5 ,

whereA is the transducer cross-sectional area,R is the input
impedance of the receiving electronics, andC0 is the static
capacitance of the transducer. Values ofzb50.9zp , rp

57500 kg/m3, cp54474 m/s,C053058 pF,R51 MV, and
h51.193109 C/N were used. Pierce used a Panametrics
model V103 1-MHz longitudinal PZT with a 12.7-cm diam-
eter. The frequency responseP̄( j v) ~j 5A21, v52p f ! of
the PZT, as given by Eq.~7!, is shown in Fig. 7.

To relate the one-dimensional PZT input signalūi

5c1e2sx/cL ~s is the Laplace transform variable! to the three-
dimensional~3-D! solution of Eqs.~3!, the 3-D longitudinal
displacementu! L was evaluated at point P in Fig. 6, and used
as the approximate incident wave on the PZT face. In this
manner the 3-D ultrasound solution was tied to the 1-D PZT
model.

ui ux50'u! LuP . ~9!

This ignores the phase variation of the wavefront over the
transducer face. However, the resulting error was assumed to
be small because in Pierce’s experiments there was a 0.08
wavelength difference between waves incident at the center
and edges of the PZT.11

D. Transfer function of MR101 receiver

Pierce used a Metrotek MR101 amplifier/receiver to am-
plify the PZT output signal in his experiments. The MR101
is also capable of filtering the input signal, and Pierce used

the MR101 as a 500-kHz high-pass filter with no attenuation.
The present authors conducted a standard frequency response
test on the MR101. A Bode plot of the measured amplitude
response is shown in Fig. 8. A two stage op-amp circuit,

M̄ ~s!5
k~s1z1!~s1z2!

~s1p1!~s1p2!
~10!

with gain k5109, zerosz15251,327,z252203106, and
polesp1533106, p251.753108 was found to give a rea-
sonable approximation of the measured response of the
MR101. The frequency responseM̄ (s5 j v) given by Eq.
~10! is shown in Fig. 8. While Eq.~10! differs with the
measured MR101 response above about 7 MHz, this was not
expected to cause significant error in the final results. The
bulk of the ultrasonic energy was below 7 MHz anyway, as
will be seen in results given later.

Complete details on the mathematical model reported
here can be found in Sanderson.21

III. COMPARISON OF PREDICTED AND MEASURED
PZT SIGNALS

With the block diagram elements of the experimental
setup defined, the next step is to multiply the block diagram
functions together and invert the product to obtain predicted
signals. The inversion process was carried out numerically.
Crump’s22 method was used to numerically invert the
Laplace transform, and Clenshaw–Curtis23 quadrature, an ef-
ficient and progressive integration technique, was used to
numerically invert the Hankel transform. To insure the nu-
merical accuracy of the Hankel–Laplace inverter, the com-
puter code was tested extensively against both functions that
could be inverted analytically and against ultrasound wave-
forms found in the literature. Agreement was good in all
cases.

The half-space solution for a longitudinal waveu! L , cor-
responding to point P in Fig. 6, is shown in Fig. 9, for a train
of five Bragg cell modulated pulses at 1 MHz, and the DFT
~discrete Fourier transform! is shown in Fig. 10. The signal
contains a substantial amount of low-frequency energy, but
also has a clear peak centered around 1 MHz. This peak
would not occur for aQ-switched laser pulse and is the de-

FIG. 7. Predicted frequency spectrum of PZT at 1-MHz center frequency.FIG. 8. Measured and predicted frequency response of the MR101 receiver.
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sired effect of temporal modulation. The time domain wave-
form shown in Fig. 9 is the ultrasound wave just before it
impinges on the PZT-specimen boundary in Fig. 6.

To carry out the convolutions indicated in the block dia-
gram of the experimental setup, all signals and component
responses in the block diagram~Fig. 2! were cast in the form
of DFTs, multiplied together, and then the DFTs were in-
verted numerically usingMATLAB .

Predicted voltage signals are shown in Fig. 11 for two,
three, four, and five pulse modulated trains at a nominal
1-MHz modulation frequency, along with Pierce’s experi-
mentally measured signals.11 Pierce manually set rotary dials
to achieve the 1-MHz modulation frequency, and did not

measure the actual modulation frequencies after setting the
dials. Exactly 1-MHz modulation frequencies were not
achieved experimentally. Modulation frequencies of 1.05
MHz for the two pulse train, 1.22 MHz for the three and four
pulse trains, and 1.32 MHz for the five pulse train were used
in the mathematical model to obtain the results shown in Fig.
11. The zero crossings in the predicted and measured signals
show good agreement, which by the nature of PZTs seems
unlikely to occur if the modulation frequencies of the ultra-
sonic signals were off by any significant amount.

For the two, three, and four pulse trains in Fig. 11 agree-
ment is good, better than620%, before the ends of the pulse
trains. The pulse train is said to end when the modulated

FIG. 9. Longitudinal wave,n55 pulses at 1 MHz,R050.3 mm. FIG. 10. DFT of the signal in Fig. 9.

FIG. 11. Measured and predicted PZT voltages after filtering and amplification.
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pulse begins its exponential decay at timets @Eq. ~1!#, as can
be seen in Fig. 5. After the pulse trains turn off, the predicted
results show transducer ringing that did not occur in Pierce’s
experiments. The cause of this discrepancy is believed to be
due to the simple model that was used for the PZT. Real
PZTs typically contain built-in damping circuits to eliminate
ringing, which was not included in the PZT model described
earlier. A more accurate model of the PZT was not possible
in this work because the design, construction, and material
properties of the PZT are proprietary.

The results for the five pulse train in Fig. 11 show a
large error at the fourth pulse in the train, with the predicted
signal amplitude overshooting the measured amplitude by
71%. This is likely due to the above-mentioned limitations in
the PZT model. The experimental center frequency of the
five pulse train is also furthest from the PZT design center
frequency of 1 MHz. Agreement between the predicted and
measured signals was best while the modulated pulse train
was on, and when the center frequency was closest to 1
MHz. The predicted and measured signals for the two pulse
train gave the best agreement while the modulated pulse train
was on, to within612%, where the modulation frequency
was 1.05 MHz. The three and four pulse trains, with 1.22-
MHz frequencies, both yielded620% agreement while the
pulse train was on, and the five pulse train at 1.32 MHz
yielded the worst agreement at671%.

As a final comment, Pierceet al.7 reported signal en-
hancements on the order of 15–20 dB using Bragg cell
modulation, compared to using the unmodulated laser pulse.

IV. CONCLUSIONS

A numerical model to predict laser-generated ultrasound
due to intensity modulated laser pulses has been presented.
The model was compared to experimental results obtained
by Pierce.11 The PZT and receiving electronics used by
Pierce were modeled, and good overall agreement between
theory and experiment during the modulation train was ob-
tained at a 1-MHz modulation frequency. However, the PZT
model predicted ringing after the modulated pulse train
turned off that did not occur in the experimental results,
probably because the damping circuit, couplant layer, trans-
ducer body, internal bond layers, the finite size of the PZT,
and the finite dimensions of the backing material inside the
PZT were neglected.

It is concluded that the numerical model of temporally
modulated ultrasound is able to accurately predict longitudi-
nal waves, because the discrepancies between theory and ex-
periment can be attributed to limitations in the PZT model.
This conclusion is substantiated by the good agreement be-
tween theory and experiment while the Bragg cell modulated
pulse train was on. The model could therefore be used for
signal enhancement optimization of temporally modulated
laser pulses.
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Interaction between a Timoshenko–Mindlin plate
and an attached rib
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In contrast to a thin plate having no shear component of deformation, a Timoshenko–Mindlin plate
cannot support a concentrated line dipole moment exerted by a pair of equal and opposite line forces
acting normal to its lateral surface. In this paper, it is argued that, in order to account for all the
connectivity between a rib and the plate, it is necessary to assume a nonzero width footprint for the
rib upon the plate. This footprint is idealized by a connection between the rib and plate along two
lines parallel to the rib. The problem posed is one dimensional, with plate responses invariant in the
direction of the rib; therefore, along each line of contact, the rib exerts upon the plate only a normal
force and a tangential~shear! force perpendicular to the rib. These four initially independent forces
combine to produce resultant opposing forces acting on the end of the rib which generate velocities
of the rib that can be related to those of the plate. The response quantity of interest is the structural
power reflected from the rib due to a wave propagating freely in a direction normal to the rib and
incident upon it. It is shown that the rib footprint cannot be set equal to zero if the rib’s rotational
properties are to have a meaningful influence on the calculated reflected power.
@S0001-4966~98!02310-8#

PACS numbers: 43.40.At, 43.40.Dx@CBB#

INTRODUCTION

In describing the asymmetric transverse~flexural! dis-
placement,w, of a planar elastic layer, Timoshenko–Mindlin
~TM! thick plate theory accounts for shear deformation and
rotatory inertia, as well as bending deformation and trans-
verse inertia. As a result, TM theory distinguishes between
the rotation of the cross section,f, and the transverse slope
of the deformed plate,w8, which for thin plate theory are
equal. A consequence of the inclusion of shear deformation
is that a TM plate subjected to a line force acting normal to
the plate’s lateral surface has a transverse slope which is
nonzero at and discontinuous across the line of force appli-
cation, whereas the rotation of the cross section is zero and
continuous at the line force. A more significant feature of
TM plate theory, as noted by Smith and Dym1 and
Rumerman,2 is that if the plate is subjected to a normal force
dipole formed by equal and opposite parallel line forces of
magnitudeuFu separated by a distanced, the transverse slope
between the two line forces becomes unbounded asd ap-
proaches zero while the dipole momentuFud is kept constant.
The cross section rotation again remains continuous and
bounded.

It can be shown that only the nonpropagating part of the
transverse slope diverges asd approaches zero, and that the
propagating part is well-behaved. Therefore, if the line force
dipole is independently specified, and only the plate response
at some distance from the forces is of interest, a concentrated
dipole can be a useful representation. On the other hand, if
the interaction between a TM plate and a reinforcing rib is of
interest, the problem is solved by enforcing equality of the
interaction forces and displacements of the plate and rib at
the rib location; therefore, the responses at the applied forces
are important and a concentrated line dipole is an inappro-

priate model. Smith and Dym suggest that a proper resolu-
tion of this dilemma is to consider the line moment as being
applied ‘‘about the central plane’’~equivalently, to the cross
section of the plate!, rather than as a line dipole on the sur-
face. Such would be the case for the built-up plate-rib struc-
ture shown in Fig. 1~a!, in which the rib is attached to the
cross section of the plate and can be viewed as exerting the
tensile and compressive stresses on the plate’s cross section
which form the resultant moment. The difference between
the bending moments in the two plate segments on either
side of the rib is the driving moment on the rib, and the
rotation of the plate’s cross section, considered continuous
across the rib, can be equated to the rotation of the rib at its
‘‘root.’’ ~The rib’s ‘‘root’’ is the end which is attached to the
plate.! Similarly, the difference in the transverse shear forces
on either side of the rib forms the driving force for transverse
displacement. Therefore, if the rib is sufficiently thin with
respect to wavelengths it supports, the Smith–Dym formal-
ism will handle this configuration.

Most ribbed plates of interest, however, are not config-
ured as shown in Fig. 1~a!, but as the reinforced plate in Fig.
1~b!, where the rib is joined to the plate’s lateral surface and
exerts a distribution of forces to this surface over its attach-
ment width. The rib does not apply a moment directly to the
plate’s cross section, and the rotation of the rib at its root is
kinematically related to the plate’s transverse slope rather
than to the cross section rotation. An attempt to represent the
rib as an attachment along a single mathematical line leads to
the conclusion that the rib cannot exert a concentrated nor-
mal force line dipole moment on the plate because the cor-
responding plate admittance is unbounded. As a conse-
quence, in the limit of a concentrated line load, the rib’s
rotational impedance properties do not couple to the plate
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through a moment exerted between the plate and rib. The
rib’s rotational impedance properties do couple to the plate
through the tangential force the rib applies to the plate be-
cause the reaction force is the shear force on the end of the
rib, which also drives the rib’s rotational response. It will be
shown, however, that this drive may inadequately account
for the effect of the rib’s rotational impedance properties in
estimating structural power reflected by the rib, and that a
normal force dipole having nonzero ‘‘footprint’’ should be
included in the analysis.

In order to examine how the rib’s rotational properties
might be coupled to a TM plate, this paper considers the
interaction between such a plate and a rib attached to its
lateral surface over a nonvanishing footprint. The driving
excitation is a freely propagating flexural wave normally in-
cident upon the rib~so that responses do not vary in the
direction of the rib!, and the response of interest is the re-
flected structural power. The focus is on the effect of the
width of the rib’s footprint over which forces are transmitted
to the plate.

I. MATHEMATICAL DEVELOPMENT

A. Basic plate admittances

The principal interest is in the effect of the rib’s foot-
print width, and analysis is considerably simplified by as-
suming that the rib is in actual contact with the plate only
along two parallel mathematical lines, as indicated in Fig. 2,
along each of which it exerts on the plate a normal force,F,
in they direction and a tangential force,T, in thex direction.
These four forces are independently specified. The distance
between the two lines of attachment isd, which is not nec-
essarily equal to the thickness of the rib at its root. The
system excitation and response are assumed to be indepen-
dent of thez coordinate in the direction parallel to the rib.

In order to develop the formalism for handling the prob-
lem of Fig. 2, consider a TM plate driven by a single normal
line force in they direction and a single shear line force in
the x direction, each atx50. By extending the development
by Junger and Feit3 to include the shear force, the equations
of motion are found to be given by Eqs.~1!:

2
Gh3

6~12n!
f92k2Gh~w82f!1

rh3

12
f̈52

Th

2
d~x!,

~1a!

k2Gh~w92f8!2rhẅ52Fd~x!. ~1b!

In Eqs.~1!, the dot signifies a time derivative (]/]t), and a
prime signifies a spatial derivative (]/]x). Use has been
made of the relationship among the shear modulus, Young’s
modulus, and Poisson’s ratio. The shear adjustment factork2

will be taken asp2/12 after Mindlin,4 rather than as the ratio
of Rayleigh wave speed to shear wave speed after Junger and
Feit. It is noted that the shear force,T, appears only in the
productTh/2, and is equivalent to the moment of Smith and
Dym in terms of its effect on the plate. The productTh/2
can, therefore, be considered as a moment ‘‘about the central
plane.’’ With respect to the rib,T also acts as a shear force.
The conventions for positive displacements and rotations are
indicated in Fig. 3.

For time-harmonic motion, Eqs.~1! can be solved for
w(x) and f(x) by Fourier transform techniques, and the
solutions yield the set of plate transfer admittances,Yp,
given by Eqs.~2! for a force atx50 and the observation
point at x>0, in which u(x)5f(x)h/2 represents the tan-
gential displacement of the lower face of the plate~where the
rib is attached! in the positivex direction, and the assumed

FIG. 1. ~a! Built-up plate.~b! Rib-reinforced plate.

FIG. 2. Mutual plate-rib line forces.

FIG. 3. Positive displacements and rotations for plate.
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exp(2ivt) time factor is suppressed. For arbitrary force lo-
cationxf and observation pointx0.xf , x is replaced byx0

2xf :

rch

3~12n!

A1
22A2

2

K
YẇF

p ~x!

5
~12K2/p2!12A1

2/~12n!p2

A1
expS iA1x

h D
2

~12K2/p2!12A2
2/~12n!p2

A2
expS iA2x

h D , ~2a!

2rch

3~12n!

A1
22A2

2

iK
Yu̇F

p ~x!5expS iA1x

h D2expS iA2x

h D , ~2b!

4rch

3~12n!

A1
22A2

2

K
Yu̇T

p ~x!5
A1

2212K2/p2

A1
expS iA1x

h D
2

A2
2212K2/p2

A2
expS iA2x

h D ,

~2c!

YẇT
p ~x!52Yu̇F

p ~x!. ~2d!

The notationYẇF
p (x) represents the velocityẇ at x due to

force F at x50, and other admittances are defined similarly.
These admittances are written forx>0. YẇF

p (x) and
Yu̇T

p (x) are symmetric aboutx50; YẇT
p (x) and Yu̇F

p (x) are
antisymmetric. In Eqs.~2!, K5vh/c, wherec is the shear
wave speed of the plate material,r is its mass density, andn
is its Poisson’s ratio. The quantitiesA1 /h and A2 /h repre-
sent the dimensional wave numbers for two antisymmetric
modes in the plate, and the dimensionless forms are given by
Eq. ~3!. For a lossless plate andK,p, A1

2 is real and posi-
tive andA2

2 is real and negative. For exp(2ivt) time depen-
dence andx>0, A1 is positive andA2 is positive imaginary.
For frequencies such thatK.p, the second mode becomes
propagating. This higher-frequency range will not be consid-
ered:

A1,2
2 5S 12n

4
1

6

p2DK2

6AS 12n

4
1

6

p2D 2

K416~12n!S 12
K2

p2DK2.

~3!

B. Response of plate to assumed rib forces

Let the rib be attached to the plate along the two lines
x56d/2, along which the rib exerts they directed normal
forcesF1 and F2 and thex directed tangential forcesT1

andT2, respectively. Additionally, the plate is subjected to
an independently specified transverse velocity wave,ẇ0(x)
5Ẇ0 exp(iA1x/h), freely traveling in the positivex direction,
along with the associated cross sectional rotation rate,
ḟ0(x)5Ḟ0 exp(iA1x/h), where Ḟ05(x/h)Ẇ0 , and x is
given by Eqs.~4!:

x5 iA1G, ~4a!

G5F S 12
K2

p2D1
2A1

2

~12n!p2G21

. ~4b!

The transfer admittances can be used to express the response
of the plate atx56d/2, as given in Eqs.~5! in which U̇0

5Ḟ0h/2:

ẇ~2d/2!5Ẇ0 exp~2 iA1d/2h!1F2YẇF
p ~0!

1F1YẇF
p ~d!2T1YẇT

p ~d!, ~5a!

ẇ~1d/2!5Ẇ0 exp~1 iA1d/2h!1F1YẇF
p ~0!

1F2YẇF
p ~d!1T2YẇT

p ~d!, ~5b!

u̇~2d/2!5U̇0 exp~2 iA1d/2h!2F1Yu̇F
p ~d!

1T2Yu̇T
p ~0!1T1Yu̇T

p ~d!, ~5c!

u̇~1d/2!5U̇0 exp~1 iA1d/2h!1F2Yu̇F
p ~d!

1T1Yu̇T
p ~0!1T2Yu̇T

p ~d!. ~5d!

These equations can be rewritten in a more convenient form
by adding and subtracting Eqs.~5a! and ~5b! to obtain Eqs.
~6!, and by adding and subtracting Eqs.~5c! and ~5d! to
obtain Eqs.~7!:

ẇS5ẇ0S1FSȲẇF
S 2TDYẇT

p ~d!, ~6a!

ẇD5ẇ0D1FDȲẇF
D 1TSYẇT

p ~d!, ~6b!

u̇S5u̇0S2FDYu̇F
p ~d!1TSȲu̇T

S , ~7a!

u̇D5u̇0D1FSYu̇F
p ~d!1TDȲu̇T

D . ~7b!

The new symbols appearing in Eqs.~6! and~7! have the
following definitions and interpretations:

ẇS5 1
2@ẇ(2d/2)1ẇ(1d/2)# is the average of the trans-

verse velocities atx56d/2.
FS5@F21F1# is the total transverse force exerted on

the plate by the rib.
ẇD5@ẇ(1d/2)2ẇ(2d/2)#, and ẇD /d is the global

transverse slope between the rib attachments atx51d/2 and
x52d/2.

FD5 1
2@F12F2#, and FDd is the dipole moment ex-

erted on the plate by the rib.
u̇S5 1

2@ u̇(2d/2)1u̇(1d/2)# is the average of the tan-
gential velocities atx56d/2.

TS5@T21T1# is the total tangential shear force exerted
on the plate by the rib.

u̇D5@ u̇(1d/2)2u̇(2d/2)#.
TD5 1

2@T12T2#.
ȲẇF

S 5 1
2@YẇF

p (0)1YẇF
p (d)#.

ȲẇF
D 52@YẇF

p (0)2YẇF
p (d)#.

Ȳu̇T
S 5 1

2@Yu̇T
p (0)1Yu̇T

p (d)#.
Ȳu̇T

D 52@Yu̇T
p (0)2Yu̇T

p (d)#.
ẇ0S , ẇ0D , u̇0S , and u̇0D are defined analogous toẇS ,

ẇD , u̇S , and u̇D except thatẇ0 and u̇0 are used in the op-
erations in place ofẇ and u̇.

Because the plate and rib are assumed to be connected
along two lines, and these connections are symmetrical about
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the ribs’ mid-plane,ẇS and u̇S are the velocities of the root
of the rib in they andx directions, respectively, andẇD /d is
the rotation of the rib’s cross section at its root.u̇D represents
a Poisson contraction of the rib across its thickness~in the x
direction! at the root. Similarly,FS andTS are the negative
of the resultant forces exerted by the plate upon the end of
the rib in they andx directions, respectively, andFDd is the
negative of the moment~in the x-y plane! exerted by the
plate on the rib’s root cross section. These are assumed to act
on the root cross section as whole, and are not associated
with any particular location on that cross section.

C. Coupling of rib to plate

Assume that the rib is attached below the plate and is
symmetrical with respect to a plane throughx50 and normal
to thex axis, and that the rib itself can be considered a plate
lying in the y-z plane. Figure 4 shows the positive senses of
the resultant shear force,T̄, in the x direction, extensional
force, F̄, in they direction, and bending moment,M̄ , in the
x-y plane, all of which act on the rib’s end cross section and
the positive senses of the rib’s extensional displacement,wr ,
cross section rotation,c, and transverse displacement,ur , at
that location. The forces and moment are resultants and not
identified with any particular point on the rib’s root cross
section.

The force and moment resultants acting on the rib are
the negatives of the forces exerted by the rib on the plate;
therefore,F̄52FS , T̄52TS , andM̄52FDd. Because of
the manner in which the rib is attached to the plate,ẇr

5ẇS , u̇r5u̇S , andċ5ẇD /d. These responses are linked to
the forces through the rib’s input admittances,Yr , at its root,
as given by Eqs.~8! and ~9!;

u̇S52TSY
u̇T̄

r
2FDdY

u̇M̄

r
, ~8a!

ẇD /d52TSY
ċT̄

r
2FDdY

ċM̄

r
, ~8b!

ẇS52FSY
ẇF̄

r
. ~9a!

Equations~8! are related to the rib’s velocity in thex
direction and rotation in thex-y plane, and Eq.~9a! to its
extensional velocity in they direction. When Eqs.~8! are
combined with Eqs.~6! for the plate, the forcesTS andFD

can be found. When Eq.~9a! is combined with Eqs.~7! for
the plate, two quantities,u̇D and TD remain incompletely
specified. The responseu̇D may be associated with the rib’s
Poisson strain in its thickness~x! direction due to its exten-

sional motion andTD can be considered a ‘‘pinching’’ force
which allows full equality of resulting rib and plate displace-
ments in thex direction. Because derivatives of extensional
rib displacement are involved, the mathematical complexity
required to complete the solution is probably not warranted
by the ability to model the rib, nor for the purpose of show-
ing the significance of a nonvanishing rib footprint; there-
fore, the last equation will be arbitrarily taken as~9b!:

u̇D50. ~9b!

~Alternatively, TD could arbitrarily be set equal to zero.!
Equations~7! and ~9! can now be combined, and the forces
FS andTD found. The system is now completely specified.

D. Reflected and transmitted structural power

As previously indicated, the response quantity of interest
is the structural power reflected at the rib due to the incident
structural wave. The reason for this choice is that plate-rib
interaction is an important mechanism for backscattering of
acoustic waves incident upon a ribbed plate or shell. When
the frequency is greater than the critical bending frequency,
so that the bending wave speed in the plate is greater than the
sound speed in the ambient medium~approximately K
50.5, for steel or aluminum plates in water!, the reflected
structural power is carried by the supersonic structural wave
and reradiated. Additionally, relevant input admittances for
the plate in water above the coincidence frequency are well-
approximated by their in vacuo values; therefore, the study
in this paper can be used to provide guidance on modeling
the rib-plate interaction for acoustic scattering problems
above the coincidence frequency.

The structural power can be found from the propagating
part of the transverse plate velocity, that is, that part varying
as exp(iA1x/h), for K,p. Suppose that the plate without the
rib is driven by a normal line force,F. The total time-
averaged input power is12uF2uReal@YẇF

p (0)#, and the power
propagating to the left~or the right! is 1

4uF2uReal@YẇF
p (0)#.

The square of the amplitude of the propagating part of the
transverse velocity,Ẇprop, on either side of the force is given
by uF Real@YẇF

p (0)#u2. These two results can be combined
to give the following expression for structural power,Ps :

Ps5
1

4

@Ẇprop#
2

Real@YẇF
p ~0!#

. ~10!

After the individual rib interaction forces are found, the
power reflected by the rib can be found by finding the am-
plitude of the transverse plate velocity propagating to the left
of x52d/2, and substituting it into Eq.~10!. The structural
power transmitted through the rib can be found by finding
that part of the transverse velocity propagating to the right of
x51d/2, which is generated by the action of the rib forces,
adding it in phase to the incident transverse velocity~due to
the source atx52`), and substituting the amplitude of the
result into Eq.~10!. These are essentially independent calcu-
lations and, in the absence of structural dissipation, should
sum to the incident power generated by the source atx
52`.

FIG. 4. Sign conventions for rib.
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II. CALCULATIONS AND DISCUSSION

A. Rib model

Because the focus of this paper is the effect of the rib’s
footprint width on the response of the plate and not the de-
tailed analysis of a particular rib, a simple rib model will be
used in the calculations. Consider the rib in the form of a
plate in they-z plane having thicknessb in the x direction
and depthL in the y direction. The plate and the rib are of
infinite length in thez direction, and all responses are inde-
pendent ofz. The following set of a mixed set of homoge-
neous boundary conditions on the far edge of the rib, aty
52L, is assumed: zero extensional stress resultant, zero
shear stress resultant, zero cross section rotation in thex-y
plane. The rib’s extensional and rotational responses are un-
coupled, and the rotational response is governed by the rib’s
bending properties in thex-y plane. Assuming the rib and
plate to be of the same material, the rib’s dimensionless
bending wave numbersA1,2

r may be found from the right
hand side of Eq.~3!, with K replaced byKr5Kb/h. The
dimensional wave numbers are (1/b)A1,2

r . If the rib has no
dissipation andKr,p, thenA2

r 5 iB2
r , whereB2

r is real and
positive. If (L/h)B2

r is greater than aboutp, the input admit-
tances for the rib’s bending responses at the root may be
approximated by Eqs.~11!, with additional symbols defined
by Eqs.~12!:

rcbY
u̇T̄

r
'

12i

p2 Kr cosS A1
r L

b D @~B2
r !2V21~A1

r !2V1#/D,

~11a!

rcb3Y
ċM̄

r
'6i ~12n!KrA1

r B2
r sin~A1

r L/b!

3@V1~11V2!2V2~11V1!#/D, ~11b!

rcb2Y
ċT̄

r
'2

12i

p2 KrA1
r B2

r V1V2@B2
r sin~A1

r L/b!

2A1
r cos~A1

r L/b!#/D, ~11c!

Y
u̇M̄

r
5Y

ċT̄

r
, ~11d!

D5A1
r B2

r @B2
r V2~11V1!sin~A1

r L/b!

2A1
r V1~11V2!cos~A1

r L/b!#, ~12a!

V15
12~Kr !2

p2~A1
r !221, ~12b!

V25
12~Kr !2

p2~A2
r !221. ~12c!

The admittance for extensional response is given by Eq.~13!.

rcbY
ẇF̄

r
5 iA~12n!/2 cot~KrA~12n!/2L/b!. ~13!

B. Sample results

1. Nonzero width footprint

Figure 5~a! and ~b! each show the structural power re-
flection coefficients calculated for the rib described above
with b/h50.5, d/b50.5,0.67,1.0 ~equivalently, d/h
50.25,0.33,0.5), and withL/h55 in Fig. 5~a! and L/h56

in Fig. 5~b!. The rib and the plate are both assumed to be free
of structural dissipation. The major peaks in reflectivity are
insensitive to the choice ofd/h. Secondary levels~reflectivi-
ties greater than about 0.1! show some dependence ond/h
and low levels are very sensitive to this parameter. A rule of
thumb appears to be that reflectivities higher than 0.1 can be
considered insensitive tod/h when the wave number width
of the footprint,A1d/h, is less thanp/4, but not so small that

the admittanceȲẇF
D begins to diverge. From a practical point

of view, reflectivities smaller than 0.1 may be of no conse-
quence, so that sensitivity tod/h is unimportant. The choice
of d/b50.67 appears to be a good compromise, which can
be justified by considering the antisymmetric parts of the two
normal line forces to represent the linear distribution of the
normal component of stress on the cross section of a plate in
bending~representing the rib bending in thex-y plane!. Fig-
ure 6 shows the parameterA1d/h as a function ofK for the
three values ofd/b.

FIG. 5. ~a! Power reflectivity with nonzero footprints:L/h55; b/h50.5,
~b! Power reflectivity with nonzero footprints:L/h56; b/h50.5.

2217 2217J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 M. L. Rumerman: Plate with attached rib



2. Limit of d/h ˜0

The consequence of assuming the rib to exert forces on
the plate only along a single line can be determined by al-
lowing d/h to approach zero in the admittances and incident
wave terms appearing in Eqs.~6! and ~7!. Terms containing
the lowest common order ofd/h are kept, and Eqs.~14! and
~15! are obtained:

Ẇ052@YẇF
p ~0!1Y

ẇF̄

r
#FS , ~14a!

iA1Ẇ05
12i

rchp2 KFD2F3i ~12n!

2rch

K

A11A2
1hY

ċT̄

r GTS ,

~14b!

iA1

2
GẆ052TS@Yu̇T

p ~0!1Y
u̇T̄

r
#, ~15a!

2
A1

2

2
GẆ05

3i ~12n!

2rch

K

A11A2
FS1

3i ~12n!

2rch
KTD .

~15b!

Equation~14a! shows thatFS is associated only with the
transverse velocity of the plate and the extensional velocity
of the rib. Equation~15a! indicates that, in the limit of van-
ishing d/h, TS is associated only with the tangential plate
velocity u̇, and that the rib’s rotational response couples to
the plate only through the rib’s shear admittance,Y

u̇T̄

r
, and

not through the moment admittance,Y
ċM̄

r
. Equations~14b!

and ~15b! are superfluous to subsequent calculations. Al-
thoughFD andTD have nonzero finite values, they have no
bearing on computing the response of the plate foruxu
>d/2. This can be demonstrated by considering, for ex-
ample, the admittanceY(x), which relates any plate re-
sponse to a transverse force,F. Writing F15 1

2FS1FD and

F25 1
2FS2FD , that response foruxu>d/2 becomes@ 1

2FS

1FD#Y(x2d/2)1@ 1
2FS2FD#Y(x1d/2), which approaches

FSY(x) asd/h approaches zero.
Figure 7~a! and~b! show the power reflectivity, based on

Eqs. ~14a! and ~15a!, for d/h→0. Also shown in these fig-

ures is the power reflectivity obtained whenY
u̇T̄

r →`, so that
the rib exerts only a normal force upon the plate.

C. Discussion of results

There is a noticeable difference between the results in
Fig. 5 and those in Fig. 7. In Fig. 7, the reflectivities are due
principally to the rib’s extensional admittance, and the broad
peaks occur in the neighborhoods of the rib’s extensional
antiresonances or where Imag@YẇF

p (0)1Y
ẇF̄

r
#→0; its rota-

tional response plays almost no role. This conclusion is sup-
ported by the second curve in Fig. 7~a! and~b!, which shows
the power reflectivity for an attached rib which has the same
extensional admittance but withuY

u̇T̄

r u→`. In this case, no
shear force on the end of the rib is developed and no rota-
tional response, yet the power reflectivity closely matches
the other, except for several narrow intervals. The reason for
the similarity is that, for a Timoshenko–Mindlin plate, an
impedance discontinuity for tangential motion, which pro-
duces a tangential force acting on the plate~equivalently a

FIG. 6. Wave number width of footprint.

FIG. 7. ~a! Power reflectivity with vanishing footprint:L/h55, single line
drive. ~b! Power reflectivity with vanishing footprint:L/h56, single line
drive.
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‘‘central moment’’!, develops little power in comparison
with an impedance discontinuity for transverse motion which
develops a normal force on the plate. This can be shown by
considering a plate with a rib attached along a line. If the rib
has zero extensional force admittance and infinite shear force
admittance, thenTS50, FS52Ẇ0 /YẇF

p (0), and thetime-
averaged reflected power,PF , is

1

4
uẆ0u2

Real@YẇF
p ~0!#

uYẇF
p ~0!u2 .

On the other hand, if the rib has zero shear force admittance
and infinite extensional force admittance, thenFS50, TS

52(x/2)Ẇ0 /Yu̇T
p (0), and the time-averaged reflected

power,PT , is

1

4 Ux2 Ẇ0U2 Real@Yu̇T
p ~0!#

uYu̇T
p ~0!u2

.

Each of these powers is shown in Fig. 8 as a function ofK,
and the results indicate that, forK.1, discontinuities asso-
ciated with the plate’s tangential motion~or bending rotation
in the x-y plane! are much weaker reflectors of incident
structural power than are discontinuities associated with the
plate’s transverse motion. This result is in marked contrast to
that of thin plate theory, for which both an infinite imped-
ance translational and rotational discontinuity acting alone
reflect half the incident power. For the TM plate, the two
reflectivities differ by more than 2 dB whenK is greater than
0.3, corresponding to frequency thickness products which are
larger than 14 kHz cm in steel. The narrow frequency bands
in which the pairs of reflectivities in Fig. 7~a! and~b! diverge
are due to antiresonance regions ofY

u̇T̄

r
, which are much

narrower in frequency than are the rib’s extensional antireso-
nances.

The reflectivities for the fully coupled case, shown in
Fig. 5~a! and ~b!, have a richer structure in frequency be-
cause the rotational response of the rib is coupled to the plate
through Y

ċM̄

r
and FD . Because these involve the plate’s

transverse motion and normal forces acting on the plate, the
effect on power is greater.

III. SUMMARY

The rotational component of response of a rib at its at-
tachment to the lateral surface of a flat plate consists not only
of a rotation of the rib’s cross section at that attachment
position, but also of a displacement of its cross section tan-
gential to the plate. In order to account for this coupling, it is
not sufficient to consider only the bending moment that the
plate exerts on the rib and the equal but opposite normal
force moment that the rib exerts on the plate’s surface; the
mutual shear forces that the rib and plate exert on one an-
other must also be included. These shear forces have tradi-
tionally been neglected in problems of coupling between ribs
and thin plates.

When the plate is modeled by Timoshenko–Mindlin~or
similar! thick plate theory, which includes shear deforma-
tion, care must be taken because such a plate cannot sustain
a concentrated normal force dipole on its lateral surface.
Therefore, if it is desired to model the rib as a concentrated
line attachment, coupling between the plate and the rota-
tional response of the rib can only occur through the mutual
shear forces between plate and rib. This interaction has small
influence on the reflection of an incident structural wave by
the rib when compared to the effects of the coupling between
the plate’s transverse response and the extensional response
of the rib. With this choice of a model, the rib’s rotational
response may be of little consequence.

The situation changes when the rib’s attachment to the
plate is given a nonzero footprint width. If, for example, the
rib is assumed to be attached to the plate along two parallel
lines, the rib’s end rotation is related to the difference in the
plate’s transverse displacement at those two positions, and
the mutual moments are related to the difference in the two
normal forces. The rotational response of the rib now has a
greater influence on the reflection of an incident wave be-
cause it is coupled to the plate through normal forces.

It is noted that if the rib is modeled as a single concen-
trated line attachment, the relevant rotational admittance is
not that of the rotational velocity due to a moment,Y

ċM̄

r
, but

the transverse velocity due to a shear force on its end,Y
u̇T̄

r
.
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FIG. 8. Power reflectivity with vanishing footprint: perfect constraints.
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A new, flexural wave solution is derived for the Kirchhoff, thin plate equation on a semi-infinite
domain with a free edge. This wave is a freely propagating wave that travels parallel to the edge, i.e.,
the curves of constant phase are straight lines perpendicular to the edge, while the wave amplitude
falls off exponentially with distance from the edge, so the curves of constant amplitude are straight
lines parallel to the edge. For a fixed frequency its speed is proportional to that of the standard
bending wave speed. The constant of proportionality depends on the Poisson ratio only. Its value is
slightly less than 1. ©1998 Acoustical Society of America.@S0001-4966~98!02110-9#

PACS numbers: 43.40.Dx@CBB#

INTRODUCTION

The aim of this paper is to show that, according to
Kirchhoff’s theory, a semi-infinite, thin plate with a free
edge supports nonuniform, flexural waves of a new type that
travel along the edge without attenuation.

Analysis closely follows the same lines as in Refs. 1 and
2. The particular wave that is discussed here corresponds to
the real-valued pole in the complex wave number space as-
sociated with the inverse Fourier transform integral for the
response of an edge-excited, semi-infinite plate. A closed-
form analytical expression for this pole was derived in Ref.
2. However, the associated wave mode has not been identi-
fied there since that paper merely evaluates structural power
generated by localized forcing along the edge. For that pur-
pose only input mobilities were needed. The total wave
field—including the new wave mode investigated here—was
not evaluated.

I. BASIC EQUATIONS

A thin, elastic plate occupies the semi-infinite regionx
,0, 2`,y,`. The out-of-plane flexural motion is gov-
erned by Kirchhoff’s plate equation

DDDw2m9v2w~x,y!50, x,0, 2`,y,`, ~1!

where w(x,y) is the normal displacement,D5Eh3/12(1
2n2) is the bending stiffness, andm95rh is the density of
mass per unit area, whileE is Young’s modulus,h is the
plate thickness,n is Poisson’s ratio, andr is the volume
density of mass of the plate. Only time-harmonic motion is
considered~v is the circular frequency! and the time factor
exp(ivt) is omitted for brevity. The free edge conditions are

2D
]

]x F]2w

]x2 ~0,y!1~22n!
]2w

]y2 ~0,y!G50, ~2!

2DF]2w

]x2 ~0,y!1n
]2w

]y2 ~0,y!G50. ~3!

II. FREE EDGE PLATE WAVE

In Refs. 1 and 2 the edge-excited plate, i.e., Eq.~1!
subject to the inhomogeneous counterparts of conditions~2!
and ~3!, was analyzed using Fourier transforms

w~x,y!5E
2`

`

w̃~x,q!exp~2 iqy!dq, ~4!

w̃~x,q!5
1

2p E
2`

`

w~x,y!exp~ iqy!dy. ~5!

The presence of a real-valued pole suggests that a particular
wave mode might exist. So this paper deals with wave modes
of the type

w~x,y!5ŵ~x,q!exp~2 iqy!, ~6!

whereq is real. Inserting into Eq.~1! yields

d4ŵ

dx4 22q2
d2ŵ

dx2 1~q42k4!ŵ~x,q!50, k45
m9v2

D
,

~7!

wherek is the flexural wave number. Solutions of the type

ŵ~x,q!5exp~lx! ~8!

satisfy

l15~q21k2!1/2.0, for all q, ~9!

l252l1 , ~10!

l35~q22k2!1/25H uq22k2u1/2, uqu.k,

i uk22q2u1/2, 2k,q,k,
~11!

l452l3 . ~12!

Imposing the requirements for real physical modes, i.e.,

~1! Im@l#50⇒Re@l#.0, which excludes the nonpropagat-
ing, exponentially increasing field components at infinity
(x→2`); and

~2! Re@l#50⇒Im@l#.0, which excludes modes propagating
from infinity towards the edgex50; reveals thatl2 and
l4 are not admissible. Thus

ŵ~x,q!5A~q!exp~l1x!1B~q!exp~l3x!, ~13!
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whereA(q) andB(q) are constants, but still functions ofq.
UnlessB(q)[0 the conditionuqu.k should be satisfied for
waves that travel parallel to the edge. Applying boundary
conditions~2! and ~3! leads to

S m1~p!M 2~p! 2m2~p!M 1~p!

M 1~p! 2M 2~p!
D S A~q!

B~q! D5S 0
0D ,

~14!

whereq5kp and

m6~p!5~p261!1/2, M 6~p!516~12n!p2. ~15!

Note that l15km1(p) and l35km2(p). The condition
uqu.k is equivalent toupu.1 and implies that the wave
amplitude falls off exponentially with distance from the
edge. System~14! has a nontrivial solution forA(q) and
B(q) if

det~p!5m1~p!@M 2~p!#22m2~p!@M 1~p!#250. ~16!

Multiplying by

adjdet~p!5m1~p!@M 2~p!#21m2~p!@M 1~p!#2 ~17!

yields

n~p!52det~p!•adjdet~p!,

52@2~31n!~12n!3p812~123n!~12n!p411#50.
~18!

The solutions read

p45t1 , or p45t2 , ~19!

wheret6 are given by

t65
123n62An21~12n!2

~12n!2~31n!
. ~20!

One can show that 1,t1, 4
7(2A221) and 2 4

7(112A2)
,t2,2 1

3 for 0,n,1
2. Consequently, the roots ofn(p)

50 are

p15t1
1/4, p25 i t1

1/4, p352p1 , p452p2 , ~21!

p55ut2u1/4eip/4, p65ut2u1/4e3ip/4,
~22!

p752p5 , p852p6 .

Straightforward analysis reveals that:

det~p1,2,3,4!50 and adjdet~p5,6,7,8!50. ~23!

Restricting the discussion to the real rootp1.1 (p3 gives
the same wave running in opposite direction! and inserting in
~14! leads to

B~q1!

A~q1!
5

M 1~p1!

M 2~p1!
5

m1~p1!M 2~p1!

m2~p1!M 1~p1!
. ~24!

The result is a nonuniform, plane wave of the form

w~x,y!5C$M 2~p1!exp@kxm1~p1!#

1M 1~p1!exp@kxm2~p1!#%exp~2 ikp1y!,

~25!

whereC is a constant. The wave speed or phase velocity is

cph5
v

kp1
5Fv2D

m9
Yt1G1/4

. ~26!

The speed of this new wave is proportional to that of the
classical bending wave. It differs from it only by the multi-
plicative factorp1

215t1
21/4. This factor is slightly less than

1, indicating that the wave speed is slightly less than that of
the classical bending wave. Figure 1 shows howt1 varies
with n. Since the correction factorp1

21 depends on the Pois-
son ratio only, it is concluded that the persistence of this
wave mode is due to a Poisson contraction effect at the free
edge. The wave amplitude, i.e.,ŵ(q1,y), falls off exponen-
tially with distance from the edge at two different rates.
However, sincem1(p1)@m2(p1), while M 2(p1)'n and
M 1(p1)'22n, the second term in ~25!, i.e.,
M 1(p1)exp@kxm2(p1)#, dominates over the first one. Actu-
ally, the decay rate is small. For steel plates~n50.3! the 1/e
value is attained forkuxu'22.93 ~about 3.65 wavelengths
from the edge!.

III. CLOSING REMARKS

Generally, at the plate edge one can impose two out of
four uniform, homogeneous boundary conditions, i.e., those
of Eqs. ~2! and ~3! and those expressing zero displacement
and zero slope. Any of the six pairs of boundary conditions
can be applied to the wave solutions of the type~6!, ~13!. It
is noted, however, that only those combinations representing
clamped, simply supported, or free edges can be actually
realized~the sliding condition makes sense for beams, not
for plates!. Nevertheless, any pair of conditions can be ap-
plied. However, this formal mathematical exercise, which
will not be repeated here, leads nowhere, i.e. the free edge is
the only case that supports a wave of the type~6!, ~13!.

It should be noted that, whereas Kirchhoff’s plate theory
is an approximation derived from the three dimensional
equations for a linear, isotropic, and homogeneous elastic
solid, it is not clear as to what extent the wave mode~25! is
an approximation of some wave solution for the three dimen-
sional equations of elasticity, nor is it clear whether the wave
mode~25! corresponds to a real physical phenomenon. How-FIG. 1. Variation oft1 with n.
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ever, this wave can be considered as a special case of a
guided wave along the truncated tip of a wedge of zero in-
ternal angle, cf. Ref. 3.

1E. Eichler, ‘‘Plate-edge admittances,’’ J. Acoust. Soc. Am.36, 344–348
~1964!.

2C. Kauffmann, ‘‘Input mobilities and power flows for edge-excited, semi-
infinite plates,’’ J. Acoust. Soc. Am.103, 1874–1884~1998!.

3J. McKenna, G. D. Boyd, and R. N. Thurston, ‘‘Plate theory solution for
guided flexural acoustic waves along the tip of a wedge,’’ IEEE Trans.
Sonics Ultrason.SU-21, 178–186~1974!.

2222 2222J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Christiaan Kauffmann: Free edge plate wave



Range-dependent acoustic radiation from line-driven plates
above the bending coincidence frequency

M. L. Rumerman
Naval Surface Warfare Center, Carderock Division, Signatures Directorate (Code 7200), 9500 MacArthur
Boulevard, West Bethesda, Maryland 20817-5700

~Received 20 October 1997; accepted for publication 13 July 1998!

The leaky waves generated on plates driven in bending above the bending coincidence frequency
radiate as extended sources; therefore, the standard saddle point evaluation of the radiated pressure,
which yields a far-field result, may not be appropriate at the range of interest. The calculation can
be modified by removing the contribution of the leaky waves from the original integrand, evaluating
the remaining regular part by the saddle point method, and evaluating the effect of the leaky waves
in terms of error functions and residue. Results showing range dependence are presented for
radiation by a steel plate in water driven by normal and tangential line forces. The correctness of the
results is made plausible by comparing independent calculations of acoustic power passing through
a semicircle at finite range.@S0001-4966~98!05510-6#

PACS numbers: 43.40.Rj@CBB#

INTRODUCTION

For frequencies above bending coincidence, the vibra-
tion field of a plate driven in bending includes a leaky super-
sonic wave which radiates and decays exponentially in am-
plitude as it propagates away from the drive. Because this
velocity component forms an extended source, rather than a
compact source as formed by the other components of vibra-
tion, there may be ranges of interest at which the far-field
estimate of radiated pressure is no longer adequate. Rigorous
consideration of the acoustic beaming effects of supersonic
surface waves and of the range dependence of the beam char-
acteristics appear to have originated with Crighton.1 Seren
and Hayek2 have considered the calculation of range-
dependent radiation in a paper on scattering from rib-
reinforced plates. Their approach is to decompose the origi-
nal integral representation of the reradiated~i.e., scattered!
field into ten integrals related to the zeros of the rationalized
denominator of the original integrand, and to evaluate these
integrals in terms of error functions. Their method uses zeros
of the rationalized denominator which are not true poles of
the system and zeros which are not associated with signifi-
cant responses of the plate. Because only the leaky waves
radiate as extended sources, only their contribution requires
special treatment, and the calculation can be simplified by
extracting the contribution of the leaky wave pole from the
original integrand. The remainder is regular in the neighbor-
hood of the saddle point and can be evaluated by the saddle
point approximation; the extracted singular part is evaluated
in terms of error functions. This has been pointed out by
Stuart,3 who quoted an algorithm similar to that used here,
but presented no calculations illustrating the range depen-
dence. The present paper shows sample range-dependence
results, gives a rule of thumb for when the leaky wave
should be given special treatment, and validates the algo-
rithm by a power balance.

I. OUTLINE OF SOLUTION

The problem considered is the sound radiation due to a
line normal force,F, or a line tangential force,T, acting on
the vacuum side of an infinite steel plate bounded by a semi-
infinite extent of water on the other side. As shown in Fig. 1,
the plate, of thicknessh, lies parallel to thex,yplane with the
face z50 in contact with the water and the facez52h
driven by ay-independent line force applied alongx50.

The asymmetric flexural response of the plate will be
modeled using the Timoshenko–Mindlin theory. By extend-
ing the development of Junger and Feit4 to include the shear
force, and including the pressure acting on the water side of
the plate due to its normal velocity, the equations of time-
harmonic motion, with radian frequencyv, are found to be
given by Eqs.~1! in which exp(2ivt) time dependence is
assumed and suppressed:

Gh3

6~12n!
F91

p2

12
Gh~W82F!1

rsh
3v2

12
F5

Th

2
d~x!,

~1a!

p2

12
Gh~W92F8!1rshv2W2P52Fd~x!. ~1b!

In Eqs. ~1!, W(x) and F(x) are, respectively, the normal
displacement and cross sectional rotation of the plate,
P(x,z50) is the resulting acoustic pressure acting on the
plate on the water side, andG, n, andrs are, respectively, the
plate material shear modulus, Poisson’s ratio, and mass den-
sity. The prime signifies a spatial derivative (d/dx). In ar-
riving at these forms for the equations, use has been made of
the relationship among the shear modulus, Young’s modulus,
and Poisson’s ratio, and the shear adjustment factor was
taken to bep2/12.

Equations~1! can be solved by Fourier transform tech-
niques to obtainW, F, and the acoustic field pressure
P(r ,u), wherer and u are related tox and z by x5r sin u
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andz5r cosu. The pressuresPF due toF alone andPT due
to T alone are given by Eq.~2! with supplementary defini-
tions in Eqs.~3!.

Pb~r ,u!5
Fb

2ph

r

rs
E

2`

` Cb~A!

D~A!
exp@~r /h!q~A!#dA

b5F,T, ~2!

q~A!5 iA sinu2AA22K2 cosu, ~3a!

D~A!5N~A!AA22K21
r

rs
D~A!, ~3b!

N~A!5Kb
4S 12

Ks
2

p2D 1A2S Kb
4

12
1

12

p2 Ks
2D 2A4, ~3c!

D~A!5Kb
4S 12

Ks
2

p2D 1
12

p2 Ks
2A2, ~3d!

Cb~A!5D~A!, Fb5F; b5F, ~3e!

Cb~A!5 iK b
4A/2, Fb5T; b5T. ~3f!

In Eq. ~2!, r is the mass density of the acoustic medium and
A is a dimensionless dummy wave number. In Eqs.~3!,
K5kh, Ks5ksh andKb5kbh, wherek is the acoustic wave
number of the ambient medium,ks is the shear wave number
of the plate material, andkb is the classical thin plate bend-
ing wave number for the plate. It is noted thatKb

456(1
2n)Ks

2.
The integral in Eq.~2! can be found for a far-field range

(r→`) by shifting the line of integration to the steepest
descent path~SDP! through the saddle pointA5A0

5K sinu, and using the standard saddle point evaluation.
For a non-far-field range, the SDP can still be used if the
effects of poles of the integrand near the SDP are included in
the integration along the SDP. Explicitly following the
method as described by Felsen and Marcuvitz,5 this is done
by removing these poles from the integrand and leaving a
regular function in the neighborhoods of these poles, using
the standard saddle point evaluation for this regular part, and
approximating the contribution of the singular part by error
functions. Only the leaky wave poles are found to be impor-
tant in this process, and the poles for the leaky waves trav-
eling in both the1x and2x directions are included to pre-
serve the proper symmetry of the pressure field aboutu50.
The frequency range considered is restricted toKs,p so
that there is not more than one leaky wave type. The ap-
proximation for the pressure at the field pointr,u is given by
Eqs.~4! in which Al5a lh, wherea l is the wave number of
the leaky wave andD8(A)5dD/dA:

2ph

Fb

rs

r
exp~2 ikr !Pb~r ,u!52p i

Cb~Al !

D8~Al !
expS q~Al !r

h Dexp~2 ikr !H~2j!

12i jAp
Cb~Al !

D8~Al !
QS 2 i jb~Al !Ar

hD expS 2
b2~Al !r

h D
12iAp

Cb~2Al !

D8~Al !
QS 1 ib~2Al !Ar

hD expS 2
b2~2Al !r

h D
1Aph

r FA2K expS 2
ip

4 D cosu
Cb~A0!

D~A0!
1

Cb~Al !

D8~Al !b~Al !
2

Cb~2Al !

D8~Al !b~2Al !
G , ~4a!

Q~y!5E
y

`

exp~2s2!ds, ~4b!

b~A!5Aq~K sinu!2q~A!, ~4c!

j5
Im@b~Al !#

uIm@b~Al !#u
, ~4d!

H(f)51 for f positive,H(f)50 for f negative.
Figure 2 shows a sketch of the poles in the complex

A-plane appropriate to the indicated branch cuts, and the

SDP through the saddle pointA5A05K sinu which is
found by settingdq/dA50. ~The angleu is assumed to be
nonnegative.! In addition toAl , this choice of branch cuts
results in the dimensionless polesAd andAs , which respec-
tively correspond to the plate’s bending attenuation field and
subsonic surface wave. The functionj defined in Eq.~4d! is
a flag which marks the capture or noncapture of the leaky
wave pole in the first quadrant as the path is shifted.

The first term on the RHS of Eq.~4a! is the residue
contribution of the captured leaky wave pole and the second

FIG. 1. Plate–fluid coordinate system.
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term is the error function contribution of that pole. Their sum
is continuous as the SDP crosses the pole. The third term on
the RHS is the error function contribution of the leaky wave
pole in the third quadrant, and is included to preserve sym-
metry of the pressure field aboutu50. The fourth term is the
contribution of the remaining regular part of the integrand,
and represents radiation by a compact source.

II. SAMPLE CALCULATIONS

Calculations were performed for a lossless steel plate,
with water on the side opposite the applied force, using the
following dimensionless parameters:rs /r57.8; n50.3;
k/ks52.07. Figure 3~a!, ~b!, ~c! presents, for a normal force
drive, 20 logu(PAkr)/(kF)u as a function ofu, for three val-
ues of Ks ~i.e., three dimensionless frequencies!. For steel
plates in water, the corresponding values ofK are close ap-
proximations to the ratio of the frequency to the nominal thin
plate bending coincidence frequency. For each frequency,
results are given for the mathematical farfield and for two
finite dimensionless rangeskr5R.

The finite ranges were chosen to test the condition under
which the true far field would be approximated. For radiation
problems, this condition is usually given asr .L2/l, where
l is the wavelength in the ambient acoustic medium andL is
the effective length of the vibrating surface. In this case, and
for radiation into the1x quadrant, the important component
of the surface vibration is that due to the leaky wave travel-
ing in the1x direction along the plate. This vibration com-
ponent decays as it propagates, and its amplitude at any po-
sition x, relative to its value atx50, is exp@2Im(Al)x/h#. The
question is, at what value ofx5L is the amplitude suffi-
ciently reduced so that the leaky wave vibration forx.L
does not significantly contribute to the radiation? Let
Im(Al)L/h5h. Then

L5
hh

Im~Al !
, r .

1

l F hh

Im~Al !
G2

,

~5!

kr5R.
1

2p F hK

Im~Al !
G2

.

The ranges chosen for calculation correspond approximately
to h51 andh52, which represent vibration amplitude de-
cays ofe21 ande22, respectively. Upon examining the re-
sults of the calculations, it is concluded that the choice of
h'2 appears to give a good approximation to the far field,
but the pressure field at the range corresponding toh'1
contains near-field effects.

Figure 4 presents analogous results for a tangential force
drive with Ks51, with pressure normalized tokT. Similar
conclusions are reached.

FIG. 2. Poles, branch cuts, and SDPs of complexA-plane.

FIG. 3. ~a! Normalized pressure vsu; normal force drive,KS51. ~b! Nor-
malized pressure vsu; normal force drive,KS52. ~c! Normalized pressure
vs u; normal force drive,KS53.
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III. VALIDATION BY POWER BALANCE

The total power radiated can be calculated by integrating
the radial component of far-field acoustic intensity along a
semicircular arc of radiusr, as r→`. For a plate without
structural dissipation, this must equal the power input by the
force less the power contained in the nonradiating subsonic
wave. At short ranges, the acoustic power passing through
the arc may be appreciably less than the total radiated power,
and the difference should equal the power remaining in the
leaky wave as it passes the locationsuxu5r on the plate.
Because the calculations of the radial component of acoustic
field intensity and of the various plate responses are indepen-
dent, a power balance provides a reasonable check on the
approach.

The radial component of the acoustic intensity is found
by calculating the radial fluid velocity along the semicircle in
a manner analogous to calculating the pressure, and appro-
priately combining it with the pressure. The power input to
the plate is found by computing the real part of the plate
velocity in the direction of the force at the drive point, and
the total power in the subsonic and leaky waves are the con-
tributions of their respective residues to the input power. The
power in the leaky wave at distanceuxu from the line force is
equal to exp@22 Im(Al)ux/hu# times the total leaky wave
power. Equations~6! are integral relations for the transverse
velocity, 2 ivWF , of the plate due to a normal forceF, and
the tangential velocity,2 ivUT , of the plate surface atz
52h to a tangential forceT. These integrals were evaluated
as the sum of residue and branch cut contributions:

2 ivWF~x!5
iF

2pvrsh
2 E

2`

` D~A!AA22K2

D~A!
expS iAx

h DdA,

~6a!

2 ivUT~x!5
iT/4

2pvrsh
2 E

2`

` S~A!

D~A!
expS iAx

h DdA, ~6b!

S~A!5Kb
4F S A22

12

p2 Ks
2DAA22K22

12

p2

r

rs
Ks

2G . ~6c!

As an illustration, powers were calculated forKs51 and
kr50.5K/Im(Al)518.8. The second condition means that the

leaky wave amplitude atuxu5r is 60% of its amplitude at its
origin. Table I presents results obtained for normal force and
tangential force drives. Powers are normalized with respect
to (kFb)2/rv, whereb is F or T. For each case, the total
~far-field! radiated power as calculated by integrating the
acoustic intensity agrees with the total power available for
radiation as calculated through the plate responses. The cal-
culated acoustic power passing through the semicircle atkr
518.8 should agree with with the total radiated power less
the structure borne power remaining in the leaky wave as it
passesukxu518.8, and it agrees within 2.5 percent. The dif-
ference is attributable to the approximate integration of the
singular part of the integrand.

IV. SUMMARY

The acoustic pressure radiated from a plate driven in
bending by a concentrated force below the bending coinci-
dence frequency may be considered as being due to a com-
pact source in the neighborhood of the force and, for field
points at least half an acoustic wavelength from the plate,
may be evaluated by the standard saddle point or stationary
phase approximation leading to the far-field result. Above
the coincidence frequency, the leaky wave component of the
plate response radiates as an extended source and, for ranges
from the force less than (2/pk)@K/Im(Al)#

2, the field may
exhibit range dependence other than cylindrical or spherical
spreading. The calculation can be performed by removing
the singular component of the integrand corresponding to the
leaky wave, using the standard approximation for the re-
maining regular portion, and evaluating the singular part as
an error function and possible residue contribution. An inter-
pretation of the formulation is that the saddle point result for
the regular portion of the integrand represents radiation by
the compact portion of the plate response, and the residue
and error function contributions represent radiation by the
spatially extended leaky wave into the ‘‘lit’’ region and a
‘‘transition’’ function that preserves continuity and accounts
for the leaky wave contribution away from its preferred
angle of radiation.
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FIG. 4. Normalized pressure vsu; tangential force drive,KS51.

TABLE I. Comparison of radiated power calculations.

Normalized power per unit width:Ks51 F T

Power input to plate by force 0.0157 0.000 85
Input power less subsonic wave power 0.0153 0.000 83
Acoustic power passing through far-field arc 0.0153 0.000 83
Input power less subsonic wave power less residual 0.009 76 0.000 52
leaky wave power atukxu518.8
Acoustic power passing through arc atkr518.8 0.009 99 0.000 53
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Numerical studies of acoustic boundary control for interior
sound suppression
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There are two mainstream methods for the active control of noise in enclosures: active noise
cancellation ~ANC! and active structural acoustic control~ASAC!. ASAC systems are most
effective when the primary noise source is the radiation from a vibrating structure, but cannot
efficiently control sound from other sources. ANC systems are effective when other noise sources
are present, but will sometimes require a much higher dimensionality than ASAC systems to control
structural radiation. This paper proposes a practically motivated implementation strategy for ANC
actuator placement. Specifically, it proposes to implement an array of acoustic control sources in
front of vibrating boundaries to form an acoustic boundary control layer. This provides low-power
performance comparable to ASAC systems for controlling sound radiation from the boundary, but
also an efficient system for controlling noise from other disturbances. Numerical simulations are
presented to demonstrate the ability of the acoustic boundary control to suppress interior noise due
to acoustic and structural sources. Because of the expense of implementing large active control
systems, there is great interest in developing an actuator grouping strategy to reduce the control
system dimensionality. A preliminary feasibility study, to establish under which conditions actuator
grouping may be successful, is presented. A strategy in which actuators are grouped through an
off-line analysis of the control problem is studied. ©1998 Acoustical Society of America.
@S0001-4966~98!00809-1#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

Research on active structural control for suppressing air-
craft interior noise has been very active. References 1–5
contain extensive reviews of the literature on this subject. It
is sometimes found that a structural control system can
achieve global interior noise reduction with a lower dimen-
sionality than an active noise cancellation system. One of the
main concerns with structural control is that it may cause
fatigue damage to the structure. This issue is particularly
sensitive to the aerospace industry. To avoid this problem of
structural control, researchers have begun to consider placing
actuators on noncritical structures such as interior trim pan-
els of an aircraft.6–9 The recent work by Silcox and his
associates7 represents significant progress in understanding
some important issues regarding structural control applied to
fuselage trim panels. In particular, they have found that with
a small number of actuators, it is very hard to avoid struc-
tural control spillover which can cause the overall interior
sound-pressure level to increase even though the sound pres-
sure at error sensors is reduced. Others have proposed attach-
ing a secondary structure to a heavy and stiff vibrating struc-
ture and placing actuators on the secondary structure for
noise control.10–12 Mason and his colleagues have proposed
placing a loudspeaker directly on the radiating panel to
achieve a zero net volume velocity.13,14 Darlington has for-
mulated interior noise control problems in terms of acoustic
impedance and discussed the concept of active boundary
control.15

One of the more difficult tasks facing an aircraft noise
control engineer is to balance the ‘‘best’’ placement of con-
trol sources~both structural and acoustic! with the allowable
placement, given restrictions on actuation on critical struc-
tures and the need to efficiently utilize cabin space. The au-
thors propose a design and implementation strategy for ac-
tive noise cancellation~ANC! which addresses this need, and
provides efficient control of sound radiation from local ‘‘hot
spots’’ of acoustic intensity. Using smart materials, the air-
craft trim panels can be converted into lightweight, low-
profile acoustic control sources which require no additional
cabin space.16,17 These sources can be clustered in front of
radiating boundaries to control local structural radiation and
distributed along the cabin walls to function as traditional
ANC control sources. This strategy is termed acoustic
boundary control~ABC!. It is demonstrated in this work that
the method by which ABC sources suppress radiation from a
vibrating boundary is by actively canceling the ‘‘near-field
radiation’’ before it enters the enclosure.

Acoustic boundary control shall be implemented by us-
ing a collection of piecewise smooth velocity sources, result-
ing in a potentially large number of control inputs. Because
of the economic consideration, it is important to limit the
number of control inputs. To do so, the authors propose
grouping actuators through an off-line analysis of the control
problem. By calculating actuator groups off-line, the dimen-
sion of the real-time controller can be reduced. The trade-off
for this cost savings is a reduction in the degrees of freedom
of the real-time control system, which can lead to a decrease
in control performance. The goal of this work is to identify
under what conditions actuator grouping may be successful,a!Author to whom correspondence should be addressed.
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by studying the performance of an active control system with
estimated optimal control solutions.

In Sec. I, the proposed ABC method is described and
some issues of the hardware for implementing the control are
discussed. Preliminary issues relevant to the actuator group-
ing concept are presented in Sec. II. The results of numerical
studies of steady-state frequency-domain optimal control
with ABC and actuator grouping are presented in Sec. III.
First, the ability of two ABC systems and an ANC system to
control a simple acoustic field are compared, demonstrating
the control behavior of ABC. As a preliminary feasibility
analysis of the proposed actuator grouping strategy, the be-
havior of the optimal control solution for an ABC system is
studied. The results of this study are used to develop a
simple linear interpolation scheme for actuator grouping.
The results of this paper are summarized in Sec. IV.

I. THE ABC METHOD

Motivated by the success of structural acoustic control
systems for interior noise suppression and the low power
consumption associated with acoustic control sources, the
authors propose placing a distributed array of secondary
acoustic sources at the structural–acoustic interface. This
boundary control array may consist of a large number of
acoustic point sources such as speakers, or a distributed
acoustic actuation mechanism made of advanced smart ma-
terials. Specifically, actively controlled trim panels and low-
profile piezoelectric speakers are being considered for this
application.16–18 In the present paper, a simple configuration
is used to demonstrate the effectiveness of the method. The
optimal control problem with ABC is now formulated.

Consider a reduced form of the Kirchhoff–Helmholtz
integral for a harmonic sound field generated byM vibrating
sources on the acoustic boundary:19

p~r !5(
i 51

M E
Si

j vrnn~r s!G~r ,r s!dS~r s!1pd~r !,

rPV, ~1!

where distance from the origin to a point within the domain
V and to a point on the boundaryS5ø iSi is indicated byr
andr s , respectively.Si forms an acoustic control element,G
is the Green’s function of the wave equation defined onV, r
is the air density,p is the pressure distribution,nn is the
normal velocity of the control source on the boundary, and
pd is the pressure distribution due to other disturbances. Note
that the dependence on frequencyv is omitted in all func-
tions for brevity. The Green’s function for a system with
orthogonal eigenfunctionsf n̂(r ) can be expressed as

G~r ur s!5 (
n̂50

`
f n̂~r s!

kn̂
2
2k2 f n̂~r !, ~2!

wherec is the speed of sound in air,k5v/c is the acoustic
wave number, andkn̂ is the wave number associated with
f n̂(r ).

For simplicity in illustrating the method, we assume that
each of theM acoustic control elements consists of a piston
having a uniform normal velocitynn , which is a complex

constant. Define a volume velocity asqn
i 5nn

i Si , wherenn
i is

the linear velocity andSi is the area of thei th control piston.
The pressure distribution can be expressed in a compact form
in terms of the volume velocity and acoustic transfer imped-
ance of the control sources as

p~r !5zT~r !q1pd~r !, rPV, ~3!

where

q5$qn
1,qn

2,...,qn
M%T,

~4!

z~r !5H 1

Si
E

Si

j vrG~r ,r s!dS~r s!J
M31

, rPV.

The dynamics of a control element is determined in terms of
its compliance as follows,

q5H~u1p̄!, ~5!

whereu is the control force vector acting on the array of the
pistons,H is a diagonal matrix consisting of the compliance
of each control element, andp̄ is a force vector due to the
pressure acting on the pistons defined by

p̄5H E
Si

p~r s!dS~r s!J
M31

. ~6!

By using Eqs.~3! and ~6!, we can rewrite Eq.~5! as

q5C~u1p̄d!, ~7!

where

CM3M5~ I2HZ !21H,

ZM3M5H E
Si

zj~r s!dS~r s!J ,

~8!

p̄d5H E
Si

pd~r s!dS~r s!J
M31

,

andzj is the j th element ofz~r !. Z involves an integration of
the Green’s function, which is singular atr5r s . However,
because of the Dirac delta-type nature of the singularity, the
integral is well defined.

For interior noise control, one would like to minimize a
global measure of the sound field. A common measure is the
total potential energy of the sound field. The following per-
formance index~cost function! is proportional to the total
potential energy:

J5E
V
p~r !p* ~r !dV. ~9!

Inserting Eq.~3! into Eq. ~9!, and making use of the control
element dynamics@Eq. ~7!#, J can be expressed in a standard
quadratic form as

J5qHBq1qHb1bHq1J05uHAu1uHa1aHu1J1 ,
~10!

where
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B5E
V
z* ~r !zT~r !dV, b5E

V
z~r !pd~r !dV,

J05E
V
pd~r !pd* ~r !dV,

~11!
A5CHBC, a5CHb1Ap̄d ,

J15J01p̄d
HAp̄d1p̄d

HCHb1bHCp̄d .

An optimal control vector which minimizes the performance
index can be determined as

uopt52A1a, or qopt52B1b, ~12!

whereA1 denotes the pseudo inverse of the matrix. In real-
time applications, the optimal control vector can be obtained
by using an adaptive algorithm such as least-mean-square.20

Real-time issues are not discussed in this paper. Note that
B5BH andA5AH. WhenC is nonsingular, it can be shown
that the inverse ofA exists and that the optimal performance
index is given by

Jopt5J02bHB21b. ~13!

The optimal performance index in this case is independent of
C, which includes the reverse acoustic loading on the control
pistons.

In the above formulation,B is primarily determined by
the transfer impedancez~r !. z~r ! is in turn determined by the
Green’s function of the enclosure and the placement and size
of the control pistons. The matrixHZ describes the
acoustic–actuator interaction. IfZ, the reverse acoustic load-
ing on the control pistons, is neglected, the matrix~I -HZ !
becomes a unit matrixI . Thenq5Hu andAs5HHBH. On
the other hand, when the acoustic medium and the control
pistons are matched in impedance such that~I -HZ ! is nearly
singular, a smallu will deliver a large volume velocityq.
Since the reverse acoustic loading becomes significant under
this condition, actuator hardware design should take this fac-
tor into account. There is an optimization issue in the piston
design for maximum acoustic power transfer, which will be
studied in the future. It should be pointed out again that
whenC is nonsingular, the optimal control performance in-
dex is not affected by the reverse acoustic loading.

The cost function in Eq.~9! represents a physically un-
realizable measure, but serves as an effective benchmark for
numerical studies of active control applications. Instead of
minimizing the squared pressure over the entire domain~glo-
bal control!, one can define a cost function as the squared
pressure measured atL error sensors, located atr l ~sensor
control!:

Js5(
l 51

L

p~r l !p* ~r l !5qHBsq1qHbs1bs
Hq1J0s

5uHAsu1uHas1as
Hu1J1s , ~14!

where

Bs5(
l 51

L

z* ~r l !z
T~r l !, bs5(

l 51

L

z* ~r l !pd~r l !,

J0s5(
l 51

L

pd~r l !pd* ~r l !,

~15!
As5CHBsC, as5CHbs1Asp̄d ,

J1s5J0s1p̄d
HAsp̄d1p̄d

HCHbs1bs
HCp̄d .

A well-designed sensor system will renderJs proportional to
J.21

II. ACTUATOR GROUPING

There is an interest in development of an actuator group-
ing strategy which will reduce the dimensionality of active
noise control systems. The proposed approach is to take ad-
vantage of knowledge of the control system which can be
obtained off-line to reduce the real-time computational re-
quirements.

Consider the problem of active noise control in an en-
closure. The optimal control inputs are related to the spatial
wave-number distribution because the controls are deter-
mined such that they can create a sound field to match the
primary noise both in time domain and in space.22 Ideally,
one should make use of wave-number information for actua-
tor grouping. The spatial wave-number distribution in an en-
closure may depend on many variables, such as the fre-
quency of excitation, the relative phase of excitation sources,
or the ambient temperature. As a simplification for this
study, it is assumed that the driving frequency and relative
phase of the disturbances vary while all other variables are
fixed. A simplistic actuator grouping scheme in the
frequency-phase domain is thus proposed. The steady-state
control inputs are calculated and stored off-line~using the
quadratic optimization outlined in Sec. I! as a function of the
excitation frequency and relative phase of the disturbance
sources. Active control is then implemented by recalling the
appropriate stored set of control inputs for the given operat-
ing conditions. A two-dimensional linear interpolation is
used to compute the actuator group~control inputs! for
frequency-phase pairs at which the actuator group is not
known.

Because any actuator grouping algorithm will introduce
a deviation from the true optimal control vector, it is impor-
tant to first consider the sensitivity of the control perfor-
mance to these deviations. Consider a small deviation in the
optimal control solution, as may be introduced through ac-
tuator grouping. Let the estimated control vector be

ûopt5uopt1v, ivi!iuopti , ~16!

wherev is a complex vector of lengthM. Inserting the esti-
mated control vector into the cost function for sensor control
@Eq. ~14!# yields a performance loss due to control vector
estimation as

Ĵopt2Jopt5vHAsv. ~17!

For a system with more sensors than actuators,As will likely
be nonsingular. In many physical systems, though,As may
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be ill-conditioned. This is typical when the physical system
contains a large number of modes in a wide range of fre-
quencies. The condition number ofAs , i.e., the ratio of the
largest eigenvaluel1 to the smallest eigenvaluelM , can be
very large, andAs can have nearly zero eigenvalues. In this
case, a smallv can cause a large performance loss. Hence
large condition numbers and near zero eigenvalues ofAs can
make the system performance measureJ very sensitive to
errors in the optimal control vector. A more detailed analysis
is presented elsewhere.

One way to reduce the condition number and increase
the value of the near zero eigenvalues ofAs is to consider the
following control performance index with actuator weight-
ing:

Ju5(
l 51

L

p~r l !p* ~r l !1auHu

5uH~As1aI !u1uHas1as
Hu1J0s , a.0. ~18!

Note that the resulting time domain LMS algorithm associ-
ated with this performance index is the leaky LMS.20 One
can show that for this optimal control with actuator weight-
ing,

Ās5As1aI , ūopt52~Ās!
1as . ~19!

By choosinga appropriately (l1.a@lM), one can thus
reduce the effects of errors in the optimal control vector on
control performance.

III. NUMERICAL RESULTS

This section presents results of numerical simulations
comparing the performance of the ABC method with a more
traditional active noise control approach of scattering sources
throughout an enclosure. The goals of this section are to
demonstrate the effectiveness of ABC and to find out under
what conditions an actuator grouping strategy may work.

The experimental geometry is a rigid-walled three-
dimensional rectangular enclosure as shown in Fig. 1 with
dimensions (a,b,c)5(1.1,1.2,1.3) m along thex, y, and z
directions, respectively. The end walls atx50, a are simply
supported 1-in.-thick aluminum panels, each excited by a
3000 N point force located at (y,z)50.01* (a,b). These vi-
brating boundaries radiate sound into the enclosure. An
acoustic source of 3000 m3/s is placed in the corner at
(x,y,z)50.01* (a,b,c). The corner locations of the distur-
bance force and the acoustic source are chosen in order to
excite as many system modes as possible. The source ampli-

tudes are chosen such that each source generates similar
pressure levels on average throughout the spatial domain.
The computations utilize the Kirchhoff–Helmholtz integral
for the harmonic sound field in a three-dimensional
enclosure19 and the quadratic forms of performance mea-
sures stated in Eqs.~10! and ~18!.

The model is designed as a loose approximation of the
noise control problem in business jets. The transmission of
noise and vibration from the engines is often higher over
some parts of the fuselage than others, leading to local ‘‘hot
spots’’ of acoustic intensity radiated from the fuselage into
the cabin. This behavior is represented in the model by the
vibration of the walls at the ends of the enclosure. The noise
field in a business jet cabin is due to many other sources,
such as the air-conditioning system and aerodynamic loading
of the fuselage. A single point source far from control
sources is included in the model to mimic these remaining
sources. The objective is to investigate the ability of the
ABC configuration to cancel the sound due to the interior
acoustic source and to the acoustic radiation from the struc-
tural sources.

Three configurations of control sources are considered.
The first two follow the ABC strategy: a 434 array of
acoustic pistons is placed over the vibrating boundary at ei-
ther x50 or x5a. The centers of the pistons are located at
y50.2b, 0.4b, 0.6b, 0.8b and z50.2c, 0.4c, 0.6c, 0.8c.
The second typifies a traditional ANC implementation: four
loudspeakers~modeled as acoustic point sources! are placed
at corners of the enclosure; 12 more are scattered randomly
throughout the enclosure. The coordinates for the 16 ANC
sources are shown in Table I. Each piston is modeled as an
8-in.-square ideal velocity source, meaning thatH is a con-
stant gain matrix. Optimal steady-state control of a harmonic
system, as outlined in the previous section, is employed.

The first part of this section compares the optimal con-
trol performance of the three control source configurations.
The second part studies two issues relevant to the proposed
actuator grouping strategy.

A. Control performance

Two numerical experiments are performed to demon-
strate the ability of the ABC method to suppress ‘‘near-field

FIG. 1. Geometry of a three-dimensional enclosure.

TABLE I. Coordinates of ANC control sources.

x/a ~m! y/b ~m! z/c ~m!

0.2807 0.0219 0.4330
0.6551 0.4869 0.3310
0.1684 0.7708 0.2424
0.0505 0.0663 0.6665
0.2116 0.2978 0.8958
0.0958 0.9464 0.2083
0.7566 0.4240 0.6872
0.6307 0.6837 0.6300
0.9618 0.0712 0.6057
0.5642 0.8115 0.7920
0.6198 0.8592 0.3647
0.6136 0.0925 0.9101
0 0 1
0 1 1
1 0 1
1 1 1
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radiation’’ from the vibrating structure, i.e., its nature of
‘‘boundary control.’’ In the first experiment, the only noise
source included in the model is the vibrating boundary atx
5a. In the second, the primary disturbance is generated by
the vibration of the boundaries atx50 and x5a and the
interior acoustic source. If the method by which acoustic
boundary control cancels noise from a radiating boundary is
in fact boundary control, one would expect ABC with the
control source array located at the vibrating boundary
~henceforth referred to as ABC-1! to outperform the other
ABC array~distant from the disturbance source, ABC-2! and
ANC in the first experiment, but not necessarily in the sec-
ond experiment. In both experiments, the cost function is
defined as the spatially averaged squared pressure@global
control, based on Eq.~9!#.

Figure 2 shows the mean pressure in the enclosure be-
fore and after optimal control is applied when the primary
sound field in the enclosure is due only to radiation from the
vibrating boundary atx5a. Throughout this section, ‘‘mean
pressure’’ denotes the root-mean-squared pressure which has
been spatially averaged over the entire volume. The best
control performance is due to ABC-1, with the array located
directly in front of the vibrating boundary. The very high
attenuation levels are similar to that achievable by direct ac-
tuation on the vibrating structure. One of the advantages of
noise cancellation with acoustic sources is that since the ac-
tuators act directly on the acoustic medium, the actuator im-
pedance can be optimized so that less power of the controller
will be needed to achieve a given level of noise reduction as
compared to structural controls. This arises from the fact that
the air does not contain much acoustic energy even when the
noise level is high. The ANC system performs well, but not
as effectively as the ABC configuration in front of the vibrat-
ing boundary. The ABC configuration far away from the
vibrating boundary is seen to perform worse than the other
two systems. This configuration is included to demonstrate
that when an ABC array is placed in front of a vibrating
boundary, the method by which it controls the radiated sound
is control of the ‘‘near-field radiation,’’ while an ABC array

away from a vibrating boundary functions as a traditional
ANC system.

The results of the second experiment are presented in
Fig. 3. In this experiment, the primary sound field is gener-
ated by the interior acoustic source and by vibrating bound-
aries atx50 and atx5a. All sources are driven in phase.
Only the ANC system and the ABC array atx5a are con-
sidered. Significant reductions in mean pressure are observed
with both methods. In general, the ANC system leads to
greater attenuation than the ABC system due to its ability to
couple more efficiently into the global acoustic space. The
different abilities of these two control configurations suggest
that significant benefits could be realized by combining the
two strategies. The combined control system~using the 16
ANC actuators and the 16 ABC actuators! is observed to
significantly improve on the performance of either system
working independently over the frequency spectrum pre-
sented.

B. Actuator grouping study

In this section, the relationship between the optimal con-
trol inputs and the frequency and relative phase of the dis-
turbance sources is studied. It is desired that this relationship
be smooth, to allow for accurate reproduction of actuator
groups with a small set of stored values. Next, the linear
interpolation scheme for recalling actuator groups is imple-
mented, and the performance results are compared with those
achieved with the exact optimal control solution. It should be
reiterated that this study intends only to find out when an
actuator grouping scheme may work.

For the remainder of this work, the ABC array at thex
5a boundary is used to control the sound field generated by
the acoustic point source and the two vibrating boundaries.
The phase of the boundary excitation atx50 is allowed to
vary relative to the phase of the other two sources. The per-
formance index is chosen as sensor control@Eq. ~18!#, with
actuator weighting given asa5l1/100. Microphone place-
ment is based in part on the nodal placement theorem:21,23,24

A linear evenly spaced array is placed in each principle

FIG. 2. The mean acoustic pressure in the three-dimensional enclosure with
a primary sound field due to one vibrating boundary. Dotted line: before
control. Solid line: after control, ABC-1. Dashed-dotted line: after control,
ANC. Dashed line: after control, ABC-2.

FIG. 3. The mean acoustic pressure in the three-dimensional enclosure with
a primary sound field due to an internal acoustic source and two vibrating
boundaries. Dotted line: before control. Solid line: after control, ABC-1.
Dashed-dotted line: after control, ANC. Dashed line: after control, ABC-1
and ANC.
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direction of the enclosure. Specifically, the coordinates
of the microphones in these arrays are given as

~x,y,z!5~@0.2 0.4 0.6 0.8#* a, 0, 0!,

~x,y,z!5~0,@0.2 0.4 0.6 0.8#* b, 0!,

~x,y,z!5~0, 0, @0.2 0.4 0.6 0.8#* c!.

Additionally, a single microphone is placed in each corner of
the enclosure, for a total of 20 microphones.

1. Spatial characteristics of the optimal control
vectors

For an interpolation-based actuator grouping strategy to
work, the variation of actuator groups with frequency and
phase needs to be smooth so that the estimated actuator
groups can be sufficiently accurate in real time. We first
consider the cost function~sum of squared pressure from 20
error sensors! because its smoothness is often correlated with
that of the optimal control solution. Figure 4 presents the
variation in the mean pressure measured at the error sensors
with frequency and relative phase of the disturbance sources.
The upper curve is the mean sensor pressure before control is
applied; the lower curve is the mean sensor pressure after
steady-state quadratic optimal control is performed with the
ABC array atx5a. It is observed that the mean sensor pres-
sure before control varies significantly, but smoothly. Varia-
tions are most pronounced near resonance frequencies of
both the structural sources and the acoustic enclosure. The
active control system leads to a significant smoothing of the
measured sound field, greatly reducing the pressure increases
associated with the system resonances.

The optimal control solution is calculated as a volume
velocity; the corresponding linear stroke for a given piston is
computed as the ratio of the optimal volume velocity to the
product of piston area and angular frequency~assuming har-
monic behavior!. The linear stroke and relative phase of a
single actuator, as computed for the experiment presented in
Fig. 4, are shown in Figs. 5 and 6. The control source phase
has been unwrapped in the direction labeled ‘‘Phase Shift.’’
The stroke is observed to vary most significantly near reso-
nance frequencies, such as the (ny ,nz)5(2,1) structural
resonance at 178 Hz and the (nx ,ny ,nz)5(0,0,1) acoustic
resonance at 132 Hz.ni denotes a mode number in thei

direction. The variation of the control source phase with fre-
quency is generally smooth. The behavioral trends of this
actuator typify that of all of the control sources.

It is interesting to note that one cannot judge the ‘‘im-
portance’’ of an actuator simply based on the magnitude of
its stroke required for optimal control. It is necessary to con-
sider the coupling of the actuator with the enclosure to de-
termine its contribution to the controlled sound field. For
example, an actuator may have a very large stroke at a given
frequency, but have little influence on the sound field be-
cause it is located near a pressure node. Conversely, an ac-
tuator with a small stroke located near a local pressure maxi-
mum could be extremely important. Due to the interaction of
the pressure fields produced by each actuator, it is difficult to
isolate the significance of a single actuator for control per-
formance. The acoustic impedance on the surface of the pis-
tons may be a better way to judge the importance of the
actuators.25–27

2. Actuator grouping by linear interpolation

Having studied the variation of the optimal control vec-
tors, we now explore this property for the actuator grouping
study. As in the previous section, the phase of the boundary

FIG. 4. Variation of the mean sensor pressure in the three-dimensional
enclosure as a function of both frequency and the relative phase of the
primary sources before and after control. FIG. 5. Variation of the linear stroke of control source No. 10 for optimal

control as a function of both frequency and the relative phase of the primary
sources.

FIG. 6. Variation of the phase of control source No. 10 for optimal control
as a function of both frequency and the relative phase of the primary
sources.
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excitation atx50 is varied relative to the phase of the other
two sources. Again, the cost function is the mean-squared
pressure measured at 20 microphones with actuator weight-
ing a5l1/100, and the control sources are the ABC array
along thex5a boundary.

The results of three numerical experiments are presented
which study the ability of a two-dimensional linear interpo-
lation to sufficiently approximate the actuator groups over a
range of frequencies and relative phases of the primary
sources. The first experiment does not use actuator grouping;
this is the baseline to which the other two experiments will
be compared. In this experiment, the control signal is the
exact optimal control signal determined by steady-state qua-
dratic optimization at the precise frequency and relative
phase of the disturbance sources. The other two experiments
determine the control signal by two-dimensional linear inter-
polation within a table of recorded actuator groups. In the
first experiment, the actuator groups have been identified in
increments of 8 Hz from 100 to 250 Hz and 28° as the phase
of one disturbance source varies from 0° to 180° relative to
the other sources. The second experiment is identical, except
that the resolutions are 2 Hz and 60°. Note that the data at
the edges of the frequency-phase domain are always included
~specifically, 250 Hz and 180°!.

To quantify the possible performance degradation due to
control signal approximation, we define a performance loss
index as the difference between attenuation of the mean pres-
sure at the error sensors achieved with the exact control vec-
tors and that achieved with the interpolated control vectors.
Large values of the performance loss index indicate that the
interpolation has not produced an adequate estimate of the
exact control vector. The performance loss for the second
and third experiments is shown in Figs. 7 and 8, respectively.
Negative performance loss values are possible due to the use
of actuator weighting in the cost function.

As predicted from the previous result that the optimal
control signal varies most rapidly near system resonance fre-
quencies, the performance loss is greatest near these frequen-
cies. It is observed that away from resonance frequencies, a
very small set of stored actuator groups is sufficient to pre-
serve control performance. For example, the performance

loss associated with storing the actuator groups in increments
of 8 Hz and 28° is insignificant~,0.6 dB! over the range
from 100 to 124 Hz, through which there are no system
resonances. As the modal density increases, the optimal con-
trol signal varies more rapidly, leading to an increased per-
formance loss. This is most evident in the neighborhood of
200 Hz. The acoustic resonances nearest the frequency are
194 Hz ~0,1,1!, 204 Hz~1,0,1!, and 212 Hz~1,1,!; the ~1,2!
structural resonance is at 195 Hz. This region is best charac-
terized as being very sensitive to errors in the control solu-
tion, as the performance loss reaches appreciable negative
values as well as large positive values.

Additional experiments have been performed over a
range of resolutions of the stored data. Frequency resolutions
of 2, 4, 8, and 12 Hz and phase resolutions of 4°, 8°, 16°,
28°, 60°, and 92° are considered. The maximum value of
performance loss over the ranges 100–150 Hz and 151–250
Hz are calculated for each trial; these results are presented in
Figs. 9 and 10, respectively. An increase in phase resolution
up to 28° is observed to have little adverse effect on control

FIG. 7. The performance loss index of the interpolated optimal controls.
The spacing is 8 Hz and 28°.

FIG. 8. The performance loss index of the interpolated optimal controls.
The spacing is 2 Hz and 60°.

FIG. 9. Maximum value of performance loss from 100 through 150 Hz
resulting from linear interpolation among actuator groups stored over a
range of resolutions of disturbance source frequency and relative phase. The
results cover a region of low modal density of the enclosure.
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performance. Data storage with a phase resolution of 28°
requires the computation of eight actuator groups for every
frequency. The frequency resolution must be chosen with
regard to the system behavior near the frequencies over
which control is to be applied. Consider, for example, con-
trol of the primary engine tone in a business jet. If this tone
does not sufficiently excite any system resonances, the re-
sults of this study suggest that a small set of actuator groups
around this frequency will suffice for this actuator grouping
strategy. If, on the other hand, the tone does excite system
resonances, a much larger set of actuator groups may need to
be computed.

In summary, we conclude that the linear interpolation
scheme for grouping actuators based on the previously iden-
tified optimal control vectors is sufficient for the frequencies
away from the system resonance frequencies. Near resonance
frequencies, either a high resolution of the known optimal
control vectors should be maintained or a more sophisticated
interpolation scheme, such as a neural network, should be
used. To develop a grouping scheme which can take into
account other effects such as temperature, one needs to have
a broader database of optimal control vectors and a robust
interpolation scheme. This is a subject of on-going research.
The goal is to develop a grouping strategy which takes the
error sensor signals as input and selects the grouping of the
actuators on-line.

IV. CONCLUSIONS

A new strategy for the placement of ANC actuators,
termed acoustic boundary control~ABC!, is presented. It is
demonstrated through numerical simulations that the method
by which ABC sources control radiation from a boundary is
active cancellation of ‘‘near-field radiation’’ before it enters
the enclosure, similar to the behavior of a structural control
system. A combination of ABC arrays over local ‘‘hot-
spots’’ of acoustic intensity and control actuators distributed
throughout an enclosure is shown to be an effective actuator
configuration for controlling interior sound field. The sensi-

tivity of control performance to deviations in the optimal
control vector is studied to find out when an actuator group-
ing scheme may work. An actuator grouping strategy which
utilizes linear interpolation is studied. A preliminary study of
this strategy suggests that linear interpolation among a small
set of optimal stored actuator groups may provide adequate
control performance for disturbances at most frequencies, but
that a more complex strategy or much larger set of actuator
groups may be required at frequencies near system reso-
nances.
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on the structural acoustic control performance
of static, output feedback controllers
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This paper investigates the level of modeling necessary to design static, output feedback controllers
for structural acoustic control. Theacoustic performanceof three active control techniques is
compared: active structural acoustic control~ASAC!; active vibration control~AVC!; and discrete
active vibration control. The ASAC cost functional is created by the use of frequency-dependent
models, which relate the structural response to radiated acoustic energy. A broadband measure of
control signal power is developed and compensators are designed such that their power
requirements are equal. These investigations are conducted on three different transducer
arrangements. Results demonstrate that frequency-shaped cost functionals influence the design of
frequency-independent controllers when the order of the control system is greater than one. With
more than one sensor-actuator pair, the control energy bandwidth is shifted by the ASAC cost
functional to provide increased low-frequency performance. ©1998 Acoustical Society of
America.@S0001-4966~98!00510-4#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

In many application areas for adaptive structures, it is
advantageous to apply feedback control. The primary moti-
vation usually being the lack of a reference signal to imple-
ment broadband feedforward control. When applying feed-
back control, it is also desirable to utilize simple controllers.
Control approaches, such as static, output feedback control,
offer the potential for greater stability margins and are much
easier to realize in hardware than more sophisticated adap-
tive or dynamic compensators. The primary disadvantage of
static, output feedback control is that the compensator’s ac-
tion is fixed as a function of frequency.

If it is accepted that the ease of implementation and
stability advantages associated with static, output feedback
control outweigh the increased closed-loop performance
achieved with dynamic compensation, it then becomes inter-
esting to investigate the level of modeling necessary to
implement structural acoustic control. For dynamic control-
lers it has been recognized that structural acoustic control
requires a performance measure related to structural acoustic
radiation. Baumannet al.1 used frequency-shaping concepts2

to develop radiation filters which augment the structural
states of a plant model and, thus, proportionally weight each
mode in terms of its radiation efficiency. This relates the
structural response to the radiated acoustic energy. Their
analytical study showed that, with a linear quadratic Gauss-
ian ~LQG! control law, radiation filters caused the compen-
sator to focus energy into the frequencies of structural modes
most responsible for sound radiation. Recently, Vipperman
and Clark3 have experimentally demonstrated the advantage
of including a measure of sound power radiation into the cost
functional of a dynamic multivariable feedback control sys-
tem. Here, the H2 control law was used for structural acous-

tic control with sensoriactuators.4 Since the response of dy-
namic compensators can vary with frequency, it is
understandable how shaping the performance measure as a
function of frequency leads to superior results. However, it is
unclear if developing frequency-shaped cost functionals for
the design of static, output feedback compensators will
greatly influence the final closed-loop structural acoustic
control performance.

One of the major difficulties associated with comparing
different cost functionals is that one compensator design can
out-perform the other simply because more control effort is
utilized by that compensator. Controllers designed using cost
functionals based on different performance measures may
employ varying amounts of control effort when all other de-
sign parameters have been held constant. In the reference by
Baumannet al.1 two performance measures were considered
~modal velocity and radiation filter output! and it was noted
that a relative weighting between the performance measure
and control effort was adjusted such that the total energy
used by each compensator was equal. This provided a level
basis for the comparison of closed-loop results.

This work compares the structural acoustic control per-
formance of three static, output feedback compensators with
equal control signal power requirements. Each compensator
is designed to minimize a weighted sum of control effort and
one of the following measures:~1! radiated sound power;~2!
plate modal velocity; and~3! plate velocity as measured at
the center of 12 equal area rectangular sections. The three
performance measures correspond to the three commonly
referenced active control techniques, respectively:~1! active
structural acoustic control~ASAC!; ~2! active vibration con-
trol ~AVC!; and ~3! discrete active vibration control. The
main goal of this comparison is to determine if it is necessary
to use a measure of sound power radiation when designing
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static, output feedback controllers for structural acoustic con-
trol. To calculate control signal power efficiently, a broad-
band measure proportional to control signal power usage per
unit of input disturbance signal power is developed. As in
Ref. 1, control signal power requirements are equalized by
appropriately varying the weighting between control effort
and the performance measure.

I. MODEL AND CONTROL FORMULATION

The comparison of the three active control techniques is
considered on a variety of control system arrangements. As
detailed in Fig. 1~a!–~c!, the difference between the control
systems investigated is the type, number, and size of the
transducers applied to a simply supported plate. A descrip-
tion of the structure and three control system arrangements is
given here; exact material parameters and dimensions are
noted in Sec. II.

The ultimate goal of each control system arrangement is
to reduce sound power radiated by the vibrating plate. It is
assumed that the plate is located within an infinite baffle, the
acoustic radiation of interest is into the half-space above the
plate, and the medium above and below the panel is a homo-
geneous fluid~air! at rest. The plate in this investigation is
vibrating due to five broadband, stochastic, point-force, dis-
turbance sources, labeled d1, d2, d3, d4, and d5 in Fig. 1~a!–
~c!. The positions of the disturbance sources are selected
arbitrarily and held constant for all compensator design cases
and control arrangements.

Figure 1~a! shows the first control system arrangement
considered. Here the controller interfaces with the structure
through three colocated point velocity sensor-point force ac-
tuator pairs, labeled c1, c2, and c3. The positions of the
control transducers are also selected arbitrarily and held con-
stant for the three compensator design cases. Figure 1~b!
shows the second control system, realized using three small,
distributed piezoelectric sensoriactuators.3,4 Each distributed
transducer covers approximately 0.8% of the plate area and

is comprised of two surface-bonded rectangular piezoelectric
patches placed opposite one another on both sides of the
structure and electrically wired out-of-phase. The centers of
the three distributed transducers, labeled p1, p2, and p3 in
Fig. 1~b!, are at the same positions as the point transducers in
Fig. 1~a!. In Fig. 1~b!, each sensor signal is a measure of the
rate of strain of the transducer due to the mechanical re-
sponse of the plate and the actuator signal is voltage applied
to the patch. The piezoelectric actuator couples to the plate
through line moments at the edges of the patches. The third,
and final, control system arrangement investigated is the
large distributed piezoelectric sensoriactuator shown in Fig.
1~c!. This single distributed transducer covers approximately
90% of the plate area and interfaces with the structure in the
same method as the second control system arrangement dis-
cussed above.

Each compensatorG in Fig. 1 is a fully populated, con-
stant, real matrix. Thus in Fig. 1~a! and ~b! G is a 333
matrix. The compensator realized for the single, large senso-
riactuator in Fig. 1~c! is a single coefficient.

A. System model

The first step in the analysis of structural acoustic con-
trol performance is the derivation of the system model. This
is presented here for the radiating plate shown in Fig. 1.

1. Plate model

Using theassumed-modes method,5 the ordinary differ-
ential equation describing the plate generalized structural
motion is expressed as follows:

q̈n~ t !12znvnq̇n~ t !1vn
2qn~ t !5Qn

f ~ t !, ~1!

where a proportional damping term is included in the model
to bound the response on resonance andQn

f (t) is the gener-
alized force associated with a point force control or point
force disturbance actuator. For this work, the localized mass,
stiffness and damping of the point force disturbance sources,

FIG. 1. Simply supported plate test-bed with five point
force disturbances and~a! three colocated point sensor-
actuator pairs;~b! three small sensoriactuator transduc-
ers; and~c! one large sensoriactuator transducer.
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point velocity sensors and point force control actuators are
assumed negligible.

The model of the control system arrangement utilizing
piezoelectric sensoriactuator transducers is derived according
to the techniques presented by Hagoodet al.6 The state-
space model of a voltage-driven piezostructure is developed
using a Rayleigh–Ritz technique5 for coupled electrome-
chanical systems. The localized mass and stiffness effects
added by the piezoceramic patches are incorporated in the
plate model, assuming simply supported plate
eigenfunctions.6,7 Throughout this investigation the portion
of the current which represents the total strain-rate under-
neath the distributed piezoelectric transducer is assumed di-
rectly available to the control system. Implementation issues
associated with the sensoriactuator are not considered, but
are detailed by Vipperman and Clark in Ref. 3.

2. Structural acoustics

After the modal response of the plate has been charac-
terized, the physics associated with the fluid-structure inter-
action needs to be developed to form a measure of radiated
sound power. This is achieved by realizing frequency-
dependent models of the structural acoustic coupling. These
models are commonly calledradiation filtersand are used to
develop the frequency-shaped cost functional for ASAC. Ra-
diation filters were originally introduced by Baumannet al.,1

and for the purpose of this study, the radiation filters de-
signed by Clark and Cox8 are utilized.

Assuming that the plate resides within an infinite baffle
and radiating into an infinite half-space, an expression which
relates the modal surface velocity to the radiated sound
power can be written in vector form as

P̄~ j v!5v~ j v!M ~ j v!vH~ j v!, ~2!

whereM is the frequency-dependent matrix that defines the
interaction of the structural modes in the acoustic field,v is a
vector of modal velocities of the plate as a function of fre-
quency and the superscriptH is the Hermitian transpose. The
diagonal entries ofM are proportional to the self-radiation

efficiencies and the off-diagonal entries are proportional to
the mutual radiation efficiencies of the structural modes.1,9

Expressing the Laplace domain equivalent ofM (s) in terms
of a filter and its para-Hermitian conjugate:

M̃ ~s!5WT~2s!W~s!, ~3!

whereW(s) is the radiation filter. The radiation filter is ob-
tained throughspectral factorizationof M (s), as outlined by
Francis.10

B. Performance metrics

In this section, the three cost functionals for compensa-
tor design and two quantitative measures used to identify the
performance of the closed-loop control systems are dis-
cussed.

As detailed in Fig. 2, thecost functional system, H(s), is
used to form the appropriate weighted sum that is minimized
during compensator synthesis. The transfer matrixH(s) is
composed of theacoustic performance system~shaded por-
tion! and a bank of filters that weight the selected perfor-
mance measure and control actuator signals. The desired per-
formance measure is selected for each design case by
moving the switch between one of the three signals. The
frequency-shaped performance signal for the ASAC compen-
sator design is the vector of radiation filter outputs. As pre-
sented in Sec. I A 2 and Ref. 8, this vector of signals leads to

a measure of sound power,AP̄, when averaged~rms!. The
performance measure for AVC compensator design is a vec-
tor of signalsv, the plate modal velocities. The discrete ac-
tive vibration control performance measure is the plate ve-
locity as measured at the center of 12 equal area rectangular
sections,vd. This vector of signals is noted as AVC–PTS in
Fig. 2. The discrete measurement locations are determined
by

~xi ,yj !5S l x

2Nx
~2i 21!,

l y

2Ny
~2 j 21! D , ~4!

FIG. 2. Block diagram of cost func-
tional and performance systems.
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wherei 51,2,...,Nx , j 51,2,...,Ny , Nx is the number of sen-
sor locations in thex direction andNy is the number of
sensor locations in they direction.

The selected performance measurement is weighted by a
parameterAQ where, for this work,AQ5I . For proper com-
pensator design, each feedback control actuator signal,Uc ,
is weighted by a parameter with a magnitude ofAR where
AR5R1/2I . The parameterR is the specified scalar weight-
ing variable andI is an appropriately sized identity matrix.
Increasing or decreasingR decreases or increases, respec-
tively, the amount of control effort the compensator uses.
The two signals are joined into a single output vector,Z,
through the use of a multiplexer~Mux!. Thus by appending
the proper weighting filters to the selected performance mea-
sure and calculating theH2 norm of the cost functional sys-
tem ~discussed below!, one obtains a single measure of both
control system performance and required control effort. Op-
timum compensator synthesis involves minimizing this mea-
sure.

The equation for theH2 norm of the multiple-input,
multiple-output~MIMO ! cost functional systemis written as

iHi25S TrF 1

2p E
2`

`

H~ j v!H* ~ j v!dvG D 1/2

, ~5!

where Tr@•# is the trace operator andH( j v) is the frequency
response of the linear, time-invariant, stable systemH(s).11

The physical interpretation being that theH2 norm is the rms
value of the outputs when all the inputs are driven concur-
rently by independent, spectrally white input signals. By
Parseval’s theorem, theH2 norm can also be expressed as

iHi25S TrF E
2`

`

h~ t !h~ t !TdtG D 1/2

~6!

5S (
i 51

Nz

(
k51

Nw

iHiki2
2D 1/2

, ~7!

whereh(t) is the impulse matrix ofH(s), Nz is the number
of performance signals, andNw is the number of input dis-
turbance signals. Equation~7! shows that theH2 norm of the
MIMO transfer matrixH is the square root of the sum of
squares of theH2 norm of its entries.

Using Eq.~7! and Fig. 2, the three cost functionals for
compensator design in this work are written as

JASAC5S (
i 51

Nc F (
k51

Nd55 E
0

`

RUci

k ~ t !2 dt1E
0

`

P̄i~ t !dtG D 1/2

,

~8!

JAVC5S (
i 51

Nc F (
k51

Nd55 E
0

`

RUci

k ~ t !2 dt

1 (
j 51

Np5Nm E
0

`

v i
j~ t !2dtG D 1/2

, ~9!

JAVC–PTS5S (
i 51

Nc F (
k51

Nd55 E
0

`

RUci

k ~ t !2 dt

1 (
j 51

Np5~Nx3Ny! E
0

`

~vd! i
j~ t !2 dtG D 1/2

, ~10!

whereNc is the number of control transducers in the respec-
tive control system arrangement,Nd is the number of input
disturbance signals,Np is the number of performance sig-
nals,Uci

k is the portion of thei th control signal impulse re-

sponse due to thekth disturbance,P̄i is the portion of the
radiated acoustic power impulse response due to thei th con-
trol signal,v i

j is the j th modal velocity impulse response due
to the i th control signal, and (vd) i

j is the center velocity
impulse response of thej th area due to thei th control signal.
SinceR is used to adjust the amount of control signal power,
its value will vary for each control system arrangement and
compensator design case. Due to the MIMO nature of the
physical system, Eqs.~8!–~10! appear complicated, but all
have the same basic form of a weighted control signal term
added to the desired performance measure.

The two quantitative measures used to identify the per-
formance of the output feedback controllers are also based
upon evaluating theH2 norm of designated transfer matrices.
A block diagram of the first transfer matrix is shown as the
lightly shaded portion of Fig. 2. Called theacoustic perfor-
mance system, HA is composed of the plate, radiation filters
and output feedback control system. The inputs toHA are the
five point force disturbance signals,D, and the output is the
vector of signals proportional to the square root of plate ra-
diated acoustic power. The performance measure based upon
the H2 norm of HA is theactive insertion loss~AIL ! of the
controller.12 Active insertion loss is defined as the reduction
in noise transmission by the installation and use of the output
feedback control system:

AIL [20 log10~Sol /Scl!, ~11!

whereSol is the H2 norm of the open-loop acoustic perfor-
mance system (HA whereG50) over the bandwidth of in-
terest, andScl is the H2 norm of the closed-loop acoustic
performance system over the same bandwidth. Thus positive
values of AIL correspond to a reduction in radiated sound
power. The second performance system is also designated in
Fig. 2. Thecontrol power performance system, HC , is the
system from the disturbance input signals,D, to the control
actuator signals,Uc . The H2 norm of this transfer matrix
forms a broadband measure of the amount of control signal
power usage per unit of input disturbance signal power. The
reader is encouraged here to understand that the terminology
control signal poweranddisturbance signal powerdoes not
imply that theH2 norm of HC has units of physical power
for each control system arrangement considered. Histori-
cally, theH2 norm was used when discussing electrical sig-
nals of voltage or current and, as with the termpower spec-
tral density, the ‘‘power’’ terminology is a carryover.
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C. Optimum output feedback gains

The dual Levine-Athans~DLA ! algorithm is used to de-
termine the static, output feedback gain matrix that mini-
mizes theH2 norm ofH(s) in Fig. 2. The cost functional for
the DLA algorithm was first described by Levine and
Athans13 and later developed for structural acoustic control
by Clark and Cox.8

In summary, the procedure for calculatingGopt, the op-
timal feedback gain matrix, involves first determining an ini-
tial gain matrix,Go , which stabilizesH(s). Three nonlinear
equations are then solved andGo is updated. The process is
repeated untiluGi 112Gi u,e, where e is a user specified
convergence parameter. More specific details about the algo-
rithm are given in Ref. 8. Since the DLA algorithm is a
nonlinear optimization, the relationship betweenR and the
amount of control signal power usage per unit of input dis-
turbance signal power is also nonlinear. However, this glo-
bally convergent optimization algorithm is quite effective at
determining a static matrix such that the weighted sum of the
desired performance measure and control effort is
minimized.8 The focus herein is placed upon comparing lev-
els of performance for structural acoustic control as opposed
to advancing the algorithm for synthesizing the controller.

II. RESULTS

The following plate parameters are assumed in all the
analytical runs:l x50.6 m, l y50.525 m, l z5231023 m, r
57700 kg/m3, n50.2, andEs520.331010 N/m2. The mate-
rial properties of this plate are consistent with that of steel.
The state-space plate model is built assuming 5% propor-
tional damping for all modes. The five fixed, point-force dis-
turbance locations, in meters, are$~0.0552, 0.4002!; ~0.3161,
0.4779!; ~0.4207, 0.3865!; ~0.3923, 0.1378!; ~0.2496,
0.0249!%. Other constant run parameters are the number of
structural modes in the plate model,Nm530; the number of
structural modes incorporated into the radiation filters,Nf

510; and the convergence parameter for the DLA algorithm,
e5131022. The number of plate modes was selected in
order to ensure that the zeros of the colocated control trans-
ducer transfer functions had sufficiently converged.14 How-
ever, the number of modes used in forming the radiation
filters, Nf , need only be over the bandwidth of interest: 0–
500 Hz. This frequency band represents the region in which
plate acoustic energy is a maximum and passive noise con-
trol techniques are least effective. In forming the AVC–PTS
performance measure, the number of sensor locations in each
direction areNx53 andNy54.

A. Three colocated point velocity sensor-point force
actuator pairs

The first control system arrangement to be tested was
shown in Fig. 1~a!. The exact locations of the point trans-
ducer pairs, in meters, are$~0.1680, 0.2992!; ~0.3000,
0.1680!; ~0.2700, 0.0788!%. The square of theH2 norm of the
control power performance system, evaluated at each fre-
quency, for each of the three active control techniques is
given in Fig. 3. The total area under each curve~on a linear
scale! is the sum of the mean square of the control actuator

signals~i.e., mean square signal power! when all disturbance
inputs are independent stochastic unit signals and its root is
proportional to theH2 norm of the systemHC for each case.
Notice that the control effort of the two vibration based tech-
niques ~AVC and AVC–PTS! differs very little over the
bandwidth. Since the engineering units associated with the
three different cost functionals vary, the value ofR was ad-
justed such that the same amount of control signal power is
expended in the implementation of each compensator.

Matching control power required some modeling itera-
tion. First, a design guideline related to the ratio of mean
square control signal power to input mean square disturbance
signal power was assumed. For practical control system
implementation, it is reasonable to expect that the amount of
mean square control signal power input to the plate through-
out the bandwidth of interest is approximately one order of
magnitude below the amount of mean square disturbance
signal power input to the plate. The ASAC performance sig-
nal was selected for the first compensator design case and, as
shown in Table I and Fig. 3, withR53.0310211 the mean
square control signal power is approximately one order of
magnitude less than theunit mean square disturbance signal
power over the bandwidth, the primary exception being a
peak at 30 Hz. This peak corresponds to the resonance of the
fundamental plate mode where a significant amount of power
is required for control. As reported in Table I, the control
signal power over the entire bandwidth (H2 norm ofHC) for
this ASAC design is 5.5344 N/N. The sequential quadratic
programming~SQP! nonlinear optimization routine15 was
then used to converge the values ofR for both the AVC and
discrete AVC design cases. Values ofR were optimized such
that their control signal power over the entire bandwidth
equaled 5.534460.0001 N/N. Discussion of the SQP rou-
tine is omitted here for brevity; the work by Gillet al.15 is an
excellent reference. The values ofR for the AVC and
AVC–PTS designs are given in Table I. Please note that all

FIG. 3. Control signal power for arrangement with three colocated point
sensor-actuator pairs.
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the values ofR reported are exact; they have not been
rounded up or down. As shown in Fig. 3, the mean square
signal power guideline discussed above was also satisfied by
these AVC and discrete AVC designs. The control signal
power required by the two vibration criteria designs differ
very little over the bandwidth. However, it is shown that the
control system designed by the frequency-shaped cost func-
tion, ASAC, yields more control effort at low frequency and
less control effort at high frequency.

Since the ultimate goal, no matter what the selected per-
formance measure for compensator design, is structural
acoustic control, Fig. 4 gives the square of theH2 norm of
the acoustic performance system, evaluated at each fre-
quency, for the open-loop system and the three closed-loop
systems. The total area~on a linear scale! under each curve
in Fig. 4 is proportional to the average sound power radiated
by the plate when all inputs are independent white noise

processes. The discrete AVC closed-loop system response
rests on top of the AVC closed-loop system response for
most frequencies. The AIL of the ASAC system, AVC sys-
tem, and discrete AVC system in 1/3 octave bands is also
shown in Fig. 4. The AIL ordinate is shown to the right of
the figure. All three controller designs provide reduction in
radiated acoustic power. A maximum reduction of 17.0 dB is
seen in the 1/3 octave band centered at 31.5 Hz when using
the compensator designed with the criteria of minimizing
radiated acoustic power~ASAC!. The AVC design provides
14.3 dB of reduction in the same frequency band. The dis-
crete AVC design~AVC–PTS! provides 14.1 dB of reduc-
tion in that band. Since the fundamental mode of the plate is
the most efficient acoustic radiator, the emphasis of the
ASAC control system in frequencies that include both this
structural mode and strongest acoustic response makes
physical sense. Over all frequencies the AIL of the ASAC
closed-loop system is 2.0 dB. The AIL of the AVC and
discrete AVC closed-loop systems over the entire bandwidth
is also 2.0 dB. The lack of significantly greater broadband
performance between the ASAC system and structural vibra-
tion based designs is a result of the increased acoustic re-
sponse of the~2,1! mode~the second peak at 135 Hz in Fig.
4! and lack of high frequency performance with the ASAC
design. While the peak at 135 Hz is an order of magnitude
down from the fundamental response, the 2.7 dB increase in
radiated sound power seen in the 1/3 octave band centered at
63.0 Hz and the fact that the greater ASAC control perfor-
mance is seen at lower frequencies causes the linear scale
based broadband performance measures to be equal. The
1/3 octave band results are much more revealing and indica-
tive of controller performance.

For this control system arrangement, the eigenvalues of
the static output feedback gain matrix for all three controllers
are positive and real. Thus each design results in positive
dissipative controllers. However,G designed using the
frequency-shaped~ASAC! cost functional provided greater
structural acoustic control performance.

B. Three small piezoelectric sensoriactuator
transducers

The second control system arrangement to be tested was
shown in Fig. 1~b!. Each piezoceramic patch is square in the
xy plane with a dimension of 0.0508 m~2.0 in.! and a thick-
ness of l z

p50.231023 m. The patches are assumed to be
made of lead zirconate–titanate~PZT PSI-5A-S3!.16 The fol-
lowing parameters are specified for the PZT material:rp

57650 kg/m3, np50.3, andEs
p54.931010 N/m2.16,7

The control signals to the piezoelectric sensoriactuator
transducers have units of voltage. The actuator signals in
Sec. II A had units of force. Therefore the guideline devel-
oped previously for specifying the amount of mean square
control force per unit of input mean square disturbance force
is inapplicable to this system. To provide some comparative
association between this and the previous control system ar-
rangement, the value ofR for the three small piezoelectric
sensoriactuator ASAC design was selected such that the
broadband AIL of the system was 2.0 dB~the same amount
of broadband control performance achieved by the three

TABLE I. Control effort weighting and resulting control power for each
controller arrangement and compensator design case.

R iHCi2

Three point sensor-actuator pairs
ASAC 3.0310211 5.5344 N/N
AVC 2.105231024 5.5344 N/N
AVC–PTS 6.991031024 5.5345 N/N

Three small sensoriactuators
ASAC 6.929310215 349.1 V/N
AVC 4.1531028 349.0 V/N
AVC–PTS 1.086531027 349.2 V/N

One large sensoriactuator
ASAC 7.2549310212 13.373 V/N
AVC 2.29331025 13.374 V/N
AVC–PTS 7.49731025 13.374 V/N

One large sensoriactuator with LQG compensation
ASAC 2.412 2531026 13.373 V/N
AVC 4.50731023 13.373 V/N
AVC–PTS 8.212 6531023 13.373 V/N

FIG. 4. Acoustic power spectrum and AIL over 1/3 octave bands for ar-
rangement with three colocated point sensor-actuator pairs.
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colocated point sensor-actuator pairs!. As shown in Table I,
the control power (H2 norm of HC) for this ASAC system
design is 349.1 V/N. Again using the SQP nonlinear opti-
mization routine, values ofR were selected for the two vi-
bration based design cases such that their control power
equaled 349.160.1 V/N. The parameters’ values and result-
ing control power are given in Table I. The sum of the
squared singular values ofHC for the three small piezoelec-
tric sensoriactuator control arrangement are shown in Fig. 5.
As in the first control system arrangement, the AVC and
AVC–PTS designs vary little over the bandwidth of interest
and the ASAC compensator yields more control effort at
lower frequency than the other two designs.

Figure 6 gives the square of theH2 norm ofHA , evalu-
ated at each frequency, for the open-loop system and three

closed-loop systems. All three controller designs provide re-
duction in radiated acoustic power. Over all frequencies, the
AIL of the ASAC, AVC and discrete AVC closed-loop sys-
tem is 2.0, 1.9, and 1.9 dB, respectively. In the 1/3 octave
band centered at 31.5 Hz, the three active control techniques
provide 9.2, 7.8, and 7.7 dB of reduction in sound transmis-
sion, respectively. Comparing Figs. 4 and 6 one sees that the
three small piezoelectric sensoriactuators achieve reduction
in the peaks of the higher-frequency acoustic response of the
plate. Whereas the three colocated point sensor-actuator pairs
arrangement provided very little control of the high-
frequency response. This is due to the fact that the compli-
ance of the piezostructure increases with frequency up to a
limit set by the ratio of patch dimension to plate dimension.7

Better coupling into the higher-frequency modes results from
the spatial differentiation effect of the distributed strain
transducer. This increase in coupling with frequency can lead
to control stability issues associated with increasing phase
and unmodeled high-frequency dynamics.7

The eigenvalues of each compensator designed for the
three small piezoelectric sensoriactuators are positive and
real. So, as in the first control system arrangement, all three
controllers are dissipative. It is again noted that for this case
the compensator designed using the ASAC cost functional
provided greater structural acoustic control performance.

C. Single large piezoelectric sensoriactuator
transducer

The third, and final, control system arrangement to be
tested was shown in Fig. 1~c!. The lower left corner of the
large spatial transducer is located on the plate at~0.0150,
0.0131! m and the upper right corner is located at~0.5835,
0.5106! m. The piezoceramic material for this arrangement is
assumed to be very thin, with a thickness ofl z

p54.9
31027 m. This thin patch dimension is necessary to avoid
greatly altering the plate response through localized mass
and stiffness effects of the distributed transducer. Physical
application of such transducers is the topic of future work
and may be realized by sintering the piezoceramic material
to the plate surface. The large spatial aperture of this trans-
ducer has been shown to provide greater closed-loop stability
and less spillover than the smaller transducers used in Sec.
II B.17,7 The stability increase is due to the inherent roll-off
of high-frequency plate dynamics associated with the large
spatial aperture. Less spillover is due to the low structural
wave number to aperture ratio and the fact that this trans-
ducer can only couple into odd structural modes. Excitation
of even structural modes is not possible.

To again provide some association between the results
for the three different control system arrangements, the value
of R for the single, large piezoelectric sensoriactuator ASAC
design was selected such that the broadband AIL of the sys-
tem was 2.0 dB. The control power for this ASAC system
design is 13.373 V/N. Values ofR for AVC and AVC–PTS
were optimized such that their control power equaled
13.37360.001 V/N and are given in Table I. The sum of the
squared singular values ofHC for the large piezoelectric sen-
soriactuator control arrangement are given in Fig. 7. The
control signal power required by the three designs does not

FIG. 5. Control signal power for arrangement with three small piezoelectric
sensoriactuator transducers.

FIG. 6. Acoustic power spectrum and AIL over 1/3 octave bands for ar-
rangement with three small piezoelectric sensoriactuator transducers.
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differ over the bandwidth: all three curves lie on top of each
other. Due to the spatial aperture of the transducer, the re-
sponse of the even structural modes is absent in Fig. 7~com-
pare with Fig. 5 or Fig. 3!.

Figure 8 gives the square of theH2 norm ofHA , evalu-
ated at each frequency, for the open-loop system and three
closed-loop systems. As expected from Fig. 7, the closed-
loop system response for all three controller designs rest on
top of each other and all three controller designs provide the
same reduction in radiated acoustic power. In the 1/3 octave
band centered at 31.5 Hz, the three controllers provide 9.4
dB of reduction in sound transmission. Comparing Figs. 8
and 6, one sees that the single large piezoelectric sensori-
actuator provides significantly less spillover in acoustic ra-
diation, especially in the 50–100-Hz range.

The compensator for all three designs was a positive,
real number, which it must be for stability. As in the first two
control system arrangements, the controller was dissipative.
However, in this case the development and addition of
frequency-shaped performance measures did not provide any
additional closed-loop performance.

To verify that the results just presented for the single
large piezoelectric sensoriactuator are not due simply to the
spatial aperture of the transducer, dynamic compensation
was also applied to this control system arrangement. Figure 9
shows the square of theH2 norm of HC , evaluated at each
frequency, whenG is a linear quadratic Gaussian~LQG!
compensator.7 Due to space constraints, the presentation of
the LQG controller design has been omitted. By evaluating
theH2 norm ofHC whenG is a full dynamic LQG compen-
sator and using the design procedures discussed above, the
values ofR for the ASAC, AVC and AVC–PTS LQG con-
trol techniques were optimized such that their control power
equaled 13.37360.001 V/N. For each control system ar-
rangement, sensor noise was assumed to be approximately
1% of the rms sensor signal level and the system matrix of
each controller has 204 states. The control effort weightings
and resulting control power for this case are also noted in
Table I. As shown in Fig. 9, the ASAC compensator design
varies from the AVC and AVC–PTS LQG compensators.
There is also a greater difference between the AVC and
AVC–PTS designs then seen in the other transducer arrange-
ments. Comparing Figs. 9 and 7, it can be concluded that the
constant control signal power shown in Fig. 7 is due to the
use of a single degree of freedom static, output feedback
control system, not the shape or size of the transducer.

An interesting comparison can be made between the
acoustic performance of static and dynamic compensators
that have been designed with equal control power. Figure 10
shows the square of theH2 norm of HA , evaluated at each
frequency, and the AIL for the three LQG compensator de-

FIG. 7. Control signal power for arrangement with a single large piezoelec-
tric sensoriactuator transducer.

FIG. 8. Acoustic power spectrum and AIL over 1/3 octave bands for ar-
rangement with a single large piezoelectric sensoriactuator transducer.

FIG. 9. Control signal power for arrangement with a single large piezoelec-
tric sensoriactuator transducer and LQG compensation.
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signs. The ASAC, AVC, and AVC–PTS LQG compensator
achieved 2.6, 2.4 and 2.4 dB of reduction in radiated acoustic
power over all frequencies, respectively. In the 1/3 octave
band centered at 31.5 Hz, the three compensators achieved
19.9, 17.1, and 16.5 dB of reduction, respectively. The per-
formance of the LQG compensators is much greater than the
three static, output feedback controllers~compare Figs. 9 and
7!.

III. CONCLUSIONS

Frequency-shaped cost functionals were shown to affect
the performance of multivariable, static, output feedback
controllers. With more than one sensor-actuator pair, the
bandwidth over which the control energy is expended was
changed by the use of radiation filters. The ASAC control
system demonstrated greater levels of sound power reduction
in the proximity of the fundamental plate mode~strongest
acoustic radiator! than that of the AVC and discrete AVC
control system designs. However, for a single degree of free-
dom static, output feedback control system, control effort
was not adjusted by the frequency-shaped cost functional for
preferential treatment of a particular mode.

Dynamic ~LQG! compensators were also built for the
single degree of freedom control system. It was verified that
the ASAC cost functional influenced the design of the
frequency-dependent controllers and it was also shown that
the dynamic compensators achieved greater control perfor-
mance than the static compensators. The system matrix of

each LQG controller required 204 states. Whereas, the static
output feedback controller involved a single gain matrix and
could be realized with simple analog circuitry. For practical
application, the LQG compensator would have to be imple-
mented in DSP hardware.

The balance of achievable performance with hardware
complexity and stability issues will most certainly continue
to be the topic of much work throughout the field of adaptive
structures. However, the results presented here demonstrate
that the frequency-shaped cost functional is important to
control system design, even when static compensation is
used.
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Reactions to environmental noise in an ambient noise context
in residential areas

James M. Fields
10407 Royal Road, Silver Spring, Maryland 20903
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Direct reanalyses of over 57 000 interview responses to 35 noise sources in 20 social surveys and
reviews of publications for over 12 000 additional responses to 16 noise sources in 13 social surveys
show that residents’ reactions to an audible environmental noise~a target noise! are only slightly or
not at all reduced by the presence of another noise source~ambient noise! in residential
environments. The direct reanalyses account for type of noise source~aircraft, road traffic, railway,
impulse noise!, type of noise reaction question, type of activity disturbance, quality of noise data,
type of regression analysis model~linear, logit, probit!, two noise metrics~DNL, LAeq), and ten
personal characteristics. Although there is considerable variation from survey to survey, the best
direct estimate is that approximately a 20-dB increase in ambient noise exposure~95% confidence
interval of 15–50 dB! has no more impact than approximately a 1-dB decrease in target noise
exposure. Tabulations of 12 findings from laboratory studies in which subjects rated periods of
multiple noise events also found that target noise annoyance is not consistently reduced by ambient
noise. © 1998 Acoustical Society of America.@S0001-4966~98!06809-X#

PACS numbers: 43.50.Qp, 43.50.Lj, 43.50.Ba@MRS#

INTRODUCTION

Studies in laboratory settings find that perceptions of the
loudness of audible tones are reduced in the presence of a
second, ambient noise. Figure 1 from a classic laboratory
perceptual study shows that the loudness of a target tone
presented at a fixed SPL of, for example, 60 SPL is no longer
perceived to be the equivalent of a 60 SPL tone when an
ambient noise is present. Instead the 60 SPL tone is per-
ceived to decrease to the equivalent of about a 58 SPL tone
in the presence of a 50 SPL ambient noise and then further to
the equivalent of about a 30 SPL tone in the presence of a 80
SPL ambient noise.

As a corollary to these tone-perception studies, it has
long been assumed that in residential settings annoyance
with one audible noise~e.g., aircraft! will be reduced in the
presence of another noise~e.g., road traffic!. This article tests
that assumption by analyzing all of the interview data that
could be obtained from community social surveys of resi-
dents’ reactions to one noise~the target noise! in neighbor-
hoods with the presence of a second noise source~the ambi-
ent noise!. In this article a ‘‘target’’ noise is the noise a
respondent is asked to rate in a particular question. Aircraft
noise is the target noise in this four-point verbal scale ques-
tion:

‘‘Taking all things into account, how much would
you say the noise from aircraft around here bothers
or annoys you: Very much, Moderately, A little, or
Not at all?’’

In this article, the term ‘‘ambient’’ noise can refer to a single
other noise source, not necessarily the sum total of all other
background noises. In one questionnaire the same noise~e.g.,
aircraft noise! can be the ‘‘target’’ noise in one question and
the ‘‘ambient’’ noise in relation to a second question that

asks about another target noise source~e.g., road traffic!.
Reviews of previous discussions and research suggest

two types of models for the relationship of target noise reac-
tions to target and ambient noise exposure levels: theuni-
form ratio model and thevarying ratio model. The central
element of the uniform ratio model is the ambient effect ratio
~‘‘ R’’ in this article!. A negative value ofR is implicit in the
common assumption that high ambient noise levels will re-
duce the impact of target noise. A value ofR521 means
that reactions depend on only the difference between target
and ambient levels. The varying ratio model is represented
by the relationships shown in Fig. 1 in which the ratio of the
effect of target and ambient noise varies in some complex
way that has not been expressed in a simple mathematical
model.

The uniform ratio model is defined as a ratio of coeffi-
cients from the regression of annoyance on the target noise
exposure level~regression coefficientBT) and the ambient
noise (BA), R5BA /BT . The uniform ratio model can be
represented by either of three regression models:

~1! the linear regression model in which the effects of
the factors are assumed to be additive:

Yi5a1BT•Ti1BA•Ai1Ui ~1!

~where Yi5target annoyance score of individuali, a
5 intercept,BT5 linear regression coefficient for target noise
level, Ti5target noise level for individuali , BA5 linear re-
gression coefficient for ambient noise level,Ai5ambient
noise level for individuali , andUi5residual variation asso-
ciated with individuali );

~2! the logistic regression model in which the effects are
assumed to be multiplicative:
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Yi5
1

11e2~a1BT•Ti1BA•Ai1Ui !
~2!

~wheree5base for the natural logarithm,a5 locational pa-
rameter,BT , BA5 indicators of the steepness of the slopes,
and other parameters are as described in the previous equa-
tion!, or

~3! the probit regression model~‘‘normit’’ model ! based
on a normal rather than logistic distribution:

Yi5
1

A2p
E

2`

~a1BT•Ti1BA•Ai !

e2Ui
2/2 dUi . ~3!

The logit and probit distributions are almost indistinguish-
able. The probit distribution’s slightly ‘‘thinner tail’’ should
be unimportant in this article~Hanushek and Jackson, 1977,
p. 188!.

The simple, dichotomous logistic regression model is
used for estimating parameters for predicting truly dichoto-
mous events~e.g., complaining or not complaining to au-
thorities!. For most annoyance measures, however, the un-
derlying annoyance response is not a simple dichotomous
response. Residents’ reactions differ in degrees that are com-
monly captured with questions in which the respondent
chooses from a number of numerical or verbally ordered rat-
ings @e.g., ‘‘On this scale from 0~not at all disturbed! to 10
~unbearably disturbed! how do you rate aircraft noise?’’#.
The linear regression model captures this information by as-
suming that each of the adjacent answers to an annoyance
question are separated by the same sized interval and thus,
for example, the alternative answers of being ‘‘not at all, a
little, moderately, very much’’ annoyed can be scored with
the equally separated scores of 1, 2, 3, and 4. The cumulative
logistic regression model used here does not make that as-

sumption. This model captures some of the information con-
tained in the order of the responses with a single slope pa-
rameter, but a separate locational parameter for the
cumulative responses up to each point on the response scale
~Agresti, 1989; DeMaris, 1992!.

I. DATA FOR COMMUNITY RESPONSE ANALYSES

All of the 363 community noise surveys found in En-
glish language publications by the end of 1995 were exam-
ined for evidence on ambient noise impact@Fields ~1991!
catalogs 319 of these surveys#. A total of 32 social surveys
were identified that meet the following six criteria for the
present article:~1! The survey sought the respondent’s direct
reaction, feeling or rating.~2! The reaction question specified
that ‘‘noise’’ or ‘‘sound’’ was to be rated.~3! The reaction
question explicitly named the noise source.~4! The inquiry
concerned reactions at the respondent’s residence.~5! The
noise exposure from the target noise source was determined.
~6! Ambient noise was either measured or indirectly repre-
sented by a surrogate indicator~e.g., rural or urban area!.

Each of the 32 surveys therefore had some indicator of
the noise exposures from two noise sources. Since 19 of the
32 surveys asked respondents about both sources, a total of
51 data sets could be evaluated that contained over 70 000
evaluations of noises by over 45 000 respondents.

Steps were taken to attempt to obtain as complete and
accurate information as possible about the 32 study designs,
social surveys, and the accompanying 51 noise sources. The
most complete, original-language reports were obtained and
usually translated. The original researchers were sent de-
tailed data-request forms to attempt to obtain more than 50
pieces of information about the social survey and noise mea-
surement programs. Ambiguities were directly checked with
these researchers. The original-language questionnaires were
acquired for 31 of the 32 studies. The original respondent-
level, social survey data file was obtained whenever possible.

Two different types of analyses could be performed with
the 51 data sets. For 35 data sets~20 surveys! a standard,
direct analysis of the original data was performed to directly
estimate the ambient effect ratio~see Sec. II!. For the re-
maining 16 data sets~12 additional surveys and one noise
source from one of the previous 20 surveys! a weaker meta-
analysis was performed to indirectly gauge the approximate
importance of ambient noise using whatever type of infor-
mation was presented in the publication~see Sec. III!.

For the 35 data sets in the direct analysis, the annoyance
data and acoustical indices were defined in the most compa-
rable way possible before being merged into a single large
data set in which each record was either a single interview-
target noise evaluation~51 807 from 29 data sets! or a group
of evaluations~often a study site! that was weighted to rep-
resent the number of interviews in the group~6 175 evalua-
tions from six data sets!. The annoyance data were prepared
to produce at least one general target noise annoyance index
for each data set, up to 17 other direct and indirect annoy-
ance indicators, and as many as ten explanatory variables
~see Table III!. These 18 annoyance indicators were defined
by the concepts measured~e.g., general annoyance, sleep dis-

FIG. 1. Masked loudness functions obtained by adjusting the masked tone
to equal the loudness of the tone in quiet~from Stevens and Guirao, 1967, p.
463!.
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turbance, etc.!, but did not need to be scaled with the same
numbers of scale points since the final objective is to calcu-
late the ratio of regression coefficients (R), not the values of
the individual regression coefficients. The general ‘‘Multi-
point question’’ ~defined in Table AI! that enters in many
analyses is any single, multi-point question about annoyance
with the noise source. This question is the dependent vari-
able in cumulative logistic regression analyses. The general
annoyance index~‘‘Multi-item index’’ in Table AI !, the only
reaction measure defined for every data set, is the average
score of all the general questions about annoyance with the
noise source after each was scored from 0 to 10. By combin-
ing several questions this index obtains a theoretically more
reliable estimate of the respondent’s position on the under-
lying annoyance dimension. This index is the dependent
variable in linear regression analyses.

The available noise data for the two noise sources~target
and ambient! for each of the 20 surveys were analyzed to
provide estimates of both the 24-h, A-weighted, equivalent
continuous sound level (LAeq) and the day–night average
sound level~DNL!. In an attempt to create comparable noise
exposures, the various studies’ noise exposure assessment
procedures were examined to ensure comparability in time
periods, noise events included and position~noisiest facade
for the source with reflection effects removed!. Each data set
was then graded from Grade A to D depending upon the
presumed accuracy of the derived estimates of DNL and
LAeq. These two indices were used because they could be
determined for large numbers of data sets and they are most
likely to be relevant for regulatory purposes. Precise tests of
many aspects of ambient noise theories would require more
detailed data about the temporal and spectral characteristics
of target noise events and the general background noise en-
vironment. Such data are not available for enough interviews
to provide a sound basis for study. The survey publications
do not mention that intermittent noise events were ever to-
tally masked by the more pervasive types of noise sources
~such as road traffic!. In the absence of such indicators, it has
been assumed that the investigators in these studies are re-
porting the noise levels from events that were audible outside
dwellings. Additional information about the social survey
data, noise data processing procedures and the noise quality
grading procedure can be found in Table AI.

II. RESULTS FROM DIRECT ANALYSES OF 35
TARGET NOISE EVALUATIONS

This section provides the strongest tests for ambient
noise effects in residential areas. Three techniques are used
to examine the 35 target-noise data sets. First, the data are
examined in figures. Second, the total-data-set regression
analyses estimate the ambient effect ratios for the uniform
ratio ambient response model. Third, subgroup regression
analyses test the varying ratio model by examining responses
within subgroups, including those defined by ranges of
target/ambient differences.

A. Graphical displays

Relationships are first evaluated by examining a visual
display of the degree of reaction in each target and ambient
noise group in each of the 35 data sets. In Fig. 2, for ex-
ample, each data point summarizes the reactions to aircraft
noise on the multi-item index of at least 35 respondents by
aircraft noise level at three road traffic ambient noise levels
for a 1969 study around Heathrow airport. Thirty-five such
figures were examined in the complete study report to deter-
mine whether the pattern of responses supported the uniform
ratio model, the variable ratio model, or any other obvious
pattern~Fields, 1996, Appendix E!.

Only 2 figures~including Fig. 2! of the 35 figures in the
complete report support the conventional expectation that
target noise annoyance decreases as ambient noise levels in-
crease. One figure supports the opposite pattern. The 32 re-
maining figures do not clearly support any model over all
target noise levels or over any lesser 20-dB range of target
noise levels. The type of noise source and quality of the
noise data do not obviously differentiate the patterns found
in the figures. Two of the data sets with the most consistent
patterns~including Fig. 2! are in the lowest data-quality
group.

The evidence from the 35 figures suggests that target
noise annoyance consistently increases with increasing target
noise levels, but that ambient noise has no clear effect. Given
the variability present in these community survey data it is
necessary to use more sensitive, multivariate statistical tech-
niques to determine whether an ambient noise effect is
present and statistically significant.

B. Multiple regression analyses to test the uniform-
ratio model

Support for the standard, uniform-ratio model of ambi-
ent noise impact is tested in this section by directly estimat-
ing the value of the ambient effect ratio (R) from linear and
nonlinear regression analyses. As was explained earlier, the
ambient effect ratio (R) is defined by the ratio of the un-
standardized regression coefficient for ambient noise di-

FIG. 2. Response to aircraft noise for three road traffic ambient noise ex-
posures~1969 Heathrow aircraft survey, UKD-033!.
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vided by the unstandardized regression coefficient for target
noise. This section summarizes the results from over 1200
regressions for 57 regression models that were performed
and documented for the 35 data sets in the complete study
report ~Fields, 1996, Appendix D!.

1. Overall estimates of the ambient effect ratio using
target-noise reaction questions

The ambient effect ratio has been calculated for 39 re-
gression models using target-noise reaction questions. Table
I presents the results from each of the 35 data sets for 1 of

TABLE I. Estimates of the ambient effect ratio (R) from linear regression analyses of the multi-item annoyance index on target noise (TLAeq24h) and ambient
noise (ALAeq24h) ~35 data sets!.

Target noise
Study name~Catalog ID!a

Ambient
noise
source

Ratio (R) of BAlAeq/BTIAeq

Regression equation 95% confidence interval

No. of
responses Intercept

Target
BTLAeq

Ambient
BALAeq

Ratio
(R) 5R6

Lower
limit

Upper
limit

Aircraft target noise
CEC/84 Glasgow ~UKD-238! Road 605 213.02 0.23 20.00 20.01 60.37 20.37 0.36
CEC/84 French ~FRA-239! Road 570 25.69 0.30 20.10 20.35 60.92 21.27 0.58
CEC/84 Schiphol ~NET-240! Road 581 26.36 0.22 20.04 20.18 60.54 20.72 0.36
1978 Toronto ~CAN-168! Road 617 10.82 0.25 0.01 0.02 60.31 20.29 0.33
1982 Heathrow ~UKD-242! Road 413 17.05 0.37 20.01 20.03 60.48 20.51 0.45
Swiss 3-Airport ~SWI-053! Road 3940 23.76 0.15 20.04 20.24 60.44 20.67 0.20
1977 Heathrow ~UKD-148! Road 5818 10.67 0.24 20.00 20.00 60.08 20.08 0.08
1989 Fornebu ~NOR-311! Road 3322 28.10 0.19 0.02 0.09 60.28 20.19 0.37
USA 4-City 1967 ~USA-022! Road 3499 23.34 0.16 20.02 20.14 60.52 20.66 0.38
USA 3-City 1969 ~USA-032! Road 2899 26.38 0.19 0.03 0.16 60.22 20.07 0.38
USA 2-City 1970 ~USA-044! Road 1954 21.63 0.14 20.04 20.29 60.23 20.52 20.05
1967 Heathrow ~UKD-024! Road 4650 22.14 0.14 20.04 20.26 60.17 20.43 20.09
1969 Heathrow ~UKD-033! Road 315 2.39 0.18 20.12 20.70 60.25 20.95 20.46
1976 Heathrow ~UKD-130! Road 2563 24.81 0.16 20.01 20.04 60.25 20.29 0.20
1980 Brussels ~BEL-288! Road 677 14.20 0.28 20.01 20.05 61.09 21.14 1.04

Meanb (S532, 423! 20.10 60.10 20.20 0.00

Railway target noise
British Rail ~UKD-116! Road 1453 21.30 0.08 0.01 0.15 60.36 20.21 0.51
1976 Gothenburg ~SWE-165! Road 464 22.95 0.13 20.07 20.53 61.40 21.93 0.88

Meanb (S51917) 20.01 60.67 20.68 0.65

Impulse target noise
CEC/IMP French ~FRA-252! Road 451 20.34 0.07 0.01 0.08 60.70 23.62 3.77
CEC/Imp German ~GER-253! Road 248 1.68 0.08 20.04 20.53 60.51 22.04 0.98
CEC/Imp Irish ~IRE-254! Road 454 25.19 0.06 0.10 1.67 60.18 20.51 3.85

Meanb (S51153) 0.57 61.34 20.76 1.91

Road traffic target noise
CEC/84 Glasgow ~UKD-238! Aircraft 605 3.22 0.16 20.05 20.28 61.03 21.31 0.75
CEC/84 French ~FRA-239! Aircraft 570 4.25 0.20 20.09 20.44 60.78 21.22 0.33
CEC/84 Schiphol ~NET-240! Aircraft 581 7.28 0.17 0.01 0.07 61.17 21.10 1.24
1978 Toronto ~CAN-168! Aircraft 597 1.58 0.25 20.03 20.10 60.32 20.43 0.22
1982 Heathrow ~UKD-242! Aircraft 410 6.16 0.18 20.01 20.05 60.94 20.98 0.89
British Rail ~UKD-116! Railway 1453 4.22 0.12 0.01 0.05 60.20 20.15 0.26
1977 Heathrow ~UKD-148! Aircraft 5882 6.04 0.20 20.01 20.07 60.07 20.14 0.00
1989 Fornebu ~NOR-311! Aircraft 3320 3.24 0.08 0.00 0.03 60.52 20.49 0.55
1967 Heathrow ~UKD-024! Aircraft 4638 2.50 0.13 20.03 20.22 60.13 20.35 20.10
1969 Heathrow ~UKD-033! Aircraft 315 9.16 0.35 20.00 20.01 60.11 20.12 0.10
1976 Heathrow ~UKD-130! Aircraft 2502 3.36 0.13 20.02 20.18 60.20 20.38 0.03
1976 Gothenburg ~SWE-165! Tramway 464 2.20 0.05 20.01 20.18 66.97 247.15 46.79
CEC/Imp French ~FRA-252! Impulse 451 1.97 0.03 20.00 20.13 61.26 21.39 1.13
CEC/Imp German ~GER-253! Impulse 248 20.65 0.01 0.05 6.26 67.38 271.12 83.63
CEC/Imp Irish ~IRE-254! Impulse 453 4.43 0.12 20.01 20.08 60.30 20.37 0.22

Meanb (S522 489) 20.04 60.17 20.21 0.13

Mean for all sourcesb (S557 982) 20.06 60.09 20.15 0.03

aCatalog identification number from Fields~1991!.
bThe ratios in these rows are the meanR weighted by the number of interviews in each survey.
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these 39 models, a linear regression model predicting the
multi-item, direct annoyance index score~scored from 0 to
10 for every study! from the target and ambient noise levels.
Each data set is represented by a row in the table. The 1969
Heathrow data set from Fig. 2, for example, appears under
‘‘Aircraft target noise’’ in the 13th row~UKD-033! and is
shown in the first column with ‘‘Road’’ traffic as the ambient
noise source. The entry for the road traffic annoyance data
set from this study appears under ‘‘Road traffic target noise’’
in the last section of the table and represents the regression
on road traffic noise annoyance. The next column~‘‘No. of
responses’’! shows that the regressions for this study’s analy-
sis were based on 315 interview responses. Other columns in
the table give the regression equation parameters for the ‘‘In-
tercept’’ and unadjusted regression coefficients for the target
noise level ~‘‘Target BTLAeq’’ ! and ambient noise level
~‘‘Ambient BALAeq

’’ !. The ‘‘Ratio’’ column shows that the

ambient effect ratio for this data set ofR520.70 is the
strongest negative ratio found for any data set. The value of
R520.70 indicates that the same increase in annoyance can
be generated by either a 7/10 dB increase in target noise or a
1-dB decrease in ambient noise. The precision of the esti-
mate of the ambient effect ratio is expressed as a 95% con-
fidence interval. Thus the estimate ofR520.70 for this
study is surrounded by a 95% confidence interval that
stretches from approximatelyR520.46 to R520.95. All
confidence intervals in Tables I and II were calculated using
the jackknife replication method that yields estimates of
sampling errors that are appropriate for clustered study area
data~Leeet al., 1989! such as that found in community noise
surveys~Fields, 1996, Appendix H.1!.1

The linear regression model used in Table I may be
criticized because the annoyance is measured by an arbitrary
assignment of numerical values to the words used in annoy-
ance scales. The logistic regression model, as explained ear-
lier, avoids this assumption by analyzing proportions of re-
spondents above a certain degree of severity. This is
illustrated in Fig. 3 in which the 22 data points represent the
percentage ‘‘very much’’ annoyed for a 1976 Heathrow sur-
vey. The five logistic regression curves with a single shape
estimate the percentage ‘‘very much’’ annoyed by aircraft
noise in five road traffic noise environments extending from
20 to 90 dB~LAeq! and illustrate how a regression analysis
evaluates data from 22 differentially sized data points to
identify patterns that are not apparent from visual inspection.
The curves at 20 and 90 dB are extrapolated beyond the
observed 40- to 70-dB range of ambient noise exposure and
the observed target noise to clearly show the shape of the
curves.

The values of the ambient effect ratios for each of the 35
data sets have been calculated for a logistic regression model
just as they were for the linear model in Table I. This time,
however, Fig. 4 graphically presents the values of these ra-
tios ~identified by a symbol! and their standard errors~rep-
resented by thin lines! grouped by target noise source. These
ratios come from a cumulative, ordered logistic regression
analysis of a single multi-point question from each survey on
target and ambient noise. Each study is identified along the
bottom scale by its catalog number.

A simple count of the 35 ratios indicates that 25 of the
linear ~Table I! and 22 of the logistic ambient effect ratios
~Fig. 4! are negative~in conformity with the conventional
assumption that ambient noise inhibits annoyance! but that
only three of the linear and four of the logistic ratios are
statistically significant. This is evident in Fig. 4 where all but
four of the lines for the 95% confidence intervals cross the
R50.0 line.

A better summary of all of the studies is provided by
weighting each study’s estimate by its sample size and aver-
aging the results to provide the ‘‘Mean’’ estimate repre-
sented in Fig. 4 by a dashed horizontal line atR520.03
~95% confidence interval of60.09) and in Table I by the
‘‘Mean’’ rows for each type of noise and the 35 data sets as
a whole (R520.0660.09 in last row!. If both of these es-
timates are considered, their 95% confidence intervals span
the range fromR520.15 toR510.06. Two other types of
weighted means appear in the main report~Fields, 1996, Ap-
pendix D! but were ultimately rejected. Weighting each
study equally was rejected because it gives the same impor-
tance to a study with 315 respondents as to a study with 5818
respondents. Weighting each study by the inverse of the vari-
ance of ‘‘R’’ gave estimates that were similar to the number-
of-interview weighting method, but was rejected because the
estimates of the variance of ‘‘R’’ were very unstable for
subgroups from studies with small numbers of study areas.

Table II summarizes the results from 39 target-noise re-
gression models, including the model presented in Table I.
Two rows in Table II contain the ambient effect ratio
~‘‘Mean R’’ column! from Table I~first row of Table II! and
Fig. 4 ~thirteenth row!. The most valid, direct estimates come
from the 39 estimates in Parts I and II of the table, all of
which are based on survey questions about target noise an-
noyance. A striking feature of these estimates is the rather
narrow range of values fromR520.17 to10.08. Although
they encompass both positive and negative estimates of the
effect of ambient noise, none indicates that ambient noise
has as much as 20% of the impact of target noise and none
approaches the assumption that annoyance is a function of
the difference between target and ambient noise~i.e., R
521.00). Part I estimates are for overall annoyance with
the target noise. Part II estimates are for annoyance with the
target noise when there is speech interference, TV/radio in-
terference, sleep interference, startle or vibration effects. The
estimates in Part I vary in the type of regression model~lin-
ear or logistic!, noise metric~DNL or LAeq), the method of
scoring overall annoyance@multi-item index, single multi-
point scale, dichotomous scale of any annoyance or dichoto-
mous scale of high annoyance~as defined in Table AI!#, and
whether any of ten different control variables are introduced.
Some uncertainty is introduced in comparing the analyses
because, as the last column indicates, only 9 of the 35 data
sets are included in the indirect rating analyses and from 7 to
29 are included in the analyses with control variables.

After considering the range of conditions in Table I it is
proposed that the best conclusion from the data presented in
this article is that the value of the ambient effect ratio lies
betweenR520.15 andR510.06, the 95% confidence in-
tervals for the simple linear regression of the multi-item in-
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TABLE II. The 45 averages of ambient effect ratios (R) for 18 annoyance scales, two noise metrics and three regression models with controls for ten
explanatory variables.

Type of annoyance scale
Regression

model
Noise
metric

Controla

variables
~–5None,

TN5target noise!

Ratio (R) of BAL /BTL

No. of
Responses

No. of
Data
sets

Ratio
~Mean

R)b

95% Confidence interval

5R6

Lower
limit

Upper
limit

Part I: Direct ratings of target noise
Multi-item index Linear LAeq – 20.06 60.09 20.15 0.03 57 982 35

Gender 20.04 60.10 20.13 0.06 51 755 29
Education 0.00 60.15 20.15 0.15 49 931 27
Income 20.03 60.15 20.18 0.11 13 155 7
Social status 20.10 60.08 20.19 20.02 34 416 13
Age 0.08 60.30 20.21 0.38 51 253 29
Home owner 20.01 60.11 20.13 0.10 50 843 27
Dwelling type 0.06 60.14 20.08 0.20 28 072 20
Employee of TN 20.04 60.13 20.17 0.09 27 760 16
User of TN 20.05 60.10 20.15 0.04 31 537 11
Fear of TN 0.02 60.15 20.12 0.17 32 800 20

DNL – 20.07 60.09 20.16 0.02 57 982 35
Multi-point question Logit LAeq – 20.03 60.09 20.13 0.06 57 776 35

Gender 20.02 60.10 20.12 0.08 51 550 29
Education 0.00 60.12 20.13 0.12 49 736 27
Income 0.01 60.17 20.16 0.17 13 126 7
Social status 20.10 60.08 20.18 20.01 34 365 13
Age 0.00 60.12 20.12 0.11 51 051 29
Home owner 20.01 60.11 20.12 0.10 50 637 27
Dwelling type 0.07 60.14 20.07 0.21 27 880 20
Employee of TN 20.01 60.14 20.15 0.13 27 719 16
User of TN 20.04 60.11 20.15 0.08 31 449 11
Fear of TN 0.04 60.15 20.11 0.19 32 749 20

DNL – 20.04 60.10 20.14 0.06 57 776 35
Any annoyance (0/1 dichotomy! Logit LAeq – 20.05 60.09 20.15 0.04 52 214 30

Probit LAeq – 20.05 60.09 20.15 0.04 52 214 30
High annoyance (0/1 dichotomy! Logit LAeq – 20.04 60.09 20.13 0.05 57 083 33

DNL – 20.17 60.23 20.39 0.06 57 083 33
Probit LAeq – 20.05 60.09 20.14 0.05 57 083 33

Part II: Indirect ratings of target noise effects
Talking ~Multi-point! Logit LAeq – 20.07 60.14 20.21 0.07 22 376 9
Talking ~‘‘Any’’ 0/1) – 20.09 60.10 20.19 0.02 22 376 9
TV/Radio ~Multi-point! – 20.14 60.13 20.26 20.01 22 370 9
TV/Radio ~‘‘Any’’ 0/1) – 20.15 60.08 20.24 20.07 22 370 9
Sleep~Multi-point! – 20.07 60.27 20.34 0.20 22 404 9

DNL – 20.07 60.27 20.34 0.21 22 404 9
Sleep~‘‘Any’’ 0/1) Logit LAeq – 20.08 60.16 20.24 0.08 22 404 9

DNL – 20.08 60.17 20.25 0.09 22 404 9
Startle~Multi-point! Logit LAeq – 20.03 60.22 20.24 0.19 22 378 9
Startle~‘‘Any’’ 0/1) – 20.13 60.22 20.34 0.09 22 378 9
Vibration ~Multi-point! – 20.08 60.20 20.28 0.12 22 379 9
Vibration ~‘‘Any’’ 0/1) – 20.14 60.10 20.23 20.04 22 379 9

Part III: Analyses comparing the ratings of two target noise sourcesc

Target #1 minus TN #2 score Linear LAeq – 22.11 61.58 23.69 20.54 21 562 13

Target #1.Target #2 (0/1) Logit LAeq – 20.92 60.23 21.15 20.69 21 562 13

Part IV: Questions with implied comparisons of two target noise sources
Volunteer TN annoyance Logit LAeq – 20.03 60.13 20.16 0.10 40 495 27
Complain to authorities – 0.30 60.39 20.09 0.68 22 954 12

aThe control variables have been included in a multiple regression analysis with the target and ambient noise.
bThe ratio (R) is the average of each survey’s estimate ofR weighted by the number of interviews.
cThe Part III comparison ratings are for 13 regressions of annoyance differences~road traffic versus other annoyance! on road traffic noise and other noise~i.e.,
each study provides a single estimate!. Including a second data set from the same study would be redundant since the same annoyance ratings would enter
in both analyses~with opposite signs!.
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dex onLAeq of R520.06 and the logistic regression of the
multi-point index on LAeq of R520.03. Both estimates
weigh the individual data set estimates by their sample sizes,
utilize the data from all 35 data sets and are based on annoy-
ance measures that extract considerable information from the

reaction questions.LAeq is less sensitive than DNL to errors
in assumptions about nighttime exposures in some data sets.
The preferred values ofR520.06 andR520.03 are en-
compassed by the 95% confidence intervals of 39 of the 41
direct and indirect estimates of the ambient effect ratio in
Table II.

a! Conclusion.This analysis of the best available data
shows that the presence of a second, ambient noise does not
reduce or only slightly reduces annoyance with an audible
target noise. The small size of these effects and the implica-
tions of their confidence intervals are perhaps clearer when
the ambient effect ratio is expressed as the number of deci-
bels of ambient noise that have the same impact as a single
decibel of target noise. The logistic model estimate ofR
520.03 implies that a 30-dB decrease (1/20.0331) in am-
bient noise has no more impact than a single decibel increase
in target noise. Even the most extreme proposed estimate of
R520.15 implies that the 30-decibel decrease in ambient
noise has less effect than a 5-dB (4.5530•20.15) increase
in target noise.

2. Testing for ambient effects in subgroups

This section considers the possibility that a strong effect
of ambient noise has been obscured by ignoring differences
between types of noise sources, adopting too simple an am-
bient effects model, or ignoring the quality of the noise data.

a! Noise source differences.It might be hypothesized
that an ambient impact would only be expected for an inter-
mittent target noise~such as aircraft! against a continuous
background~such as road traffic!. Although the average of

FIG. 3. Response to aircraft noise at five road traffic ambient noise levels
(LAeq24h) ~1976 Heathrow aircraft survey, UKD-130!.

FIG. 4. Equivalent impact ratios (R) and 95% confidence intervals from cumulative logistic regression analyses for each of 35 data sets~identified by survey
catalog number in Table AI! classified by noise source and noise data quality grade.~Two estimates are beyond the range in the figure.R51.43 for impulse
noise for IRE-254;R56.58 for road traffic for GER-253.!
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the ambient effect ratios for the aircraft target noises (R
520.10) is slightly stronger than for the road traffic target
noises (R520.04) in Table I, this difference is not statisti-
cally significant (p.0.05) and better evidence does not sup-
port the hypothesis. The pair-wise comparison of the ten
studies with both aircraft and road traffic evaluations in
Table I shows that in seven of the ten comparisons road
traffic target noise, rather than aircraft, is more strongly af-
fected by the presence of a second noise source. In addition,
the other two intermittent target noises in Table I~railway
and impulse! are less affected by ambient noise than are the
traffic noise sources. Similar results were found for the lo-
gistic regression analysis summarized in Fig. 4. The data for
similar comparisons for all of the rating measures in Table II
are available in the main report~Fields, 1996, Appendix D!.

b! Alternative ambient effect models.The classic loud-
ness perception experiments~e.g., Fig. 1! suggest the possi-
bility that an ambient effect occurs over only a limited range
of perhaps 30 dB when target and ambient noises are rela-
tively equal. This pattern was tested with the social survey
data in four sets of analyses by examining only those respon-
dents for whom the difference between target and ambient
values fell within four 30-dB ranges (LAeq). A second pos-
sibility is that an ambient effect might only exist at one end
of the target noise range. This pattern was tested in four sets
of analyses restricted to samples below 50 dB (LAeq), above
50 dB, below 60 dB and above 60 dB. None of these eight
sets of linear or logistic regression analyses found a statisti-
cally significant-ambient effect (p,0.05). The values of the
ambient effect ratio ranged fromR520.07 to R510.31
~Fields, 1996, Table 7, Tables D-2.9–D2.12!. To reduce the
possibility that inconsistencies in estimating the ranges of
noise values could distort the estimates, these analyses ex-
cluded the 18 lowest quality data sets~labeled ‘‘Grade D’’ in
Table AI!.

c! Quality of noise estimates.The possibility that an am-
bient noise impact might be obscured by low-quality noise
exposure data has been evaluated. In the absence of firm,
statistically-based measures of the precision of the estimates
of the long-term exposures~e.g., LAeq for 12 months!, the
noise data were graded into four quality groups~Grades A to
D in Table AI! on the basis of ten quality factors and the
range of measured noise levels~Fields, 1996, Appendix B!.
Grade A studies, for example, had direct estimates ofLAeq

for the nominal microphone location while Grade D studies
lacked information about the noise metric or, for surface
transportation, the location of the measurements relative to
the noise source. No large or statistically significant differ-
ences were found in the estimates of the ambient effect ratio
between the highest-graded and lowest-graded groups of data
sets~Fields, 1996, pp. 29–31!.

3. Comparisons of the simultaneous ratings of two
target noises and the validity of the annoyance
questions

Although the analyses in this section have shown that
target noise evaluations are not affected by the presence of a
second noise, other analyses do show that target noise evalu-
ations are affected by target noise exposure and that a re-

spondent’s relative annoyance with two target noise sources
is in general agreement with the relative noise exposures
from the two target noises. The positive values forBTLAeq in
Table I show that target noise evaluations are positively re-
lated to target noise exposure in all of the 35 data sets.

In part III of Table II, the difference between the annoy-
ance rating for one target noise and a second target~ambient!
has been regressed on the noise exposure from the two target
noises. The strong negative values for the ambient effect
ratios (R521.21 orR520.64) show that annoyance with
one target noise relative to that of another target noise is just
as expected: as the second target’s noise levels become rela-
tively high, the second target’s annoyance levels become
high, relative to those of the first target. This is true for both
the simple classification of whether the first target is more
highly scored (R520.64) and for the difference between
the two scores (R521.21).

The estimates in part IV of Table II are for two low-
validity measures of ambient effects that have occasionally
been reported: volunteering target noise annoyance and com-
plaining to authorities. As both of these questions tend to
elicit only one noise source mention, they might also be ex-
pected to elicit measures of the relative rankings of two tar-
get noises rather than a measure of ambient noise impact.
The weak, not statistically significant, relationships (R
520.03, R510.30) in part IV of Table II do not support
that conjecture.

III. RESULTS FROM A META-ANALYSIS OF 16
ADDITIONAL PUBLISHED TARGET NOISE
EVALUATIONS

Other community studies have been reported in the
noise literature for which the original data could not be ob-
tained and the ambient effect ratio could not be directly es-
timated. In order to consider these studies, a meta-analysis
was conducted by reading the publications, accepting the
publications’ diverse characterizations of the strength of the
ambient noise effect and then tabulating their conclusions.

A. Data and methods

After a comprehensive review of the noise reaction lit-
erature some 16 additional ambient effect evaluations were
located in 13 surveys.2 In the absence of an exact estimate of
R, the best of five alternative criteria is used to determine
whether each of the 16 published findings indicates an ‘‘im-
portant’’ ambient noise effect. In descending order of valid-
ity the three standard~effect-size! criteria are
>3 dB a difference in annoyance scores that is the

equivalent of at least a 3-dB difference in target
noise exposure between respondents at differ-
ent ambient noise levels,
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TABLE III. Results and characteristics of 16 findings from 13 published surveys that appear in the meta-analysis.

Survey title~Catalog ID, see Fields, 1991!

Findings on ‘‘important’’ impact of ambient noise Target noise Ambient noise indicatore

No. of interviewsTarget noise control? Criteriona Standard quality?b Source Range Source Range

Three findings that ambient noise reduces target noise annoyance
1986 Sydney Aircraft/Road~AUL-307! ~Putra, 1990, No >D5% No Aircraft Unknown Road 53– 77 224

pp. 114, 353, 442; Lawrence and Putra, 1989, p. 894! 5n24 LAeq16h

1989 Muroran Road/Rail~JPN-319!c A >3 dB A Road 43– 66 Rail 43– 67 204
~Izumi and Yano, 1990, pp. 281, 282! ~sr! 5n23LAeq24h 5n24LAeq24h

1990 Toronto Air conditioner~CAN-322!c A >3 dB No Air conditioner Unknown Community 53– 69 550
~Bradley, 1993, p. 1981; Bradley, 1991, p. 31! 5n16LAeq24h

Eleven findings that ambient noise has no important effect on target noise annoyance
Swiss 3-Airport~SWI-053!d ~Graf et al., 1974, A >0.01r 2 A Road 45– 67 Aircraft 5 – 37 949

p. 144; Grandjeanet al., 1973, p. 648! 5n22L50(12h) 5n32 NNI16h

1979 Swiss General Aviation~SWI-180! A >D5% A Aircraft 30– 69 Community ^41– 47& 1010
~Institut für . . . , 1980, pp. 56, 78, 79! ~ns! 5n39LAeq12 h 5n6 dB ~A!

1964 Oklahoma City Sonic Boom~USA-012! No >D5% No Sonic boom 58– 65 Area Rural or 3000
~Borsky, 1965, Vol. I, pp. 25, 28, 30! ~ns! 5n7 LCdn urban

1972 London Construction Site~UKD-074! A >0.01r 2 A Aircraft 32– 32 Road 52– 69 535
~Large and Ludlow, 1976, p. 64! ~ns! 5n0 NNI12h and 5n17LAeq12h

construction 30– 70
5n40LAeq12h

1972 London Construction~UKD-074!
~Large and Ludlow, 1976, A >3 dB A Construction

30–70
5n40LAeq12h Road 52– 69 535

pp. 62, 63; Ludlow, 1976, Table 23, Fig. 34! ~ns! 5n17LAeq12h

1972 Paris-Area Railway~FRA-063! A p,0.05 No Rail 60– 80 Community 47– 67 350
@Aubree, 1973, p. 34~p. 36 in English translation!# ~ns! 5n20LAeq12h 5n20LAeqDay

1977 Dutch Railway~NET-153! ~de Jong, 1983, p. 300; A Vb A Rail 40– 70 Community 37– 44 670
Peeterset al., 1984, p. 47! 5n30LAeq24h 5n7 L95,24h

1989 Muroran Road/Rail~JPN-319!b ~Takahashi, 1991, A p,0.05 No Rail 43– 67 Road 43– 66 204
p. 204, Fig. 8.11, Izumi, 1993! ~ns! 5n24LAeq24h 5n23LAeq24h

1986 Sydney Aircraft/Road~AUL-307! A >3 dB A Road 53– 77 Aircraft ^20–&25 650
~Putra, 1990, pp. 114, 353, 441, 443! 5n24LAeq16h 5n.5 ANEFf

1978 Zurich Time-of-day~SWI-173! No Vb No Road 20– 75 Community Rural or 1600
~Wehrli et al., 1978, p. 145! 5n55LAeq16h citye

1977 Hampshire Village~UKD-160! No >D5% No Road 45– 70 Area Rural or 1595
~Hawkins, 1980, Fig. 6b, pp. 53, 54! ~ns! 5n25LAeq18h nationale

Two findings that high ambient noise increases target noise annoyance
1968 Coventry Railway~UKD-029! No Vb No Rail 40– 450 m Dwelling Single unit 85

~Walters, 1970, p. 60! noise or flatse

1987 Seoul Traffic~KOR-295! No >3 dB No Road ^61–&71 Area Resident or 351
~Yu, 1987, pp. 986, 987! ~sr! >n10LAeq industry

aDefinitions for>3 dB, >D5%, >0.01r 2, p,0.05, and ‘‘Vb’’ ~Verbal! are given in the text. In addition, ns5not statistically significant (p.0.05) and sr5statistically significant~using unrealistically precise simple
random sampling assumptions!.

bThe quality rating relates only to this ambient noise meta-analysis and not to other published analyses that achieved the surveys’ planned, original goals.
cTwo surveys~catalog Nos. JPN-319 and CAN-322! were not included in the survey catalog~Fields, 1991!. Their descriptions can be obtained from the author.
dThe aircraft noise evaluation for survey SWI-053 is a direct analysis data set.
eIn four studies ambient levels were not measured but were assumed to be different because of the site location~rural or city; rural or nationally representative; resident in a single unit building or resident in a noisier,
multiple-dwelling building consisting of many apartments!.

fANEF is the Australian Noise Exposure Forecast~dB! that contains a single weighting for both evening and nighttime hours that is less than the standard NEF nighttime weighting.
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>D 5% a difference of at least 5% annoyed at different
ambient levels,

>0.01r 2 at least 1% of the variance in annoyance is ex-
plained by ambient noise.

In the absence of the above, the two nonstandard indicators
are
p,0.05 a statistically significant difference between re-

spondents at different ambient noise levels (p
,0.05),

Verbal an unqualified, verbal assertion that ambient
noise affects annoyance~i.e., no qualification
such as ‘‘small’’ or ‘‘slight’’!.

Each of the 16 study findings was classified by target
noise source, ambient noise source, number of respondents,
and overall quality~Table III!. Standard quality findings used
one of the three standard effect-size indicators given above
and also controlled for the impact of target noise levels when
drawing conclusions about reactions in different ambient
noise exposure groups. A complete discussion of the ratio-
nale for these classifications is available elsewhere
~Fields, 1996, Appendix F!.

B. Results

Figure 5 shows that 11 of the findings, accounting for
the vast majority of the respondents, indicate that the re-
sponses in the presence of ambient noise are about the same
as those in the absence of ambient noise. Only 3 of the 16
findings, from studies with 978~8%! of the 12 512 re-
sponses, suggested that there was an important tendency for
annoyance with a target noise to be reduced in the presence
of high ambient noise levels.

If the data in Fig. 5 are reanalyzed taking into account
the noise source or the data quality rating, the same conclu-
sions are reached. No important ambient noise effect is
found for two of three aircraft findings or four of six road
traffic findings. No important effect is found for five of the
six standard quality findings. The results and bases for each
finding are shown in Table III.

The evidence from the 12 512 responses in the 16 pub-
lished findings in this section is consistent with the evidence
from the 57 982 responses for the 35 analyzed reactions in
the previous section. If ambient noise has any impact in a
residential setting, it is not a strong impact.

IV. RESULTS FROM RATINGS OF NOISE DURING
LABORATORY SESSIONS

In this section laboratory studies are examined to deter-
mine whether annoyance with complex environmental noises
is affected by the presence of other, carefully measured
noises in two laboratory rating situations:~1! when each tar-
get noise event is rated separately and~2! when the total
session of exposures to a target noise is rated as a whole.

An attempt to locate all relevant studies published in
English by the end of 1995 was made by reviewing eight
journals, searching the PSYCHLIT electronic data base,
scanning 162 article abstracts, and personally contacting ev-
ery author of a relevant publication to ask about other pub-
lications. A total of 23 findings from 21 laboratory studies

were located that contained all five of the following ele-
ments:~1! a target noise is itself rated~not the total noise
environment!, ~2! the target noise is a complex environmen-
tal noise,~3! the rating is a subjective rating of the annoy-
ance, loudness, or noisiness of the noise~not of its audibil-
ity!, ~4! an ambient noise is simultaneously presented, and
~5! the impact of ambient noise is evaluated by contrasting
reactions under conditions that differ in either target or am-
bient noise levels. The procedures followed and results of the
search have been described in greater detail elsewhere
~Fields, 1996, Appendix G!.3

Single noise events were rated in 11 findings from ten
studies. In these studies the subject rated a single presenta-
tion of a target noise before hearing the next target noise
presentation. These studies generally support the pattern
found in the tone perception studies. Nine findings~eight
studies! indicated that reactions to a target noise were re-
duced by ambient noise~Berglund et al., 1980; Fidell and
Teffeteller, 1978, 1981; Fidellet al., 1979; Pearsons, 1966;
Pearsonset al., 1979; Powell, 1979~2 findings!; Sternfeld
et al., 1974, pp. 14–17; Wells, 1971!. Only 2 of the 11 find-
ings did not find the expected pattern~Powell and Rice,
1975; Sternfeldet al., 1974, pp. 3–11!.

Total sessions of exposures to multiple target noise
events~for example, a set of aircraft flyovers! were rated in
12 findings from ten studies~see Table AII!. These findings
differed from the single event ratings and resembled the find-
ings from the field surveys. Nine either found no support for
an ambient noise effect or found that ambient noise increased
annoyance~Powell, 1978: 1st, 2nd~2 findings!, and 3rd Ses-
sion Experiments; Powell, 1978: 1st, 2nd, 3rd, and 4th Pilots;
Powell and Rice, 1975!. Only three studies found that ambi-
ent noise reduced target noise annoyance~Powell, 1978: 5th
Pilot; Powell, 1978: 3rd Session Experiment; Vos and
Smoorenburg, 1985!. The only one of these later three that
found a strong, statistically significant effect~Vos and
Smoorenburg, 1985! was also the only 1 of the 12 findings
for which the ambient noise was kept at an unvarying level
during the entire rating session. In all of the other studies, the
ambient noise fluctuated somewhat during the session so
that, as in a residential environment, the subject could occa-
sionally experience individual target noise events in the ab-

FIG. 5. Numbers of studies and responses in studies that indicate that an-
noyance with target noise stays the same or is reduced or increased to an
important extent~source: 12 512 ratings of 16 noises from 13 surveys con-
taining 11 549 respondents!.
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sence of high ambient noise levels. This suggests that ambi-
ent noise levels may not affect annoyance when, as in the
normal living environment, people know what the noise level
would be in the absence of ambient noise. In short, those
laboratory studies that most closely match the residential en-
vironment do not support the traditional ambient noise hy-
pothesis that residents in high ambient noise areas will be
less annoyed by target noises.

V. CONCLUSIONS AND DISCUSSION

Laboratory studies show that the perceived loudness of
tones and the annoyance with individually presented noise
events are reduced in the presence of background noise.
However, the present analysis has found that neither field nor
laboratory studies show that annoyance with longer-term ex-
posures to multiple noise events is reduced in the presence of
a second noise. Because only a summary noise metric
~LAeq! was available for the present analyses, it has not been
possible to analyze variations in individual-event levels in
rare situations in which target noises are always partially
masked by ambient noises. None the less, by examining a
wide range of combinations of target and ambient noise lev-
els, the present analysis provides an adequate test for com-
mon variations in individual events from transportation noise
sources.

It has often been assumed that residents’ reactions to a
target noise will be reduced if there are other environmental
noises present. Why do the data from more than 70 000
evaluations of 51 noise sources by over 45 000 residents
from 32 social surveys not show a strong effect of one noise
source on the evaluations of another noise source? The wide
range of surveys examined, the methods followed in prepar-
ing the surveys for this analysis, and the lack of variation in
results for stronger and weaker surveys suggest that the an-
swer is not weaknesses in the study methods. Furthermore,
carefully controlled laboratory studies led to a similar con-
clusion.

Since the best available empirical data do not support
the expectations about ambient noise impact, it is important
to reexamine the theories that hypothesize an ambient noise
effect. Except for theories about the perception and detection
of partially masked noise events~e.g., Fidell and Teffeteller,
1981; Schultz, 1982, pp. 327–328; Stevens and Guirao,
1967!, this author has been unable to find explicitly enunci-
ated theories that give the basis for expecting an ambient
noise effect. Some theories about reactions in low noise en-
vironments ~Schultz, 1982, pp. 328–330! or reactions in
apartments with a facade not exposed to a target noise
~Fields, 1992a, pp. 117–120! turn out, on reflection, to be
theories about reactions to low-level target noises, not about
ambient noise effects. Previous survey publications have al-
most always implicitly, rather than explicitly, presented theo-
ries that ambient noise reduces target noise annoyance. Close
examination of three such theories suggests that there are
equally strong theoretical bases for hypothesizing that ambi-
ent noise should not affect target noise annoyance or should,
instead, make residents more sensitive to a target noise.

A. Acoustical-perceptual theories

Acoustical-perceptual theories are based on the type of
finding illustrated in Fig. 1; perceptions of the loudness of a
target noise are inhibited when ambient noise levels ap-
proach or exceed those of a target noise level. There are at
least three reasons for expecting that such perceptual inhibi-
tion is relatively unimportant in the residential environments.

First, because the ambient noise levels fluctuate greatly
over time, residents may experience the target noise often
enough without an ambient noise present that they form an
accurate estimate of the target noise level regardless of the
ambient noise conditions. The phenomenon of perceptual
constancy may mean that as long as the target noise can be
clearly identified, residents correctly estimate the target noise
level rather than incorrectly assuming that the target noise is
quieter when another noise is present.

Second, research on interior residential noise levels has
shown that the total ambient noise environment in residences
is dominated by the noises that the individual or other house-
hold members generate as they go about their normal daily
routines of communicating, listening to audio equipment,
performing household chores, moving about their environ-
ment or touching things that are close to their ears. If per-
ceptions of a target noise in a residential environment are in
fact inhibited by the ambient noise, a second, external trans-
portation noise source would be expected to be a trivial con-
tributor to that ambient noise.

Third, instead of inhibition there may be sensitization.
Some residents who are exposed to multiple noise sources
may react by becoming generally more aware of all noise
sources~Schultz, 1978, p. 385!.

One variant of an acoustical perception perspective is
subject to the reductionist fallacy: the assumption that the
physical laws that explain a phenomena at one level~e.g., the
perceptions of individual noise events! can be simply ex-
trapolated to the next level of abstraction~e.g., feelings about
a total noise environment!. An example is the assertion that
people cannot be affected by individual noise events they do
not hear. The reasonable part of this assertion is the assump-
tion that people must perceive some instances of a noise
source to form a judgment about the source. The fallacy is
the assumption that the appropriate model for combining the
effect of those events is a summation of only those events
that were directly perceived. An alternative model assumes
that people use their knowledge about physical phenomena
to form their perception of the total noise environment~e.g.,
a noisy aircraft environment continues to be noisy even when
I create a masking noise!. The feelings about the noise envi-
ronment produced by a single noise source do not need to be
the sum of the sound pressure levels that are perceived at a
resident’s ear any more than the feelings about the visual
environment produced by a neighborhood trash dump need
to be the sum of the minutes that visual images of a trash
dump are processed by a resident’s retina. In short, the noise
events that are partially or fully masked can affect residents’
feelings if residents can estimate the unmasked noise levels
of those events.
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B. Environmental reference-point theories

Even if a second noise source does not directly affect
perceptions, the environmental reference-point theory posits
that judgments about the seriousness of one target noise will
be reduced if there is another more serious target noise
present. This is an understandable assumption for acoustical
professionals who deal primarily with acoustical phenomena
and limit their theories to acoustical variables. An equally
logical alternative assumption is that residents judge the se-
riousness of target noises relative to the seriousness of other
nonacoustical environmental nuisances in the neighborhood.
Alternatively, residents may judge target noises relative to
portable, omnipresent noise sources~people’s voices, audio
instruments! or may make judgments on an absolute, not a
relative, basis. Another possibility is that residents judge tar-
get noises in their neighborhood relative to noises they have
experienced in other neighborhoods. For all of these alterna-
tives a target noise is not judged by reference to another
transportation noise within the local neighborhood environ-
ment. Of course, the alternative sensitization theory is that
the presence of one nuisance in the neighborhood~an ambi-
ent noise! makes residents environmentally more conscious
of all environmental problems and thus sets a higher refer-
ence point for judging the target noise.

C. Quietness valuation theories

Quietness valuation theories assume that through self-
selection or other processes the types of people who choose
to live in a quiet area are the types of people who more
highly value quiet. Residents who choose to live near a busy
highway, for example, are assumed to have already judged
that quietness is not highly valued and to thus be similarly
insensitive to a second noise, for example, aircraft noise. The
alternative assumption is that the value placed on quiet is
uniformly distributed across residential areas. Direct evi-
dence for this alternative assumption comes from a previous
meta-analysis of the relationship between noise sensitivity
and community noise levels for 17 noise ratings by over
31 000 respondents in 16 studies~Fields, 1992a, p. 25!. Self-
rated noise sensitivity was compared in high-noise commu-
nities and low-noise communities. In that meta-analysis no
important differences in sensitivity were found in most stud-
ies ~13 of the 17 noise ratings!. Of course, the alternative
sensitization theory is that some people begin to place a
higher value on quietness from all noise sources when they
live in an environment with a high ambient noise exposure.

Professional, community noise acousticians’ beliefs in
the standard quietness valuation theory can be easily ex-
plained by their contact with unrepresentative samples of the
population at times when new noises are introduced. In this
situation, an effective political argument is that residents
who do not have other loud noises present should not be
subject to a loud environmental noise. This is easily trans-
formed into the untested empirical argument that people who
do not have a second noise source present will be more both-
ered by the presence of a new noise source.

D. Summary

In summary, a careful consideration of the theoretical
and experimental bases for forming hypotheses about ambi-
ent noise impact does not contradict the empirical findings in
this report. If people are exposed to events for which they
can develop a logical estimate of their long-term noise expo-
sure~in the absence of ambient noise!, then their annoyance
may be related to the actual noise levels of the events, not the
sum of the perceived levels of the directly experienced
events. In this latter situation ambient noise does not reduce
reactions to target noises in either short laboratory rating
sessions or residential environments.
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APPENDIX: DESCRIPTION OF ANNOYANCE AND NOISE EXPOSURE DATA

TABLE AI. Data for the direct analyses of 35 target noise evaluations from 20 surveys~40 noise sources!.

Identification

No. of
Interviews

~G5grouped!a
No. of
sites

Major direct reaction meausures
Best published data to

estimateLAeq24h
Adjustments to
noisiest facadee

~without reflections!
~A5none,

NA5unknown position!

Noise quality gradef

Survey title
~Catalog ID, see Fields, 1991! No.

Noise
source

Multi-point
question

~No. of points!b

High annoyance:
verbal labels and

fraction of scale points
Multi-item
index-Nc

Noise metricd

(A5LAeq)
No. of hours

(A524)
Grade for
procedure sLAeq

g
Data
set

CEC/84 Glasgow~UKD-238! 1. Aircraft 605 6 Verb-4 1/4 ‘‘Very much’’ Index-2 A A A A 5.6 A
~Diamondet al., 1986! 2. Road 605 6 Verb-4 1/4 ‘‘Very much’’ Index-2 A A 22.5 A 8.3

CEC/84 French~FRA-239! 3. Aircraft 570 9 Verb-4 1/4 ‘‘Beaucoup’’i Index-2 A A A A 9.6 A
~Vallet et al., 1986! 4. Road 570 9 Verb-4 1/4 ‘‘Beaucoup’’i Index-2 A A 23 A 6.7

CEC/84 Schiphol~NET-240! 5. Aircraft 581 9 Verb-4 1/4 ‘‘Heel erg’’i Index-3 A A A A 5.6 A
~Diamond and Walker, 1986! 6. Road 581 9 Verb-4 1/4 ‘‘Heel erg’’i Index-2 A A A A 6.5

1978 Toronto~CAN-168!
~Hall et al., 1981!

7. Aircraft 617 53 Verb-5
~Bipolar-9!

2/5 ‘‘Considerably,
Extremely’’

Index-7 A A A A 3.8

B8. Road 597 53 Verb-5
~Bipolar-9!

2/5 ‘‘Considerably,
Extremely’’

Index-7 A A A A 5.6

1982 Heathrow~UKD-242! 9. Aircraft 413 10 Verb-4 1/4 ‘‘Very much’’ Index-3 A A A A 4.1 B
~Brookeret al., 1985! 10. Road 410 10 Verb-4 1/4 ‘‘Very much’’ Verb-4 A A 22.5 A 7.9

British-Rail ~UKD-116! 11. Rail 1453 3001 Verb-4 1/4 ‘‘Very much’’ Index-5 A A 22.4 A 12.3 C
~Fields and Walker, 1982! 12 Road 1453 3001 Numb-7 2/7 Index-2 A Dayk 22.5 C 6.4

1976 Gothenburg~SWE-165! 13. Trams 464~G! 6 Verb-4 1/4 ‘‘Very’’ ‘‘Mycket’’ ‘‘Very’’ A A 23 A 3.4 D
~Rylanderet al., 1977! 14. Road 464~G! 6 Verb-4 1/4 ‘‘Very’’ ‘‘Mycket’’ ‘‘Very’’ Traffic count A A C 6.4

Swiss 3-Airport~SWI-053! 15. Aircraft 3940~G! 25h Numb-11 3/11 3/11 NNI 16 Measured on
balcony railings

C 10.9
C

~Graf et al., 1974! Road L50 12 C 6

1982 Fornebu~NOR-311! 16. Aircraft 3322 15 Verb-4 1/4 ‘‘Very’’ ‘‘Svært’’ Index-4 EFN A A A 7.7 C
~Gjestlandet al., 1990! 17. Road 3320 15 Verb-4 1/4 ‘‘Very’’ ‘‘Svært’’ Index-2 Traffic count A 23.0 ~distance! C 6.6

1977 Heathrow~UKD-148! 18. Aircraft 5818 2001 Numb-7 2/7 Numb-7 N, L 12 A C 7.3 C
~Tarnopolsky and
Morton-Williams, 1980!

19. Road 5882 2001 Numb-7 2/7 Index-2 Traffic count Off peak 22.5 C 6.1

1980 Brussels~BEL-288! 20. Aircraft 677~G! 11 None 1/3 Indx-11j NNI A A B 6 D
~Jonckheere, 1989! Other A A NA D 3

1969 Heathrow~UKD-033! 21. Aircraft 315~G! 9 Open-2 None Index-6 N, L 12 A C 10.4 D
~Bottom, 1971! 22. Road 315 9 Open-2 None Index-3 Traffic count A NA C 4.1

1967 Heathrow~UKD-024! 23. Aircraft 4650 251 Verb-4 1/4 ‘‘Very much’’ Verb-4 N, L A A B 8.4 D
~MIL Research, 1971! 24. Road 4638 251 Verb-4 1/4 ‘‘Very much’’ Verb-4 Other None NA D 5.4

1976 Heathrow~UKD-130! 25. Aircraft 2563 44 Verb-4 1/4 ‘‘Very much’’ Verb-4 N, L, Duration 12 A B 6.7 D
~McKennell, 1977! 26. Road 2502 44 Verb-4 1/4 ‘‘Very much’’ Verb-4 Other None NA D 5.8

USA-4-Airport ~USA-022! 27. Aircraft 3499 61 Numb-5 1/5 ‘‘Extremely’’ Numb-5 N, L A A B 11 D
~Tracor, 1971! Other L50 Daytime NA D 4.3
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TABLE AI. ~Continued.!

Identification

No. of
Interviews

~G5grouped!a
No. of
sites

Major direct reaction meausures
Best published data to

estimateLAeq24h
Adjustments to
noisiest facadee

~without reflections!
~A5none,

NA5unknown position!

Noise quality gradef

Survey title
~Catalog ID, see Fields, 1991! No.

Noise
source

Multi-point
question

~No. of points!b

High annoyance:
verbal labels and

fraction of scale points
Multi-item
index-N

c
Noise metricd

(A5LAeq)
No. of hours

(A524)
Grade for
procedure sLAeq

g
Data
set

USA-3-Airport ~USA-032! 28. Aircraft 2899 187 Numb-5 1/5 ‘‘Extremely’’ Numb-5 N, L A A B 8.4 D
~Tracor, 1971! Other L50 Daytime NA D 4.4

USA-2-Airport ~USA-044! 29. Aircraft 1954 24 Numb-5 1/5 ‘‘Extremely’’ Numb-5 N, L A A B 9.1 D
~Connor and Patterson, 1972! Other L50 Daytime NA D 5.1

CEC/Imp French~FRA-252! 30. Impulse 451 10 Verb-4 1/4 ‘‘Very’’ ‘‘tre`s’’ Index-2 A A 23 A 20.7 D
~Groeneveld and de Jong, 1985! 31. Road 451 10 Verb-4 1/4 ‘‘Very’’ ‘‘tre`s’’ Index-2 A A NA D 7.1

CEC/Imp German~GER-253! 32. Impulse 248 18 Verb-4 1/4 ‘‘Very’’ ‘‘sehr’’ Index-2 A A 23 A 7 D
~Groeneveld and de Jong, 1985! 33. Road 248 18 Verb-4 1/4 ‘‘Very’’ ‘‘sehr’’ Index-2 A A NA D 5.1

CEC/Imp Ireland~IRE-254!
~Groeneveld and de Jong, 1985!

34.
35.

Impulse
Road

454
453

18
18

Verb-4
Verb-4

1/4 ‘‘Very’’
1/4 ‘‘Very’’

Index-2
Index-2

A

A
A
A

23
NPA

A
D

15.5
5.4

D

aOnly group-level response data~averages! are available.
bThe multi-point question is used in the cumulative logistic regression analysis in Fig. 4 and in Table II. For study UKD-033 the multi-point question is a volunteered mention of the noise source on an open question.
cThe multi-item index is based on the average scores from ‘‘N’’ questions and used in the linear regression analysis in Tables I and II. Where the term ‘‘Index’’ is not used, only one question is used.
dDefinition of metrics: N,L5number of noise events and the logarithmic average peak level of those events!; EFN5Norwegian Equivalent Aircraft Sound Level index, dB.@This index contains a nighttime weighting,
a graduated evening weighting and a Sunday weighting. Near Fornebu~Oslo! Airport, EFN is approximately equal toLdn10.8 dB.] ‘‘Traffic count’’ appears even if the noise metric value provided is derived from a
traffic count.

eIn the absence of study-specific estimates, exposures reported at 1 m before a dwelling facade are reduced by 2.5 dB for road traffic and 2.4 dB for railway noise.
fThe quality rating relates only to this ambient noise meta-analysis and not to other published analyses achieving the surveys’ planned, original goals.
gThe noise quality grade is reduced to Grade D for standard deviations of less thansLAeq53.5.
hData for 25 noise ranges were aggregated from an unknown number of study sites~SWI-035!.
i‘‘Heel erg’’ and ‘‘Beaucoup’’ are translated as ‘‘very much.’’
jIndex-11 is based on 11 questions, but was collapsed into three scores when published~BEL-288!.
kRoad traffic is estimated with a single 10-minute measurement~UKD-116!.
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1Although the article’s confidence intervals for the individual studies are
unchanged from the main report~Fields, 1996!, the intervals are slightly
different for the summary measures that combine the results from several
studies~for example, the ‘‘Mean’’ values in Table II! because this article
always uses the jackknife-based variance estimates that have a stronger
theoretical base than the weighted variance estimates that appeared in the
main report. The differences, however, are slight. Of the 90 confidence
intervals in text tables in the main report, 74 were within 1% point of the
jackknife estimates in this article, 12 overestimated the precision and 4
underestimated the precision.

2The present article’s meta-analysis includes fewer studies than in previous
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Differentiation of cochlear pathophysiology in ears damaged
by salicylate or a pure tone using a nonlinear systems
identification technique
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Mongolian gerbils were exposed to eithera-ketoglutarate, salicylate, or an 8-kHz pure tone.
Cochlear microphonic~CM! was recorded from the round window in response to 68 and 88 dB SPL
Gaussian noise. A nonlinear systems identification technique provided the frequency-domain
parameters of a third-order polynomial model characterizing cochlear mechano-electric transduction
~MET!. A series of physiologic indices were derived from further exploration of the model.
Exposure to the 8-kHz pure tone and round window application of salicylate resulted in different
changes in the polynomial parameters and physiologic indices even though the threshold shifts were
similar. A general reduction of CM magnitude was found after the tone exposure, and an increase
at low-mid frequencies was demonstrated in the salicylate group especially at the lower signal
level. The slope of the MET curve was reduced by the acoustic overstimulation. The root or the
operating point of the MET was shifted in opposite directions after the two treatments.
Sound-pressure levels that saturate MET expanded in the tone exposure group and narrowed in the
salicylate group. The signal level also had effects on these indices. ©1998 Acoustical Society of
America.@S0001-4966~98!05310-7#

PACS numbers: 43.64.Nf, 43.64.Kc, 43.64.Gz@RDF#

INTRODUCTION

Recently, a nonlinear systems identification~NLID !
technique has been applied to the cochlear microphonic
~CM! to quantify cochlear mechano-electric transduction
~MET! in gerbils ~Chertoff et al., 1996, 1997!. The NLID
technique provided the frequency-domain parameters of a
third-order polynomial equation which models MET. A se-
ries of physiologic indices characterizing the MET process
were derived from further mathematical manipulations of the
polynomial coefficients. These indices included slope,
maxima, minima, and saturation sound-pressure levels at
maxima (SPLmax) and minima (SPLmin). Exposure to an 8-
kHz pure tone at 100 dB SPL for 20 min altered the polyno-
mial coefficients, coherence functions, and physiologic indi-
ces. The slope, maxima, and minima of the transduction
curve were reduced whereas the SPLmax and SPLmin , or the
sound-pressure levels required to saturate the MET at the
maximum and minimum output were increased. These re-
sults were interpreted as a decrease in outer hair cell~OHC!
receptor currents, a change in the ion channels, and an alter-
ation of the mechanics of the stereocilia.

Various cochlear pathologies may affect different as-
pects of the inner ear transduction. Noise exposure can dam-
age the OHC stereocilia and lead to an uncoupling of the
tectorial membrane~Patuzzi, 1995!. Ototoxic drugs, such as
salicylate, can alter MET by damaging the cell body~Sty-
pulkowski, 1990; Shehataet al., 1991!. These changes in the
inner ear may result in different changes in the polynomial
model of MET and the corresponding physiologic param-

eters. If so, these indices may be helpful in describing the
physiologic conditions of the inner ear and differentiating
hearing losses due to different cochlear pathologies. The pur-
pose of this study was to determine if the polynomial model
and associated physiologic indices could characterize MET
in damaged ears and distinguish among hearing disorders. In
the present study, noise exposure and salicylate were se-
lected as the damaging agents. In contrast with the alter-
ations of the ultrastructure and micromechanics of the OHC
stereocilia induced by noise exposure~Saunderset al.,
1991!, salicylate toxicity targets the cell body, damaging the
surface cisternal system~Dieler et al., 1991! and reducing its
turgor pressure~Shehataet al., 1991!. Therefore MET can be
compared between ears with OHC stereocilia damage and
those with cell body damage.

I. METHODS

A. Animal preparation

Twenty-four Mongolian gerbils weighing between 39
and 95 g, with normal hearing, served as subjects. Normal
hearing was defined as round window compound action po-
tential ~CAP! thresholds at or below 25 dB SPL at 1, 2, 4, 8,
and 16 kHz. Animals were sedated with an intraperitoneal
injection of pentobarbital of 64 mg/kg as the initial dosage
and 1/3 of that as a subsequent dosage administered every 60
min. Body temperature was monitored and maintained by a
homeothermic blanket control unit~Harvard! with a rectal
thermosensor insertion. The right pinna and its surrounding
tissue were removed to expose the bulla. The bulla was
opened with a dental drill~Volvere GX!, and a ball-tip silver
wire electrode was placed on the round window~RW!. Thea!Electronic mail: mchertof@kumc.edu
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electrode was insulated by #31 polymide tubing~Micro ML !
and fixed on the bulla opening by super glue~cyanoacrylate
ester!. The RW niche was kept dry with a cotton wick. The
bulla remained open throughout the experiment.

B. Signal delivery and processing

Acoustic signals were created in an array processor
~Tucker-Davis Technology, TDT AP2!, downloaded to a 16-
bit digital-to-analog converter sampling at 65.536 kHz~TDT
DA1!, and passed through a headphone buffer~TDT HB6! to
a headphone~Etymotic ER-2!. The m-metal encased head-
phone was connected to a tube that was sealed to the bony
external ear canal. To monitor signal level, a calibrated probe
microphone~Etymotic ER-7C! was sealed at the end of the
tube, and positioned approximately 5 mm from the umbo of
the tympanic membrane.

A sequence of 250-ms frozen Gaussian noise, windowed
with a 5-ms cos2 ramp, was used to evoke CM responses.
The noise was delivered at 68 and 88 dB SPL in random
order. Because Chertoffet al. ~1997! found differences in the
polynomial parameters between 88 and 85 dB SPL, and pre-
vious studies showed that salicylate had greater effects at
lower signal levels~Fitzgeraldet al., 1993; Kujawaet al.,
1992!, the 68 dB SPL condition was used in the present
study. The Gaussian noise was maintained at the desired
level by measuring the input rms from the probe microphone
and adjusting the attenuator through a feedback software
routine. The noise spectrum was equalized between 0.1 and
10.24 kHz by an inverse filter procedure~Chertoff and Chen,
1996!.

The CAP was elicited by 2-ms tone bursts windowed
with a 1-ms cos2 ramp. Hearing threshold estimates were
obtained by monitoring the CAP on a digital storage oscillo-
scope~Hitachi VC-6045A!. Signal level was attenuated in
2-dB steps until theN1 could only be detected approximately
50% of the time. This level was considered the CAP thresh-
old.

C. Data acquisition and analysis

Cochlear responses between the RW electrode and a
ground needle electrode in the neck musculature were band-
pass filtered between 0.03 and 30 000 Hz~12 dB/oct! and
amplified 500 times by a low-noise preamplifier~Stanford
SR560!. The electric signal was low-pass filtered at 16 kHz
~54 dB/oct!, amplified ten times by a dual variable filter
~Steward VBF 10M!, and digitized at 65.536 kHz~TDT
AD2!. The average of ten presentations of the same Gaussian
noise sequence and the corresponding CM responses yielded
one input/output record.

Each record~16 384 points! was divided into 64 sub-
records of 256 points. Ten different sequences of Gaussian
noise resulted in ten records, from which input/output spec-
tral density functions were obtained. The time domain signal
was Hanning windowed with 50% overlapping to correct the
energy loss in the spectrum~Bendat and Piersol, 1986!. The
ratio of the cross-spectral density function and the input au-
tospectral density function provided the gain and phase of
the linear system frequency response function. The ratios of

the uncorrelated cross- and input auto-spectral density func-
tions yielded the gain and phase of the coefficients of the
third-order polynomial model of MET~Chertoffet al., 1996;
Bendat and Palo, 1990; Bendat and Piersol, 1986!:

y~ f !5A3~ f !x32A2~ f !x22A1~ f !x1dc, ~1!

wherex represents the input in pascals;y is the CM response
in volts. Differentiation and algebraic manipulation of the
polynomial equation resulted in a series of physiologic indi-
ces characterizing MET. Figure 1 demonstrates a mechano-
electric transduction curve plotted from the polynomial equa-
tion of MET and its physiologic indices. Methods for
deriving these indices were described previously~Chertoff
et al., 1997, Appendix!.

D. Experimental design

Animals were randomly assigned into a control group
and two experimental groups. The number of subjects per
group (n58) was determined by performing a statistical
power analysis on the previous data~Chertoff et al., 1996,
1997!. The control animals received 100 mMa-ketoglutarate
~Sigma K-1875! which has a similar structure and formula
weight (FW5168.1) to salicylate, but no ototoxic effect.
The experimental animals received either 100 mM sodium
salicylate ~Sigma S-3007! solution or an 8-kHz pure tone
~Mercer 9805! presented at 110 dB SPL for 10 min. The
stimulus level of the damaging tone was monitored and
maintained by tracking the peak amplitude of the spectrum
with a signal analyzer~Hewlett–Packard 3561A Dynamic!.
The average sound-pressure level in the tone exposure group
was 109.760.28~s.d.! dB SPL.

Preliminary studies of injecting salicylate into the femo-
ral vein resulted in noticeable systemic alteration and mini-
mal threshold shifts. However, dripping salicylate solution
onto the RW produced acute high-frequency CAP threshold
shifts. We also found that 100 mM salicylate could achieve a
similar extent of threshold shift and audiometric configura-

FIG. 1. Illustration of the MET transduction curve and the physiologic
indices. SV and ST represent the directions of the input sound pressure
towards scala vestibuli and scala tympani. Modified from Chertoffet al.
~1997!, with permission.
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tion to animals exposed to an 8-kHz tone for 10 min. All the
solutions were freshly prepared and warmed to body tem-
perature by placing a syringe in the animal’s blanket. A mi-
cromanipulator was used to control the dripping of the solu-
tions from a needle attached to a probe tube, which was
connected to the syringe. Two drops of the solutions were
kept in the RW niche for 10 min and then dried with cotton
wicks. Both a-ketoglutarate and the salicylate were dis-
solved in phosphate buffered saline (pH57.3). ThepH of
a-ketoglutarate was adjusted to 7.260.21 (s.d.) by 5N
NaOH. The averagepH of sodium salicylate was 7.5
60.13 (s.d.).

After the animal preparation and equipment setup, CAP
thresholds were estimated and CM responses to Gaussian
noise recorded. Next, the animals were allowed to rest for 10
min after which the CM recordings were repeated. This
served as a within-subject control to determine the reliability
of the experiment. Following this recording session, treat-
ments of either an 8-kHz tone exposure or a perfusion of
salicylate ora-ketoglutarate were initiated for a duration of
10 min. In both the control and the salicylate group, CAP
threshold at 16 kHz was monitored during the exposures.
Immediately after the treatments, the CM response to noise
was recorded and CAP thresholds obtained. The recovery of
the CAP threshold at 16 kHz was monitored in all groups for
60 min past the beginning of the treatments.

E. Statistics

The change of the dependent variables between the two
consecutive recordings separated by a 10-min rest period was
determined by subtracting the particular dependent variable
of interest at time 2 from that variable at time 1. This is the
effect of a 10-min rest. The treatment effect was determined
by subtracting the variable at time 3 from that at time 2. The
different scores for each group at each epoch were submitted
to a between group~control, salicylate, and 8 kHz! two-
factor ~time and frequency! repeated measure analysis of
variance~Statistica 4.5, StatSoft!. If the general analysis of
variance~ANOVA ! was significant, a one-factor~frequency!
three-way ANOVA was performed for rest and treatment
conditions separately. If there was a significant group or
group3frequency interaction, each experimental group was
compared to the control group with a between group one-
way ANOVA. The same statistical procedure was applied to
the CAP threshold shift. If a group3frequency interaction
was significant, a Newman–Keulspost hocprocedure was
used to determine the frequencies where the threshold shifts
differed between two groups. A probability of less than 0.05
was considered statistically significant.

Since the frequency effect was implied in the group by
frequency interaction, the major focus of the statistical analy-
sis for the present study was on the group or
group3frequency effects. Violations of the homogeneity of
variance and sphericity assumptions were controlled by ad-
justing the degrees of freedom with the Huyn–Feldt proce-
dure ~Marascuilo and Serlin, 1988!. The estimates of effect
sizes for the group and frequency3group effects were deter-
mined by calculating theh2 ~Young, 1993!. Cohen’s criteria
~1988! were followed in the judgment of the effect size.

II. RESULTS

A. Normative data

Statistical analysis showed no significant difference on
the polynomial coefficients and physiologic indices between
the first two recording sessions in all three groups, i.e., there
was no change of these variables after the 10-min rest. How-
ever, data derived from the CM responses to 68 dB SPL
Gaussian noise showed differences from that of 88 dB SPL.

1. Input/output

The average input/output spectral density functions
computed across all animals for the first two recordings are
shown in Fig. 2~A! and~B!. The energy in the input spectra
was evenly distributed, although a slight increase presented
at about 1 kHz in the 68 dB SPL spectrum. The shapes of the
output spectral density function for CM were similar at both
levels, though the CM output for the 68 dB SPL Gaussian
noise was about ten times smaller. The energy in the CM
reached a maximum at approximately 1.3 kHz followed by a
minimum at 3.3 kHz, and slowly rolled off above 6 kHz. The
magnitude of the system transfer function was similar in
shape to that of the output spectrum@Fig. 2~C!#, however, the
gain of the CM response for the 68 dB SPL signal was about
2.4 times larger than the 88 dB SPL condition. The average
gain across frequency was 2.28 mV/Pa for 68 dB SPL and
0.96 mV/Pa for 88 dB SPL. The CM phases at both levels
followed the same trend@panel~D!#, but in general, the CM
in response to the lower level signal was delayed more than
the higher level. The largest phase delays,23.25 rad for 88
dB SPL and23.57 rad for 68 dB SPL, occurred at 2 and 2.6
kHz, respectively. The least phase delays~21.87 rad for 88
dB SPL,22.12 rad for 68 dB! were at 3.8 kHz.

FIG. 2. Average input~panel A!, output~panel B! spectral density functions
for 68 and 88 dB SPL conditions. The magnitude and phase of the input/
output transfer function are shown in panels~C! and ~D!, respectively.
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2. Physiologic indices

The physiologic indices derived from the third-order
polynomial equation are illustrated in Fig. 3. The slope at the
inflection point of the transduction curve represents the gen-
eral sensitivity of the cochlear MET at a particular fre-
quency. The absolute value of the slope at 68 dB SPL was
always greater than at 88 dB SPL@panel~A!#, indicating that
the transduction curve for the lower signal level was steeper
than that for the higher level. The slope at 68 dB SPL ranged
across frequency from24.5 to 21 mV/Pa, whereas the
range for 88 dB SPL was from21.6 to 20.6 mV/Pa. Panel
~B! shows the effect of signal level on the root of the poly-
nomial equation, which is thex intercept of the MET curve
~Fig. 1!, and represents the operating point~OP! of the co-
chlear partition. At 68 dB SPL, the root ranged from20.25
to 0.02 mPa, and reached20.15 mPa at 3.8 kHz. At 88 dB
SPL, the lowest OP was 3.4 mPa at 1.3 kHz, and a peak of 9
mPa was present at 3.3 kHz.

The maximum output~maxima! and the sound-pressure
levels required to reach this output (SPLmax) are shown in
Fig. 3~C! and~D!, respectively. The positive saturation volt-
ages of the higher signal level was greater than that of the
lower level. For 88 dB SPL, a peak as high as 1.3 mV oc-
curred at 1.3 kHz, and a trough as low as 0.3 mV at 3.3 kHz.
For 68 dB SPL, the highest maxima~0.6 mV! was at 1.5
kHz, the lowest~0.09 mV! was at 3.3 kHz. At 68 dB SPL,
the SPLmax ranged from20.14 to20.3 Pa, and at 88 dB SPL
it ranged from20.8 to 21.25 Pa, and stayed around21.15
Pa above 4600 Hz.

The minima is the saturation output for CM in the nega-

tive direction. The sound-pressure level needed for the satu-
ration of the negative CM is the SPL at minima (SPLmin). As
illustrated in Fig. 3~E!, the absolute saturation output of the
higher signal level was greater than that of the lower level.
For 88 dB SPL, the largest output was21.58 mV at 1.3 kHz,
and the smallest output was20.4 mV at 3.3 kHz. For 68 dB
SPL, the minima ranged from20.76 mV at 1.5 and 6.6 kHz
to 20.1 mV at 3.3 kHz. Panel~F! shows that the SPLmin for
68 dB SPL was about 0.3 Pa, while that for 88 dB SPL
ranged from 0.9 to 1.5 Pa.

B. Effects of cochlear damage

1. Threshold shift

The CAP threshold change was determined by subtract-
ing the thresholds before treatment from the thresholds after
the treatment~Fig. 4!. There were no considerable threshold
shifts across frequency for the control group. The 8-kHz
pure-tone exposure group and the salicylate group showed
similar high-frequency threshold shifts. At 8 and 16 kHz, the
average threshold shifts for the 8-kHz exposure and the sali-
cylate groups were very similar and different from the con-
trol group. In contrast, at 4 kHz, the salicylate group had an
average of 7.7 dB SPL threshold elevation, which was sig-
nificantly different from the control group (p,0.05);
whereas the 8 kHz tone exposure group had only a 1.6 dB
SPL threshold change, which was not significantly different
from the control group (p50.195).

The threshold at 16 kHz was monitored from the onset
of the treatment to 60-min post-exposure for the animals in
the control and salicylate groups. In the 8-kHz pure-tone
exposure group, the 16-kHz threshold could not be obtained
during the 10-min exposure. Therefore it was measured im-
mediately after the exposure and monitored for 50 min. One
purpose of monitoring the threshold was to ensure the stabil-
ity of the animals’ hearing losses during the CM recordings.
The time courses of the threshold shifts in the three groups
are illustrated in Fig. 5. In the top panel, it is apparent that
a-ketoglutarate did not result in a considerable threshold
shift. In contrast, the salicylate and the 8-kHz pure-tone ex-

FIG. 3. Physiologic indices for 68 and 88 dB SPL.~A! slope of the MET
curve;~B! operating point or the root of the polynomial model;~C! maxima
or positive saturation CM;~D! SPLmax or sound-pressure level at maxima;
~E! minima or negative saturation CM;~F! SPLmin or sound-pressure level at
minima.

FIG. 4. The average CAP threshold shift6SEM for the three groups.
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posure yielded a maximum threshold shift around 10 min,
which was followed by a slow recovery~lower two panels!.
The time course of onset and recovery was fit by a double
exponential decay function~SigmaPlot 3.03, Jandel!:

u5aet/t22cet/t1, ~2!

wheret1 is the time constant of the onset of the threshold
shift, andt2 is the time constant for the recovery from the
maximum threshold shift;a andc are the curve fitting con-
stants, so that the sum of them is the starting point of the
curve at time zero.

The averaget1 was about 3.3 min for the salicylate
group; i.e., it took more than 3 min for the CAP threshold to
reach 63% of the maximum shift~middle panel!. For the
8-kHz exposure group,t1 was not available because the
threshold was not recordable during the pure-tone exposure.
As shown in the lower two panels, the recovery time con-
stant (t2) of the salicylate group was significantly shorter
than that of the 8-kHz exposure group~one tailed Mann–

Whitney T58.0, p,0.05!. The t2 of the 8-kHz exposure
group was 147.8635.7 ~s.d.! min, while for the salicylate
groupt2 was 83.7635.1 ~s.d.! min. The medians, 10th, and
90th percentiles oft2 for the two experimental groups are
illustrated in the inset box-chart in the bottom panel of Fig. 5
for a direct comparison.

2. ‘‘A’’ polynomial coefficients

A set of three ‘‘A’’ polynomial coefficients@cf. Eq. ~1!#
were derived from the NLID procedure for each recording at
different times. Figure 6 illustrates the changes in the mag-
nitudes of the polynomial coefficients for the three groups at
the two signal levels. At 68 dB SPL, salicylate increasedA1

primarily below 2 kHz and at 4.6 kHz~panel A!. In contrast,
A1 was not affected by salicylate at the 88 dB SPL condition.
Overstimulation with the 8-kHz tone dramatically reduced
A1 across the majority of the frequencies for both signal
levels@panels~A! and~B!#. Moreover,A1 was reduced more
at 1.5, 4.6, and 7.4 kHz for the lower signal level and at 1
and 6 kHz for the higher level. ForA2 , the salicylate group
showed an increase at low frequencies for both signal levels,
whereas the tone exposure group showed reductions at 5 and
9 kHz for 68 dB SPL@Fig. 6~C! and ~D!#. Both panels~E!
and ~F! show thatA3 increased for some frequencies in the
salicylate group, and decreased in the tone exposure group
for both 68 and 88 dB SPL conditions. In the salicylate
group, A3 increased below approximately 8 kHz for the
lower signal level, and at frequencies below 6 kHz for the

FIG. 5. Time courses of the CAP threshold shift at 16 kHz for each animal
in the three groups~dashed lines!. Treatments started at time zero and lasted
10 min. Solid lines indicate the best fitting double exponential decay curves
and associated time constantst1 andt2 . Inset in the bottom panel shows the
medians and the 10th and 90th percentiles of the recovery time constants
(t2) for the two experiment groups.

FIG. 6. Average changes in the polynomial coefficients for the three groups
at 68~left panels! and 88 dB SPL~right panels! conditions. Top panels,A1 ;
middle,A2 ; bottom,A3 .
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higher level. However, in the tone exposure group,A3 was
reduced across the whole frequency range at 88 dB SPL, and
in the frequency ranges below 6.1 and above 8.4 kHz at 68
dB SPL.

As illustrated in Fig. 7, salicylate and the tone exposure
altered the phase ofA1 andA3 but notA2 ~not shown!. The
phase delay ofA1 increased at both signal levels@panels~A!
and ~B!#. For 88 dB SPL, the phase ofA1 was delayed by
about 0.1–0.3 rad in the salicylate group. A similar change
occurred at 68 dB SPL. The phase delay caused by the 8-kHz
tone exposure was not evenly distributed across frequency.
As large as a 0.7-rad phase delay occurred at 6.7 kHz in the

lower signal level condition;A1 was delayed approximately
0.3 rad at around 2 and 6 kHz for the higher level. In the
salicylate group, a change ofA3 phase occurred at 88 dB
SPL but not at 68 dB SPL@Fig. 7~C! and ~D!#. This
amounted to approximately a 0.2- to 0.3-rad phase delay
from low to high frequencies. Tone exposure increased the
A3 phase delay by about 6 rad at frequencies above 6 kHz in
the lower stimulus level condition. Similar toA1 , at 88 dB
SPL,A3 phase was delayed more at 6.1 and 2.3 kHz.

3. Physiologic indices

The statistical results~F values and the adjusted degrees
of freedom! for the changes in the physiologic indices com-
pared to the control group are summarized in Table I. The
group effects and the group by frequency interactions be-
tween each experimental group and control group are pre-
sented. Also included are the corresponding effect sizes (h2)
for the reader to determine the importance of one effect rela-
tive to the others.

Panels~A! and~B! of Fig. 8 illustrate the change in the
slope or sensitivity of MET as a result of salicylate or 8-kHz
pure-tone exposure. Positive change scores indicate that the
slope became smaller or less sensitive; negative values rep-
resent steeper slopes. The tone exposure significantly de-
creased the slope of MET across almost all frequencies at
both signal levels. The changes were more dramatic at 1.5,
4.8, and 6.9 kHz for 68 dB SPL, and at 1.3 and 6.4 kHz for
88 dB SPL. In contrast, for the salicylate group the slope
became steeper with the greatest effects in the low frequen-
cies and at the lower signal level. Limited changes occurred
at the higher signal level.

The root of the polynomial equation or the OP of MET
changed differently in the two treatments. For both signal
level conditions, the value of the root was reduced, indicat-

FIG. 7. Average change in phase of the polynomial coefficients. The left
and right panels show the change scores for the phase ofA1 ~upper panels!
andA3 ~lower panels! under 68 and 88 dB SPL conditions, respectively.

TABLE I. Statistical results: effects and effect sizes on the physiologic indices. TheF values, the adjusted degrees of freedom, and theh2 were based on the
ANOVA between each experimental group and the control group on the change scores of the indices.

68 dB SPL 88 dB SPL

Fa dfb h2c F df h2

Sald 8 Ke Sal 8 K Sal 8 K Sal 8 K Sal 8 K Sal 8 K

Slope g3 f f 7.35* 5.27* 3, 47 7, 98 0.18 0.05 5.39* 12.3* 4, 54 6, 80 0.17 0.05
gg 65.4* 71.0* 1, 14 1, 15 0.34 0.62 1.78 116* 1, 14 1, 14 0.04 0.75

Root g3 f 0.69 4.11* 39, 546 3, 45 0.01 0.07 2.24 5.58* 2, 31 2, 32 0.03 0.04
g 0.01 16.0* 1, 14 1, 15 0.00 0.30 6.24* 9.70* 1, 14 1, 14 0.24 0.33

Maxima g3 f 1.98 10.6* 7, 97 10, 155 0.08 0.18 1.64 9.72* 6, 81 7, 98 0.06 0.07
g 0.88 51.0* 1, 14 1, 15 0.02 0.32 9.75* 113* 1, 14 1, 14 0.16 0.69

SPLmax g3 f 3.72* 11.1* 11, 153 12, 191 0.11 0.30 3.24* 5.32* 13, 177 11, 147 0.08 0.15
g 13.4* 0.06 1, 14 1, 15 0.20 0.00 30.1* 16.1* 1, 14 1, 14 0.35 0.17

Minima g3 f 3.89* 2.01 8, 109 2, 28 0.18 0.10 3.46* 7.41* 6, 84 7, 98 0.10 0.07
g 9.32* 21.3* 1, 14 1, 15 0.04 0.05 13.2* 57.3* 1, 14 1, 14 0.19 0.57

SPLmin g3 f 2.52* 2.33 6, 81 2, 32 0.12 0.11 1.21 1.51 39, 546 4, 53 0.05 0.03
g 22.1* 5.09* 1, 14 1, 15 0.08 0.01 20.2* 31.0* 1, 14 1, 14 0.20 0.43

*p,0.05.
aEach comparison involves each experimental group and the control group.
bDegrees of freedom were adjusted for any violation of assumptions.
cEffect size was judged as: large, ifh2.0.14; medium, if 0.14.h2.0.01; small, ifh2,0.01 ~Cohen, 1988!.
dSalicylate group.
e8-kHz pure-tone exposure group.
fGroup3frequency interaction.
gGroup effect.
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ing that the OP shifted towards negative sound pressures as a
result of the tone exposure@Fig. 8~C! and ~D!#. In contrast,
the salicylate group showed no effect on the OP at 68 dB
SPL but an increase at 88 dB SPL. As shown in panel~D!,
salicylate moved the OP towards positive sound pressure.

The maxima of the CM were reduced in the two experi-
mental groups, especially for the tone exposure group@Fig.
9~A! and ~B!#. At 68 dB SPL, this reduction of output was
dramatic at 1, 4.5, and 7 kHz for the tone exposure group. In
the 88 dB SPL condition, the decrease of the maxima was
significant throughout the whole frequency range, and more
dramatic at 1.3 and 6.1 kHz. There was a reduction of
maxima for frequencies above 4 kHz in the salicylate group
for 88 dB SPL, and at 6.5 kHz for 68 dB SPL. Under both
signal level conditions, less sound pressure~positive value!
was needed to reach maxima (SPLmax) in the salicylate group
@panels~C! and ~D!#. For the 8-kHz exposure group, more
sound pressure~negative value! was required to reach the
maxima at 5.6 and 10 kHz for the low signal level; similarly,
more sound-pressure level was required below 2.5 kHz and
above 5 kHz for the higher level.

A reduction in the negative CM minima yielded a posi-
tive change score. From panels~E! and ~F! of Fig. 9, it is
obvious that the CM decreased for the tone exposure group
at both signal levels. Greater reduction occurred at 6.9 kHz
for 68 dB SPL, and in a wide frequency range for 88 dB
SPL. In the salicylate group, the absolute value of minima
increased at low frequencies~, 1.5 kHz! for 68 dB SPL.
Contrarily, it decreased in the 88 dB SPL condition above
5.5 kHz. The SPLmin was reduced around 7 kHz under the 68
dB SPL condition in both experimental groups@Fig. 9~G!#.
In panel ~H!, for 88 dB SPL, the SPLmin was significantly
increased by the tone exposure, indicating that more sound
pressure was required to saturate MET. However, a decrease
in the SPLmin occurred for the salicylate group, indicating
that less sound pressure was needed to saturate the MET.

III. DISCUSSION

A. Level effects

There were significant level effects on the overall am-
plitude, gain, and phase of the CM. The CM was larger at 88
dB SPL than at 68 dB SPL, but the gain was smaller, indi-
cating that MET saturates at high stimulus levels. The phase
delay was greater at 68 dB SPL than at 88 dB SPL. A change
in phase may reflect a moving of the place in the cochlea
where the CM is generated. That is, the greater delay of the
CM for the 68 dB SPL condition suggests that the CM re-
sponse moved towards the apex of the cochlea at the lower
signal level. This is consistent with a previous investigation
showing a level-related shift in CM response location~Hon-
rubia and Ward, 1968! and other studies showing that maxi-
mal basilar membrane~BM! displacement shifts with stimu-
lus level~Ruggeroet al., 1997; Zhang and Zwislocki, 1996!.

The physiologic indices of MET changed with signal
level. The steeper slope of the transduction curve at 68 dB
SPL compared to 88 dB SPL indicates that MET is more
sensitive at the lower signal level. This finding is in agree-
ment with Patuzzi’s~1995! demonstration of a decrease in a
sensitivity parameter as a function of stimulus level. One
explanation for the steeper slope~higher sensitivity! of MET
at lower signal levels rests on the ‘‘active process’’ of the
cochlear amplifier. The OHC is capable of fast or ac contrac-
tile movements in response to both electrical~Ashmore,

FIG. 8. Average change in physiologic indices. The change scores of the
slope~upper panels! and the operating point~lower panels! for the 68 and 88
dB SPL signal levels are illustrated in the left and right panels, respectively.
Positive change score indicates a decrease in the slope.

FIG. 9. Average change in physiologic indices. The change scores of the
maxima, minima, SPLmax, and SPLmin under 68 and 88 dB SPL conditions
are shown in the left and right panels, respectively. Panels~A! and ~B!
maxima;~C! and ~D! SPLmax; ~E! and ~F! minima; ~G! and ~H! SPLmin .
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1987! and mechanical stimulation~Brundin and Russell,
1994!. These active processes, prevalent at low signal levels,
may enhance the BM vibration, thereby increasing current
flow through OHCs. At higher stimulus levels, the motile
responses of the OHC and the number of ion channels being
open for a given sound pressure may reach saturation, result-
ing in less steep MET slopes.

The reduced sensitivity of MET at the higher stimulus
level could also result from the shift of the OP of the co-
chlear partition. As illustrated in the insets of the upper pan-
els in Fig. 10~the x intercepts of the solid lines!, the root of
the polynomial model of MET shifted towards positive
sound pressures at 88 dB SPL. This root reflects the OP of
the cochlear partition, or an equivalent sound-pressure level,
at which 50% of the transduction channels are open~Patuzzi,
1995; Kirk and Patuzzi, 1997!. This corresponds to a mini-
mum stiffness of the stereocilia and maximum sensitivity of
MET ~Howard and Hudspeth, 1988!. The shift of the OP
towards positive sound pressure in the present study indi-
cates that either the cochlear partition is displaced towards
the scala tympani~ST!, or the stereocilia on the OHCs are
shifted to a hyperpolarized position~illustrated by the double

arrow between the lower panels in Fig. 10!. This is a less
than optimal position for the opening and closing of the
transduction channels, thereby decreasing the sensitivity.

The shift of the OP towards ST at the higher signal level
in the present study is comparable to the finding of LePage
~1987!, that the RW summating potential showed a dc shift
towards ST at the characteristic frequency where BM dis-
placement was largest. The change in OP may be due to a dc
contraction or a static change in stiffness of the OHC that
alters the position of the cochlear partition at higher stimulus
levels. The increase in the ion currents flowing through
OHCs at the higher signal level could result in a cumulative
elevation of extracellular K1 concentration~Cody and Rus-
sell, 1988; Johnstoneet al., 1989!, and cause a shortening of
the OHCs via a voltage-dependent~Santos-Sacchi and
Dilger, 1988! or an osmotic mechanism~Dulon et al., 1988!.
This slow or dc contraction of OHC~shown by the compari-
son of the control OHCs in the lower panels of Fig. 10! could
reduce the distance between the BM and the reticular lamina
~Zimmermann and Fermin, 1996!, consequently moving the
OP towards ST. This static shift of the cochlear partition

FIG. 10. Illustrations of MET curve and the hypothesized changes in the outer hair cell and the cochlear partition. Upper panels show the MET curves for the
three groups at 1792 and 1024 Hz at 68~left! and 88 dB SPL~right!. Details of the operating point change are shown in the insets~x intercepts!. Lower panels
illustrate the anatomic and physiologic changes in the three groups at the two signal levels. The arrows represent the OP shifts. SV and ST are the directions
towards scala vestibuli and scala tympani, respectively. BM: basilar membrane. TM: tectorial membrane.
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towards the ST may be a protective mechanism for the vul-
nerable OHC stereocilia against high sound-pressure energy.

B. 8-kHz tone exposure

Even though the procedure of the pure-tone exposure in
this study differed~level increased by 10 dB SPL, duration
shortened by half! from our last study, the hearing loss, the
CM response to 88 dB SPL noise, and the changes in the
coefficients as well as the physiologic indices were consis-
tent with our previous findings~Chertoff et al., 1997!. The
threshold shift started at 8 kHz and was most prominent at an
octave above, i.e., 16 kHz. The effects of the 8-kHz tone
exposure included a reduction in the overall amplitude of the
CM response and a decrease in theA1 and A3 coefficients.
Furthermore, the absolute values of the slope, maxima, and
minima decreased while those of SPLmax and SPLmin in-
creased. In some cases, these changes were greater at 1 and 6
kHz for the 88 dB SPL condition~right panel of Fig. 9!. This
frequency effect was also found in our previous study
~Chertoff et al., 1997!. The effects of the tone exposure are
summarized in the upper panels of Fig. 10.

The reduced maxima, minima, and slope of the trans-
duction curves could be due to the decrease in OHC receptor
currents. Acoustic overstimulation damages the most vulner-
able structure of the inner ear, i.e., stereocilia of the OHC
~Saunderset al., 1991!. Many reversible anatomic alterations
in stereocilia, such as bending, separation at the tips, disar-
ray, and swelling of the cuticular plate were found in the
acute stage of noise-induced temporary threshold shift~TTS!
studies~Gao et al., 1992; Clark and Pickles, 1996!. All of
these changes reduce the coupling between the hair cells and
the tectorial membrane~Patuzzi, 1995!, and could reduce the
number of ion channels being opened at a given sound pres-
sure. This would result in a reduction of hair-cell receptor
currents and could account for the change in the physiologic
indices of MET.

The observed increases in SPLmax and SPLmin after the
tone exposure indicate that a larger cochlear partition dis-
placement was required to drive the OHC receptor current
into saturation. That is, more sound energy was needed to
deflect the stereocilia so that the maximum number of chan-
nels are opened or closed. This could be due to a reduction of
stereocilia stiffness such as that observed by Liberman and
Dodds~1987! in their acute preparation of noise exposurein
vivo, and by Saunderset al. ~1986! in their water jet experi-
ments on isolated cochlear turnsin vitro. The loss of hair
bundle stiffness could directly alter the displacement of the
stereocilia and indirectly reduce the compliance of the co-
chlear partition. Both mechanisms would reduce the possi-
bility of the opening and closing of the transduction channels
at a given sound-pressure level. Therefore more sound pres-
sure would be needed to saturate MET.

Another interesting finding is that the OP of the cochlear
partition shifted towards negative sound pressure. This could
be explained by an elevation of the cochlear partition to-
wards scala vestibuli~SV! due to the structural changes in
the stereocilia of the OHCs. As shown in the lower panels of
Fig. 10, bending and disarray of stereocilia and decrease of
hair bundle stiffness could reduce the distance between the

BM and the tectorial membrane. The decrease in OHC
length and volume after noise-induced TTS~Dew et al.,
1993! could also contribute to the OP shift. The direction of
the OP shift in the present study is comparable to the shift in
OP after a 200-Hz tone exposure for 3 min reported by Kirk
et al. ~1997!.

There were various phase changes in the CM after tone
exposure. The phases ofA1 and A3 were delayed. One ex-
planation for the change in phase is that the receptor currents
normally flowing through hair cells are blocked, forming a
longitudinal redistribution of the receptor currents. Because
the CM was recorded from the RW, the vector summation of
the receptor current included a greater contribution from a
remote region. Responses from more remote regions would
have more phase delay, since it takes longer for the traveling
wave to reach the new contributing hair cells. Interestingly,
the phase change was greatest at 2 and 6 kHz~Fig. 7!. This
may be attributed to different mechanisms involved in the
change of MET. For example, uncoupling of stereocilia from
the tectorial membrane may change MET at some frequen-
cies, whereas blockage of transduction channels may be
dominant at other frequencies.

C. Salicylate exposure

Dripping salicylate onto the RW caused a high-
frequency hearing loss similar to that of an 8-kHz pure-tone
exposure. However, the salicylate group demonstrated differ-
ent changes in the polynomial parameters and the physi-
ologic indices. The typical effects of salicylate on the CM
were an increase in the magnitudes of the CM response and
the ‘‘A’’ coefficients in the low-mid frequencies at low sig-
nal levels. Also the phase delay increased with frequency.
These changes led to increases in slope, minima~low-mid
frequencies!, and reductions in maxima, SPLmax and SPLmin

~upper panels in Fig. 10!. Besides these changes, the OP
shifted towards positive sound pressures in the 88 dB SPL
condition.

The increase in the CM magnitude and the slope of
MET were more dramatic at the lower signal level. These
findings are consistent with the results of Stypulkowski
~1990! and Fitzgeraldet al. ~1993!. Furthermore, the in-
crease in CM only occurred in certain frequency ranges, i.e.,
1 to 2 kHz and 4–6 kHz. These effects due to signal levels
and frequencies could explain the different results in some of
the previous salicylate studies. For example, Puelet al.
~1990! did not find alterations in CM evoked by a 10-kHz
tone burst at 68 dB SPL, but they did find a ‘‘slight’’ reduc-
tion in CM magnitude at 98 dB SPL. In our Fig. 6, at 10
kHz, there is indeed no change ofA1 andA3 for the 68 dB
SPL condition, and a slight reduction ofA1 andA3 for 88 dB
SPL. The isopotential CM data reported by Didieret al.
~1993! showed not only a decrease at 8 and 16 kHz, but also
an increase at 2 kHz. These results are compatible with our
findings. The frequency effects on the CM could be attrib-
uted to the local application of the salicylate in these studies.

The greater magnitude of the CM response, slope of
MET curve, and maxima and minima after salicylate expo-
sure may reflect an increase in the conductance of OHCs.
Stypulkowski~1990! suggested that salicylate could increase
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the permeability of the basolateral wall of the OHC, and thus
increase the conductance of the cell membrane. Such an in-
crease in conductance of OHCs would account for the in-
creased receptor current from the OHCs and the consequent
greater CM response for a given sound-pressure level. The
increase in the slope occurred mainly in the 68 dB SPL con-
dition. This could be due to the saturation of the OHC recep-
tor current at the higher level.

Salicylate moved the OP in the positive sound-pressure
direction at the higher signal level~lower right panel of Fig.
10!. The shift of OP has also been suggested by Frank and
Kössl ~1996!. They showed that injecting salicylate into the
ST caused a decrease in cubic and an increase in quadratic
distortion product otoacoustic emissions~DPOAE!, an out-
come of the change in asymmetry of the transduction curve.
In the salicylate group, we also noted an increase inA2 , the
quadratic component of the third-order polynomial model of
MET, especially in the 68 dB SPL condition~Fig. 6!. Fur-
thermore, the peak voltage-dependent capacitance of the
OHC, which corresponds to the most sensitive point of the
reversible transduction curve~Iwasa, 1993!, was reduced but
shifted in the depolarizing direction with the application of
salicylate to the isolated OHCs~Kakehata and Santos-
Sacchi, 1996!. This result is comparable to the OP shift to-
wards ST in the present study.

Both in vivo and in vitro morphologic studies show that
salicylate can induce swelling and vesiculation of the subsur-
face cisternae of OHCs~Douek et al., 1983; Dieleret al.,
1991! and subsequently reduce the turgidity of the cell body
~Shehataet al., 1991!. As hypothesized in the lower panels
of Fig. 10, a reduction in OHC volume and surface area due
to low cellular turgidity ~Chertoff and Brownell, 1994!,
along with a decrease in the axial stiffness of the OHC~Rus-
sell and Schauz, 1995!, may directly reduce the electromo-
tility of the OHC ~Shehataet al., 1991!. It is possible that the
slow shortening of the OHC body at higher stimulus levels is
blocked by the salicylate. This is in agreement with the find-
ing that aspirin can potentiate the noise-induced TTS in hu-
mans ~McFadden and Plattsmier, 1983!, probably because
the OP-shift protective mechanism is weakened. This inhibi-
tion of the slow movement of the OHC may lead to the shift
of the OP towards ST at higher signal levels. Further studies
on the OP shifts with respect to the stiffness of the cochlear
partition and the radial morphometric changes of the organ
of Corti are necessary to gain further insight into the mecha-
nisms of the cochlear MET.

IV. SUMMARY AND CONCLUSION

The results of this study showed that the MET was al-
tered in different manners by the two treatments. The ampli-
tudes of the maxima and minima were decreased by the 8-
kHz pure tone exposure, but increased in the mid- to low-
frequency range by the salicylate. The pressures required to
saturate the MET in both directions were reduced by salicy-
late and increased by the tone exposure. The slope of the
MET transfer function~sigmoidal! at the inflection point was
reduced by the tone exposure and increased by the salicylate.
The cochlear partition OP shifted towards SV in the tone
exposure group under both signal level conditions; however,

the OP shifted towards ST in the salicylate group at the
higher signal level. The results of the present study are en-
couraging for the development of clinical measures that are
both sensitive and specific to alterations in cochlear physiol-
ogy.
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Temporal factors associated with cochlear nerve tuning to dual
and single tones: A qualitative study
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The simultaneous presentation of a 10- and 10.86-kHz tone produces an 860-Hz cochlear nerve
difference tone~DT! response in the gerbil which persists for the duration of the stimulus. Forward
masking shows this response is generated by neurons sharply tuned to the stimulus frequencies.
When compared with the DT response, the cochlear nerve compound action potential~CAP! to a
single tone is smaller in amplitude, has a higher nonmasked threshold, and produces a less sensitive
tuning curve~TC!. Forward maskers can also produce amplitude enhancement of the CAP, but this
was not observed for the onset portion of the DT response. The CAP TC is as sharply tuned as the
TC of either the DT onset response or the entire DT response. A comparison was made of tuning
of the DT response to the onset, the first half and second half of the 23-ms duration probe stimulus,
using either a 5- or 15-ms masker-probe interval. An increase of the tip threshold of the TC to all
three portions of the stimulus occurred as the interval was increased between the end of the masker
and the midpoint of the portion of the stimulus under question. The 15-ms masker-probe interval
produced sharper TCs. ©1998 Acoustical Society of America.@S0001-4966~98!06209-2#

PACS numbers: 43.64.Qh, 43.64.Ri@RDF#

INTRODUCTION

Both temporal and filtering factors are important in the
analysis of speech and other vocalizations~Evans, 1978;
Langer, 1992!. One commonly used method of assessing the
spectral properties of the cochlea is the frequency threshold
tuning curve, created by determining the minimal level of a
single tonal stimulus, over a wide range of tonal frequencies,
that can increase the firing rate of cochlear nerve fibers by a
criterion amount~Tasaki, 1954!. Alternatively, masker tun-
ing curves for cochlear nerve axons can be obtained by using
a method analogous to that used for obtaining the psycho-
physical tuning curve~Small, 1959!. This involves stimulat-
ing the cochlea with an above-threshold tone at the charac-
teristic frequency of the neuron, and determining the
minimal intensity of a masker, over a wide range of masker
frequencies, that can reduce this firing rate by a criterion
amount~Bauer, 1978; Pickles, 1984!.

Rather than measuring responses of individual neurons,
masker tuning curves of cochlear nerve function are often
~and more conveniently! generated by measuring changes of
amplitude of the cochlear nerve compound action potential,
or CAP ~Dallos and Cheatham, 1976; Harris, 1979!. The
CAP is a response created by a rapid change~typically the
onset edge! of stimulus intensity. But the sudden tonal onset
required in order to obtain a robust CAP in response to a low
level stimulus results in a considerable amount of acoustic
splatter, thereby increasing the width of the masker TC. One
purpose of the present experiments is to compare the CAP
TC with a more recently developed~and equally convenient!
method that does not have this disadvantage: The difference
tone ~DT! tuning curve.

When two phase-locked tones of equal amplitude are

simultaneously presented, the acoustic waveform envelope is
modulated at a frequency equal to the difference tone (DT
5F22F1 , whereF2 has the higher frequency of the two
tones!. Even though this DT envelope frequency is not
acoustically present in the stimulus, the nonlinear character-
istics of the cochlear hair cells will result in a demodulation
of the envelope frequency~Khanna and Teich, 1989!. A DT
response can be obtained from the firing rates of individual
cochlear nerve axons, and is most robust if the axons have
characteristic frequencies close to those ofF1 andF2 ~Kim
et al., 1980; Siegelet al., 1982; Khanna and Teich, 1989!. A
DT response can also be recorded from the cochlear round
window ~RW! of the guinea pig~Nuttall and Dolan, 1993,
1994! and gerbil~Brown, 1994; Henry, 1996a!. Tetrodotoxin
reduces the magnitude of this response~Nuttall and Dolan,
1994; Henry, 1996a!, suggesting the RW DT response is
neural in origin. This interpretation is supported by forward
masking of the RW DT response, which results in sharp
tuning curves~TCs! having tip frequencies corresponding to
the frequency of the two tones that comprise the probe
stimulus~Henry, 1996b!.

Another purpose of these experiments is to evaluate the
influence of temporal factors on the tuning of the DT re-
sponse. One conventional means of examining the effects of
time on tuning curves is to vary the interval between the
ending of the masker and the beginning of the probe stimu-
lus. Studies using psychophysical tuning curves~PTCs! have
shown that increasing this masker-probe interval elevates the
TC tip threshold~Kidd and Feth, 1981; Nelson and Freyman,
1984; Lutfi, 1988! and broadens the TC~Kidd and Feth,
1981; Nelson and Freyman, 1984!. Dallos and Cheatham
~1976! also showed that increasing the masker-probe interval
elevates the CAP TC threshold, but this only broadened the
CAP TC if the masker was very brief~i.e., a 5-ms duration
masker of a 15-ms duration probe stimulus!. In addition toa!Electronic mail: krhenry@ucdavis.edu
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determining the influence of the masker-probe interval on the
DT TC, the present experiments take advantage of a property
that is not found in the CAP produced by the onset of a
single tone: The DT response occurs throughout the duration
of the stimulus. This allows the possibility of obtaining a
measure of the tip threshold and sharpness of cochlear peri-
odicity tuning to any portion of the stimulus, and not just to
its onset.

I. METHODS

A. Subjects

Thirteen Mongolian gerbils~Meriones unguiculatus!,
aged 120 to 180 days, were used in these experiments. Six
animals were used in the first, and seven in the second ex-
periment. All animals were at least the sixth generation of
gerbils raised in our colony under conditions of restricted
ambient noise. Preliminary otoscopic screening and subse-
quent microscopic examination of the middle ear resulted in
gerbils free of cholesteatomas~Chole et al., 1981!. Gerbils
were only used if their CAP thresholds were within the range
found to be normal in this laboratory~<25 dB SPL, with a
1-ms linear rise and fall time 8-kHz stimulus!.

B. General stimulus considerations

The stimulus frequencies were chosen in order to pro-
vide a clear measurement and evaluation of both the acoustic
stimulus and the DT response. Even though this response can
easily be elicited by low intensity levels of stimuli having
frequencies>38 kHz ~Henry, 1997!, frequencies were cho-
sen to be within the range of the very sensitive probe micro-
phone system~an Etymotic ER-10, custom made by the
manufacturer to have a flat response up to 17 kHz!.

Ten kHz and 10.86 kHz were chosen as the DT probe
stimulus frequencies for the following reasons: The gerbil is
most sensitive to frequencies ranging from approximately 2
to 15 kHz, and the upper end of this range has the sharper
tuning curves; These probe frequencies allowed for a careful
evaluation of maskers having frequencies of one-half octave
above and one octave below the probe, thereby allowing a
good tuning curve to be generated; And the 860-Hz separa-
tion of the two tones was chosen to result in a large ampli-
tude DT response~see Sec. III!.

Ten thousand four hundred and thirty Hz was chosen as
the CAP probe stimulus because it is the midpoint of the
10.0-kHz and 10.86-kHz stimuli used to generate the DT TC,
thereby allowing an appropriate comparison of the two func-
tions.

C. Stimuli of the first experiment „Figs. 1–5 …

The probe stimuli that were used to generate the CAP
consisted of 30 dB SPL tones with a 1-ms linear rise and fall
time and a 15-ms plateau duration. The polarities of the 100
stimuli used to generate an averaged CAP were alternated, in
order to cancel out the cochlear microphonic~CM!. The 30
dB SPL stimuli used to generate the DT response consisted
of two simultaneously presented tone bursts~1-ms linear rise
and fall time, 15-ms plateau!, each beginning at the 0 degree

position and alternating in polarity in order to cancel the CM.
Forward maskers had a 4-ms linear rise and fall time and a
40-ms plateau. The duty cycle was 101 ms. The masker-
probe interval ~as measured from the termination of the
masker to the initiation of the probe stimulus! was 5 ms.

D. Stimuli of the second experiment „Figs. 6 and 7 …

The DT periodicity response was produced by simulta-
neously presenting two phase-locked, alternating polarity
tones with an'4-ms Gaussian rise and fall time and a pla-
teau duration of'15 ms. This more gradual, nonlinear onset
and the lower intensity level~20 dB SPL! resulted in a stimu-
lus that was relatively free of acoustic splatter and one which
did not generate a CAP. Forward maskers had a 4-ms linear
rise and fall time and a 40-ms plateau. The duty cycle was
101 ms. The masker-probe interval~as measured from the
termination of the masker to the initiation of the probe stimu-
lus! was either 5 or 15 ms.

E. Stimulus presentation

All probe stimuli and maskers were delivered to the
right ear of the gerbil, and the output of the acoustic driver
~which was tightly sealed to the external auditory meatus!
was continuously monitored by a probe microphone at the
level of the auditory meatus. The probe stimuli and forward
maskers were transduced by an Etymotic ER2 acoustic
driver, transmitted to the ear over a 0.5-m-long tube, and
measured with an Etymotic ER10 low-noise probe micro-
phone. The output of the probe microphone was analyzed
over an 80-dB dynamic range by a Hewlett-Packard 3561A
dynamic signal analyzer. The quality and intensity level of
each stimulus and masker within the auditory meatus was
evaluated individually for each subject by examination of the
FFT of the probe microphone output.

When the probe stimuli were presented in the absence of
the gerbil, no acoustic fundamental frequency was observed
at 250 dB ~re: probe stimulus level!. Therefore, it is as-
sumed that the cochlear response having a frequency equal to
that of the stimulus periodicity must have arisen from within
the animal itself, and was not a product of the acoustic de-
livery system.

F. Recording procedure

A ventral approach to the bulla of the animals was used
to obtain cochlear nerve responses from the round window,
in a manner described previously~Henry, 1995!. The gerbils
were pre-sedated with chlorprothixene and anesthetized with
ketamine, after which the antrum of the RW was filled with
artificial perilymph. Recordings were made from a silver
wire electrode placed within this fluid. The amplified~10 000
3! bioelectrical responses were actively filtered~48 dB/
octave! with a bandpass of 300–5000 Hz to eliminate sum-
mating potentials, cochlear microphonics, and the 2F12F2

neural response. Averages were made with either 5- or 10-ms
resolution over a 25-ms window in response to at least 100
stimulus presentations.
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G. Evaluation of the cochlear response

Amplitudes of the CAP and the onset portion of the
difference tone~DT! response were measured as peak-to-
peak voltages. The DT response reflects the stimulus enve-
lope; therefore, its duration equals that of the stimulus. This
made it possible to measure the response to the entire stimu-
lus, as well as to the first and second halves of the stimulus.
This was achieved by a Fourier analysis conducted offline on
the time-averaged response. When different portions of the
DT response were used to obtain tuning curves, the interval
after the probe was calculated as the masker-probe interval
~either 5 or 15 ms! plus the time of the midpoint of either the
first or the second half of the response~Fig. 7!. In order to

reduce the variability inherent in amplitude measurements of
cochlear nerve activity, each masked response was immedi-
ately preceded by and followed by a nonmasked response.
Tuning curves were created by determining the minimal
level of forward masker~the masker threshold!, over a wide
range of masker frequencies, that was capable of reducing
the amplitude of this response to 75% of the nonmasked
amplitude.

II. RESULTS

A. Experiment 1

The difference tone~DT! response to two simulta-
neously presented 10- and 10.86-kHz tones is not equal to
the summation of the CAP response to a 10-kHz tone and a
10.86-kHz tone~Fig. 1!. The DT response is larger and per-
sists for the entire stimulus duration, in contrast to the CAP
which merely reflects the neural response to the stimulus
onset. Unlike the stimulus, which has a 15-ms duration pla-
teau, the DT response also shows adaptation, with the onset
portion being largest, and a decline of amplitude from the
first to the second half of the response.

Figure 2 illustrates other differences between the DT
response and the CAP. A 10.43-kHz tone, at intensity levels
of approximately 30 to 60 dB SPL, produces a well-defined
compound action potential~CAP! in response to the onset
edge of the stimulus. The simultaneously presented 10- and
10.86-kHz tones, over a wider range of stimulus intensities,
generate an even larger DT response having a frequency of
860 Hz ~10.86 kHz–10 kHz!.

When probe stimulus levels of approximately 10–20 dB
above detection threshold are used to generate RW re-
sponses, forward maskers can be used to generate tuning
curves~TCs! that are similar for both one-tone and two-tone
stimuli. Figure 3 shows three such TCs. The CAP TC is
V-shaped, with its mean tip frequency (1060.1 kHz) and
threshold (26.862.1 dB SPL) corresponding closely with
the values for its probe stimulus~10.43 kHz, 30 dB SPL!.
Two TCs were also obtained by forward masking of the dif-

FIG. 1. Averaged cochlear round window responses to 10- and 10.86-kHz
tone bursts, presented singly~A and B! or simultaneously~D!. The intensity
of the stimuli was 30 dB SPL, the linear rise and fall times were 1 ms, and
the plateau durations were 15 ms. The 860-Hz difference tone~DT! re-
sponse~fourth waveform! created by the simultaneous presentation of the
10- and 10.86-kHz tone bursts persists throughout the duration of the
stimuli, and has a frequency which is equal to the modulation of the stimu-
lus waveform~10.86 minus 10 kHz!. The stimulus was created at the 0 point
on the time axis, and an approximately 1.5-ms acoustic delay was intro-
duced by the sound delivery tube. Each tic mark on theX axis represents
15 mV.

FIG. 2. ~left! CAPs generated by a single 10.43-kHz tone burst~1-ms linear rise and fall time, 15-ms plateau! at intensity levels ranging from 60~top! to 20
dB SPL ~bottom!. The CAP only occurs in response to the stimulus onset, and its amplitude drops rapidly as the stimulus intensity decreases~the visual
detection threshold was 18 dB SPL in this gerbil!. Each tic mark on theX axis represents 37.5mV. ~right! DT responses from the same animal generated by
simultaneous presentation of 10- and 10.86-kHz tonal stimuli, each having a 1-ms linear rise and fall time and 15-ms plateau duration. The stimulus intensity
levels ranged from 60~top! to 20 dB SPL~bottom!. At higher SPLs, these stimuli produce an onset response, an offset response, and a sustained response.
As the intensity is lowered, only the sustained response remains. The amplitude of the sustained response does not drop as rapidly as the CAP amplitudes~the
DT threshold was 7 dB SPL in this gerbil!. Each tic mark on theX axis represents 37.5mV.
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ference tone~DT! response to the two simultaneously pre-
sented stimuli. One of these TCs was created by evaluating
the masker thresholds for reducing the peak-to-peak ampli-
tude of the initial~onset! portion of the DT response. This
DT onset response TC has a shape quite similar to that of the
CAP TC, although its mean threshold is lower (21.8
62.5 dB SPL). The second DT TC was determined by
evaluating the influence of the forward masker on the ampli-
tude of the DT response to the entire stimulus duration. The
amplitude measurement for this method was obtained by a
Fourier analysis of the entire 860-Hz DT response produced
by the 10- and 10.86-kHz probe stimuli. This TC generated
from the entire DT response was very similar to that gener-
ated by masking the CAP. The meanQ10 values for these 3
TCs were very similar~4.7 for both the CAP and the onset
DT responses, and 4.9 for the entire DT response!.

Although forward maskers are typically described in
terms of their ability to decrease the response to the probe
stimulus, an opposite effect is sometimes seen. In all but one
of the gerbils involved in this experiment, preceding the 30-
dB, 10.43-kHz CAP probe stimulus with a restricted
frequency-intensity domain of forward maskers resulted in
enhancement of the CAP amplitude. Figure 4 shows this ef-
fect for one gerbil, with a forward masker increasing the
CAP amplitude by.50%. The regions~stippled area! of
CAP enhancement and the CAP tuning curve for another
gerbil are shown in Fig. 5. Note that enhancement only oc-
curs within a limited range of masker frequencies and inten-
sities outside the bounds of the TC. Enhancement of the DT
response was never observed under conditions of forward
masking.

B. Experiment 2

This experiment examined the tuning of different por-
tions of the DT response as a function of time~Fig. 6!. It
used two masker-probe intervals. A 4-ms Gaussian rise and
fall time, 20 dB SPL probe stimulus was also used in order to
minimize the effects of acoustic splatter on the initial portion
of the DT response. These stimulus conditions resulted in a
robust DT response, but were incapable of producing a CAP.
When the magnitude of each DT response was evaluated by
a Fourier analysis, the 15-ms interval resulted in a 25% re-
sponse decrement, whereas the 5-ms interval resulted in a

FIG. 3. Tuning curves~TCs! generated by forward masking of the CAP, the
onset portion of the DT response, and the entire DT response. The probe
stimuli for these TCs were the 30 dB SPL stimuli that created the responses
that were illustrated as the fourth waveforms of Fig. 2, left and right. Each
curve represents 25% amplitude reduction at each masker frequency~the
masker threshold! from four gerbils. All three classes of TCs show compa-
rable tuning, but the tip threshold is less for the onset DT response.

FIG. 4. Enhancement of the CAP, as a function of forward masking. The top
waveform shows the response to the probe stimulus alone. The second
through fifth waveforms show the CAP produced by the probe that was
preceded by different intensity levels of an 8-kHz forward masker~FM!.
Note that the 50- and 45-dB levels of the forward masker result in an
increase~enhancement! of the CAP amplitude, as indicated by an→. Each
tic mark on theX axis represents 6.25mV.

FIG. 5. Regions of CAP enhancement. The stimulus-intensity domains over
which forward masking results in CAP amplitude enhancement~stippled
region! lie outside the bounds of the forward masked TC for one gerbil.

2275 2275J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Kenneth R. Henry: CAP and DT tuning curves



35% decrement. The effects of masking were more evident
in the initial portions of the DT response. Fourier analysis
showed that, for the 15-ms masker-probe interval, the first
half of the response had a decrement of 27%, whereas the
second half of the response had an 18% decrement. For the
5-ms interval, these values were 47% and 27%, respectively.

Figure 7~left! shows the mean TCs from seven gerbils,
produced when a 5-ms masker probe interval was used. The
TC generated by masking the first large peak of the response
~the DT onset response! was 4.9 dB more sensitive that those
generated from the first half, and 7.7 dB more sensitive than
those generated from the second half of the DT response. In
addition, the TC generated from the first half of the DT re-
sponse was marginally more sensitive than that generated
from the second half of the response. The meanQ10 values
of these three TCs were quite similar~4.06, 4.16, and 3.97
for the onset, first, and second halves, respectively!.

Figure 7 ~right! shows the mean TCs from these same
seven gerbils, produced when a 15-ms masker-probe interval
was used. The same trend was observed, with the DT onset
response TC being more sensitive than the TC to either the
first or the second half of the DT response, and the TC to the
first half of the DT response being more sensitive than that to
the second half. TheQ10 values did not vary as a function of
the portion of the response from which they were generated
~the values were 5.93, 5.77, and 5.13 for the onset, first, and
second halves, respectively!.

There was a tendency of the tip thresholds of the TCs to
vary as a function of time. But this was not merely a matter
of the masker-probe interval. Rather, it varied as a function
of the time between the end of the masker and the midpoint
of the particular portion of the DT response that is being
evaluated; i.e., the onset, first half, or second half.

The sharpness of tuning of these TCs also varied as a
function of time, but in a different manner. TheQ10 values
were higher for every gerbil with the 15- than the 5-ms
masker-probe interval. There was also a tendency for theQ10

values to become lower for TCs generated from later por-
tions of the stimulus.

III. DISCUSSION

The DT responses described in this paper are quite dis-
tinct from F22F1 difference tone responses which have
been described in preneural cochlear measures such as the
cochlear microphonic~CM; Gibian and Kim, 1982! and dis-
tortion products of otoacoustic emissions~DPOAE; Brown
and Kemp, 1984!. DPOAE TCs differ in several ways from
the DT neural ensemble TCs described herein. For example,
the DPOAE TCs can only be created by simultaneous
maskers because forward maskers do not produce adaptation
of these preneural responses~Brown and Kemp, 1984; Ab-
dalla et al., 1996!. This appears to be one reason why
DPOAE suppressor TCs are broader than psychophysical
TCs, although they do appear to be quite similar in other
respects~Abdalla et al., 1996!. In addition, the DPOAE is
little influenced by TTX~Kujawa et al., 1995!, whereas the
neural DT response described herein is clearly affected
~Henry, 1996a!. And, finally, the DPOAE reflecting 2F1

2F2 is larger than that which reflectsF22F1 ~Brown, 1987;
Abdalla et al., 1996!, whereas the gerbil’s 10.86 kHz–10
kHz ~i.e., F22F1) neural response is much larger than its 2
~10 kHz!–10.86 kHz ~i.e., 2F12F2) cochlear nerve en-
semble response.

Several factors may contribute to the robust 860-Hz co-
chlear nerve DT response. For example, the simultaneous

FIG. 6. Effects of different masker-probe intervals on the DT response. The
masker-probe intervals were calculated as the time between the last portion
of the masker and the initial portion of the probe stimulus. The probe stimuli
were simultaneously presented 20-dB, 10-kHz and 10.86-kHz tone bursts,
each having a 4-ms Gaussian rise and fall time and a 15-ms plateau. The top
and bottom waveforms show the DT response to the probe stimulus alone.
The second waveform is of the probe which is forward masked by a 30 dB
SPL, 11-kHz tone, with a 15-ms masker-probe interval. The third waveform
is as the second, but the masker-probe interval is 5 ms. These three regions
of the DT response are illustrated in Fig. 1. Each tic mark on theX axis
represents 12.5mV.

FIG. 7. TCs created by forward masking of the DT response created by the
20 dB SPL stimuli and the masker-probe intervals described in Fig. 6. These
TCs were created for the initial~onset! portion, the first half, or the second
half of the DT response. Each TC represents the average criterion amplitude
reduction for each masker frequency from seven gerbils. The masker-probe
interval was 5 ms~left! and 15 ms~right!.
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presentation of these two tones produces an 860-Hz stimulus
envelope modulation that is not reflected in the FFT of the
stimulus. The ability of cochlear neurons to fire in a phase-
locked fashion to the stimulus envelope~Gleich and Klump,
1995! is obviously restricted to those frequencies~'<4
kHz! at which phase locking occurs. But this low-pass filter
property of the cochlear nerve does not correspond to the
bandpass range~'700–1100 Hz! over which the DT re-
sponse is largest in the gerbil~Henry, 1996a!. Dolan et al.
~1990! described a spectral peak of approximately 800 Hz
for spontaneous neural activity recorded from the round win-
dow of the guinea pig. Smithet al. ~1993! described 800 Hz
as the best modulation frequency for the gerbil. They hy-
pothesized that this resulted from the biphasic time course of
the contribution of spike activity from the ensemble of neu-
rons that constituted this response, with the spikes acting as
the impulse response of a second filter.

The DT response is much more robust than the CAP,
especially in response to low intensity stimulus levels~Figs.
1–3!. If one compares the CAP~which is an onset response!
with that portion of the DT response that is elicited by the
stimulus onset, the CAP amplitudes are smaller and its
thresholds are higher~Fig. 2; Henry, 1996b!. In addition, the
forward masker tuning curves~TCs! generated by the onset
portion of the DT response are more sensitive~have a lower
tip threshold! than TCs produced from a CAP, even when the
same level probe stimulus is used~Fig. 3!.

The CAP produced by a low intensity, 1-ms linear rise
time, high-frequency tone~>4 kHz! appears to be created by
a restricted population of cochlear nerve axons having char-
acteristic frequencies~CFs! at or near those of the stimulus
~Özdamar and Dallos, 1978!. This interpretation is supported
in the present study, as evidenced by the agreement of the
CAP TC tip frequencies~Fig. 3! with the frequency of the
probe stimulus.

The DT response produced by a pair of low intensity
tones also appears to be generated by a restricted number of
cochlear neurons having CFs at or near those of the stimuli
~Kim et al., 1980!, even though stimuli at higher levels~e.g.,
60–80 dB! can generate DT responses from a wider range of
cochlear preneural~Cheatham and Dallos, 1997! and neural
~Henry, 1989! elements. The tip frequencies of the DT TCs
created with 20- or 30-dB stimuli support the interpretation
that they are generated by a restricted population of cochlear
elements having CFs close to those of the tonal stimuli.

The CAP from the 1-ms rise time stimulus in this study
has a detection threshold that is quite similar to the cochlear
nerve axon detection threshold at CF, although both mea-
sures are higher than behavioral thresholds in the gerbils
~Dalloset al., 1978!. By contrast, the sharply tuned tip of the
DT TC and the detection threshold of the DT more closely
approximate the behavioral threshold~Henry, 1996a, b!. This
may be related to the phase-locked activity that appears to
underlie the DT response~Kim et al., 1980; Siegelet al.,
1982!: Phase locking has been observed to occur in response
to stimuli at intensity levels that are 10 dB or more below the
detection thresholds for these stimuli~Rose et al., 1967;
Palmer and Russell, 1986!.

Enhancement of the CAP amplitude by a lower-

frequency forward masker~Figs. 4 and 5! has been observed
previously ~Cacace and Smith, 1986; Henry, 1991a!. The
multiple enhancement regions bordering the CAP TC, such
as those illustrated in Fig. 5, have also been described, oc-
curring in approximately 70% of the gerbils. When it occurs,
it is almost invariably found in response to tonal frequencies
near and/or approximately 1 octave below the probe stimulus
frequency; it is less likely observed in response to masker
frequencies higher than that of the probe~Henry, 1991b!.
The forward masking conditions that result in enhancement
of the RW-recorded CAP also produce amplitude enhance-
ment of another response created by a rapid tonal onset—the
scalp-recorded auditory brainstem response~Henry and
Price, 1994!. But these same forward masking conditions
have not produced an observable amplitude enhancement at
cochlear levels at or before the afferent synapse~Henry and
Price, 1994!. Although no definitive explanation has been
presented to explain CAP amplitude enhancement, several
mechanisms have been rejected~Cacace and Smith, 1986;
Henry, 1991a, b!. Enhancement of the onset portion of the
DT response has not been observed in this laboratory as a
function of forward masking, even though simultaneous
masking can sometimes result in amplitude enhancement of
the portion of the DT response that is produced by the pla-
teau portion of the stimulus~Henry, 1996b!.

In sum, the CAP and the onset portion of the DT re-
sponse differ in several ways: The CAP amplitudes are
smaller; CAP thresholds are higher; forward masker TCs
have higher tip thresholds for the CAP than for the onset DT
response; and forward masking can produce enhancement of
the CAP, but this has not been observed for the initial por-
tion of the DT response.

Nonetheless, forward masker TCs generated from the
CAP and the DT response are quite similar in shape and
sharpness of tuning. The same forward masking paradigm
used in the present study has also been used to generate TCs
as a function of decreased firing rate of single cochlear nerve
fibers in the cat. These were quite similar in appearance to
the frequency threshold curves~FTCs! of single cochlear
units that were produced with singly presented tones~Bauer,
1978!. Forward masking of a CAP has also been used to
generate TCs that are quite similar to FTCs of individual
cochlear nerve axons~Harris, 1979; Abbas and Gorga, 1981;
Dolan et al., 1985!. Therefore, it appears that both the CAP
TC and the DT TC can provide a convenient measure that
reflects tuning of cochlear nerve fibers.

Acoustic splatter of the stimuli used to generate a CAP
often results in some limitations in using this response as a
measure of cochlear tuning. When the tone used to generate
a CAP has a linear rise and fall time that is decreased from 4
to 1 ms, little difference is observed in the resultant TC
~Mitchell, 1976!. But further reductions do result in detuning
~shifting of the TC tip toward a middle frequency of the
audiogram; Mitchell, 1976; Dolan and Klein, 1987; Henry,
1989!. Use of a nonlinear rise and fall time, even though it
may not produce as robust a CAP, reduces this detuning,
especially when higher stimulus levels are used~Dolan and
Klein, 1987!. These observations provided support for the
use in the second experiment~Figs. 6 and 7! of low intensity
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stimuli having long nonlinear rise and fall times.
The fact that the DT response persists for the duration of

the stimulus allows an analysis of cochlear tuning as a func-
tion of adaptation to both the forward masker and to the
probe stimulus, itself. This comparison separated the DT re-
sponse into three portions: onset, first half, and second half.
Increasing the interval between the termination of the masker
and the midpoint of the portion of the DT response being
analyzed resulted in an increase of the tip threshold. This is
true for both forward masking paradigms shown in Figs. 6
and 7. Even though experiments utilizing psychophysical
tuning curves~PTCs! obtained from human subjects did not
compare tuning for different portions of the stimulus, the
present data are compatible with the behavioral literature, in
that increasing the masker-probe interval also elevates the
PTC tip threshold~Kidd and Feth, 1981; Nelson and Frey-
man, 1984; Lutfi, 1988!. Increasing the masker-probe inter-
val allows for a longer recovery of the response from the
adaptation effects of the masker~Harris and Dallos, 1979;
Smith, 1979; Abbas and Gorga, 1981!. This has been de-
scribed as a two-compartment, nonlinear process~Kidd and
Feth, 1981; Nelson and Freyman, 1984! which interacts with
the masker level~Lutfi, 1988!.

But a difference in the sharpness of tuning was found in
the way in which the DT TC and PTC are influenced by the
masker-probe interval. Increasing this interval broadens the
PTC ~Kidd and Feth, 1981; Nelson and Freyman, 1984!. An
opposite effect is seen for the DT TC: A 15-ms masker-probe
interval results in a more sharply tuned TC than does a 5-ms
interval. Therefore, the tuning of the gerbil’s cochlear nerve
to the stimulus envelope periodicity created by two simulta-
neously presented tones has some properties that differ from
PTCs derived from a single tonal stimulus in humans. This
difference could be due to the level~cochlear nerve versus
behavioral! at which the response is made; the nature of the
response~tuning of a single tone versus tuning to stimulus
envelope periodicity!; or to species-specific factors or other
unidentified differences.
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Derived-band auditory brainstem responses~ABRs! were obtained in 43 normal-hearing and 80
cochlear hearing-impaired individuals using clicks and high-pass noise masking. The response times
across the cochlea@the latency difference between wave V’s of the 5.7- and 1.4-kHz center
frequency~CF! derived bands# were calculated for five levels of click stimulation ranging from 53
to 93 dB p.-p.e. SPL~23 to 63 dB nHL! in 10-dB steps. Cochlear response times appeared to shorten
significantly with hearing loss, especially when the average pure tone~1 to 8 kHz! hearing loss
exceeded 30 dB. Examination of derived-band latencies indicates that this shortening is due to a
dramatic decrease of wave V latency in the lower CF derived band. Estimates of cochlear filter times
in terms of the number of periods to maximum response (Nmax) were calculated from derived-band
latencies corrected for gender-dependent cochlear transport and neural conduction times.Nmax

decreased as a function of hearing loss, especially for the low CF derived bands. The functions were
similar for both males and females. These results are consistent with broader cochlear tuning due to
peripheral hearing loss. Estimating filter response times from ABR latencies enhances objective
noninvasive diagnosis and allows delineation of the differential effects of pathology on the
underlying cochlear mechanisms involved in cochlear transport and filter build-up times. ©1998
Acoustical Society of America.@S0001-4966~98!06409-1#

PACS numbers: 43.64.Ri, 43.64.Wn@RDF#

INTRODUCTION

The latencies of waves in the auditory brainstem re-
sponse~ABR! have been used extensively to help identify
and quantify cochlear hearing loss~Jerger and Mauldin,
1978; Yamadaet al., 1979; Sohmeret al., 1981; Rosen-
hameret al., 1981; Prosseret al., 1983; Gorgaet al., 1985;
van der Drift et al., 1988; Collet et al., 1992; Rupa and
Dayal, 1993; Watson, 1996!. However, when standard
stimuli are used, the nonlinearity of cochlear processing
makes standard latency measures problematic to interpret
~Eggermont, 1982!, especially in the presence of hearing
loss. These standard stimuli, such as broadband clicks or
mid- to low-frequency tonebursts presented at moderate to
high levels, excite much of the cochlea within a few milli-
seconds~Eggermont, 1982!. Inadequate place specificity of
these stimuli has been shown in analyses of compound action
potentials~CAPs!. The CAP represents a convolution be-
tween the neural unit response and the compound poststimu-
lus time histogram~PSTH! ~Goldstein and Kiang, 1958!.
That is, the CAP represents a summation of responses from
different eighth nerve units, each contributing responses with
latencies according to its PSTH. These latencies, therefore,
are dependent on factors involved in the response times of
the units. The response times, in turn, depend on the charac-
teristic frequencies of the units. The ABR is compounded
activity similar to the CAP; it too represents convolved neu-

ral responses initiated in the brainstem by cochlear activation
over time~Elberling, 1978!. Thus, because of cochlear me-
chanics, standard latency and amplitude measures of ABRs
obtained by simply averaging responses to broadband stimuli
provide limited or even misleading information regarding
place-specific cochlear function~Don and Eggermont, 1978;
Don et al., 1979; Eggermont and Don, 1980, 1982!. These
shortcomings become even more acute when evaluating im-
paired cochleae~Eggermont, 1982!. Thus, while the status
and health of both inner and outer hair cells in the cochlea
are obvious critical factors in cochlear processing, they are
also important to ABR latency measures. The core of this
issue lies in understanding what an ABR latency measure
represents and how cochlear hearing loss affects it.

ABRs—What do they reflect? The ABR is composed of
several voltage deflections occurring within the first 15 ms
after stimulus onset. These deflections~peaks and troughs!
represent synchronous activity generated along the auditory
brainstem pathway, beginning with the CAP of the eighth
nerve. The peaks represent far-field activity produced by on-
set responses of neural elements and abrupt bends in the
neural fiber tracts of the auditory brainstem pathway~Stege-
man et al., 1987; Deupree and Jewett, 1988!. This activity
has different latencies for different generating sites in the
brainstem. In addition, contributions to this activity initiated
from different parts of the cochlea result in different laten-
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cies. Typically, latencies become gradually longer with pro-
gressive activation from base to apex of the cochlea. As a
result, with broadband stimuli~e.g., clicks!, phase cancella-
tions of field activity from more apical regions of the cochlea
occur so that the resulting peaks in the response largely re-
flect activity from the most basal regions.

The basic measures used in many ABR studies are the
latencies of the peaks in the response. Peak latencies are
determined by a number of mechanical and physiological
processes in the cochlea, auditory nerve, and brainstem, in-
cluding ~1! the delay in the cochlea to the site of activation
~cochlear transport time!; ~2! the filter impulse response time
at the site of activation~cochlear filter build-up time!; ~3! the
synaptic delay between inner hair cells~IHCs! and auditory
nerve fibers, and finally,~4! the neural conduction time and
any intervening synaptic delays to the point in the brainstem
pathway responsible for the peak activity. Thus, nearly all
cochlear and retrocochlear events affect the latency of the
peak neural activity. If the peak response is dominated by
activation of a specific region of the cochlea, then the co-
chlear response time related to that site in the cochlea is
critically important in determining that peak’s latency. The
cochlear response time~Don et al., 1993! consists of both
transport and filter build-up times and has been referred to by
Ruggero~1994! as the traveling-wave delay. If broadband
clicks are used as stimuli, place-specific contributions to the
overall response can be obtained from a high-pass noise
masking procedure that results in derived-band responses
~Don and Eggermont, 1978!.

Effects of cochlear hearing loss. Whereas most of the
afferent innervation of the cochlea is to the inner hair cells
~IHCs! ~Spoendlin, 1966; Davis, 1983!, the outer hair cells
~OHCs! have key roles in sensitivity and frequency tuning.
Damage to OHCs results in loss of the ‘‘cochlear amplifier,’’
leading to threshold elevation and broadening of cochlear
tuning~Davis, 1983!. As demonstrated by Ruggero~1994!, if
tuning of the cochlear filter broadens, impulse response times
decrease, resulting in shorter cochlear response times. Egg-
ermont ~1979a! showed that cochlear hearing losses in hu-
mans are similarly accompanied by shorter neural~CAP! re-
sponse times. He explored these issues in sensory hearing
loss patients with recruitment~most diagnosed with Me-
niere’s disease! and in normal-hearing individuals. Estimates
of the cochlear filter response times from the narrow-band
CAPs demonstrated that many sensory loss patients had sig-
nificantly shorter cochlear response times at several frequen-
cies compared to the normal-hearing controls.

Contributions to ABR latencies.Peak latencies for the
CAP or wave V of the ABR are dependent on the following
factors:~a! place of generation along the cochlea~determined
by its characteristic or center frequency, CF!, ~b! stimulus
level, ~c! degree of hearing loss, and~d! gender. The differ-
ential effects that these four factors have on the four major
mechanical and physiological processes~cochlear transport
time, filter build-up time, synaptic delay, and central conduc-
tion time! that contribute to the wave V latency of the de-
rived band are described below.

‘‘Cochlear response time’’ (cochlear transport and filter
build-up times).The cochlear response time up to a given CF

location of the basilar membrane~BM! can be viewed as the
sum of two parts, a cochlear transport time and a filter
build-up time. We equate the cochlear response time with the
group delay up to a given CF location~Goldstein et al.,
1971; Allen, 1983!. Model studies have shown that the group
delay consists of two parts~e.g., Fig. 9 in Neely, 1993!
analogous to the two components of the cochlear response
time. One part is a slowly changing delay for frequencies
below CF ~which we identify with the cochlear transport
time up to CF!; the other part shows a rapid change for
frequencies in the vicinity of CF~which we identify with the
filter build-up time at CF!. Using this framework for the
cochlea response times, we can now examine the effects of
the passive BM properties and the cochlear active process on
the two components of the cochlear response time. We can
also postulate how OHC damage, which may alter both the
passive BM properties and the cochlear active process, af-
fects cochlear transport and filter build-up times.

The cochlear transport time, as defined, is determined
solely by passive BM properties, specifically the stiffness
gradient and, to a lesser extent, the mass loading. Thus, the
cochlear transport time is the delay associated with the linear
component of the BM filter, which in turn is affected by the
structural integrity of the OHCs because the slow motile
properties of OHCs influence the stiffness of the BM. This
cochlear transport time is independent of stimulus level
~Hall, 1974! because it mostly reflects the purely passive
response time of a broadly tuned linear BM filter.

The filter build-up time, as defined, is equal to the in-
crease in the cochlear response time above that due to pas-
sive BM properties alone. This increase is due to the co-
chlear amplifier which sharpens the tuning of the BM and
shifts the place of resonance for a particular stimulus fre-
quency to a more apical location, which means that the CF of
a specific location on the BM increases. The filter build-up
time is level dependent and is determined by the sharpness of
tuning and by the CF of the BM location or auditory nerve
fiber ~Moller, 1983; Ruggero, 1992!. For constant quality
(Q10 dB) filters across CF, the response time will be a con-
stant number of periods of CF and thus inversely propor-
tional to CF.

We have previously shown~Don et al., 1993!
that the cochlear response time~cochlear transport time
1filter build-up time! is shorter in females than in males by
an amount proportional to the shorter cochlear length found
in females~Satoet al., 1991!. Assuming that the same fre-
quency range is mapped on to the cochlea in females and
males, this could be explained by the resulting greater stiff-
ness gradient in females than in males~Don et al., 1993!.
Thus, assuming that filter build-up time is not dependent on
gender, this difference in cochlear response time reflects a
gender difference in transport time. The assumption that fil-
ter build-up time is not gender dependent seems reasonable;
otherwise, we would have to conclude that females are either
more broadly tuned than males or have impaired cochleae.
Neither of these conclusions seems reasonable.

Loss of OHCs that eliminates the action of the cochlear
amplifier results in loss of the filter build-up time component
of the cochlear response time. Thus, the cochlear response
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time from a cochlea devoid of OHCs is a close estimate of
the passive cochlear transport time~Eggermont, 1979a!.
With the loss of the cochlear amplifier, the resonant frequen-
cies of the affected BM locations decrease~as much as half
an octave! to values close to those for a purely passive BM
filter, resulting in a basalward shift in the cochlear
frequency-place map in the affected BM region~e.g., Neely,
1993!. These changes are consistent with the apparent filter
broadening for a given level of stimulation that is reflected
by the tuning curve bandwidth increases~Q10 dB decreases!
in CF regions affected by cochlear hearing loss~Kiang et al.,
1970!. Thus, changes in frequency tuning over a large region
of the cochlea will result in a basalward shift in the cochlear
frequency-place map and in shorter cochlear filter build-up
times. These changes are intrinsically linked and occur si-
multaneously as a result of the elimination of active cochlear
mechanisms due to OHC loss. The effect of these changes on
ABR derived-band latencies are discussed below.

The ABR derived bands will cover the same frequency
range in normal and cochlear hearing loss ears because the
cutoff frequencies of the high-pass noise maskers are the
same. However, if the cochlear map is shifted due to OHC
loss, the derived response paradigm will not extract activity
from the same regions of the BM in the two groups of ears.
In normal ears, the latency difference between two adjacent
derived-band regions is inversely proportional to the stiffness
gradient across those regions~de Boer, 1979; Donet al.,
1993!. A loss of OHCs can potentially decrease the stiffness
of the affected region of the BM, thereby likely decreasing
the stiffness gradient across that region and shifting the co-
chlear frequency-place map apicalward. Thus, the latency
difference between two derived ABR bandswithin that re-
gion should increase if the shifting cochlear map is solely the
result of passive changes~i.e., decrease in stiffness gradient!
in BM properties. However, as discussed earlier, OHC loss
also eliminates or greatly reduces the active component of
cochlear frequency tuning. This results in the intrinsically
linked downward shift of the resonant frequency~and for a
given stimulus frequency, a basalward shift of its peak acti-
vation! and broadening of the filter described above. As a
consequence, both the absolute latencies and the latency dif-
ference between the derived-band ABR responses decrease.

In summary, the changes in the cochlear frequency-
place map as a result of diminished action of the cochlear
amplifier due to OHC damage should be distinguished from
those that are caused by changes in the passive membrane
properties. It should be noted that because the effects of
OHC loss on the passive and active aspects of cochlear trans-
port time are expected to have opposite effects on derived-
band latencies, they could potentially cancel each other.
However, the effects of a loss of the cochlear amplifier~filter
broadening! on the filter build-up time are larger and oppo-
site to the effect of the passive changes~reduced stiffness! on
the cochlear transport time. Thus, overall, it is likely that the
effects on filter build-up time will dominate when the active
process is heavily compromised by OHC damage and de-
creases in derived-band ABR latencies will result.

Synaptic delay.The synaptic delay between IHCs and
auditory nerve fibers is dependent on the health of those

synapses, but not on CF or stimulus level. Studies by Liber-
man and Kiang~1978! have shown that spontaneous activity
of auditory nerve fibers after noise trauma is generally unal-
tered unless there is severe or complete loss for that nerve
fiber’s CF, suggesting that the synapses continue to function
normally in moderate hearing losses. We assume that the
synaptic delay for our group of subjects is independent of
their amount of hearing loss~generally less than moderate!
and also independent of gender.

Central conduction time.The central conduction time is
the time between peak activity in the auditory nerve and the
place in the brainstem responsible for the generation of wave
V ~the delay between waves I and V!. The I–V delay from a
place-specific region of the cochlea is gender dependent
~Don et al., 1993!, but largely independent of CF~Don and
Eggermont, 1978; Pontonet al., 1992! and stimulus intensity
~Eggermont and Don, 1980!. In addition, it is reasonable to
assume that conduction properties of the central neural path-
way are typically unaffected by cochlear hearing loss. Our
current data from derived-band ABRs indicate that I–V de-
lays are not affected by hearing loss. These results from co-
chlear place-specific responses should not be confused with
results from studies ofunmaskedABRs. The I–V measures
from unmasked ABRs to clicks do not necessarily estimate
true neural central conduction times because the frequency
region that dominates the latency of wave I is often different
from that for wave V~Don and Eggermont, 1978; Egger-
mont and Don, 1986!. Thus, the I–V delay in the unmasked
response reflects not only neural conduction times but also
differences in response times~transport and filter build-up
times! of different parts of the cochlea that may dominate
and determine the latency of waves I and V. In studies of the
I–V delay in unmasked ABRs, the effects of stimulus level
~Stockardet al., 1979!, amount and configuration of hearing
loss ~Coats and Martin, 1977; Coats, 1978; Sturzebecher
et al., 1985; Keith and Greville, 1987; Watson, 1996!, as
well as gender~Elberling and Parbo, 1987; Saboet al., 1992;
Watson, 1996! have been examined. For the most part, the
effects of these parameters on the I–V delay of the un-
masked ABR are small and variable, and can be accounted
for by the differential cochlear representation of waves I and
V. However, these effects should not be interpreted as
changes only in neural central conduction times. True neural
conduction time can be estimated with waves I and V only
when both waves represent activity initiated from the same
place-specific region of the cochlea. Such is the case with
derived-band ABRs.

Table I summarizes the proposed effects of the four fac-
tors on the four major processes reviewed above. These ef-
fects are based on empirical evidence, theoretical concepts
~marked by superscript ‘‘a’’!, or reasonable assumptions
~marked by superscript ‘‘b’’!. The cochlear transport time is
dependent on CF and gender, but independent of stimulus
level and hearing loss. The cochlear filter build-up time is
dependent on CF, stimulus level, and amount of hearing loss,
but considered independent of gender. The synaptic delay
can be considered a constant, i.e., independent of CF, stimu-
lus level, moderate hearing loss, and gender. Finally, the
cochlear place-specific I–V delay is only affected by gender
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and is independent of CF, stimulus level, and amount of
hearing loss.

The purpose of this paper is to~1! demonstrate that co-
chlear filter build-up times can be estimated from derived-
band wave V latencies,~2! specify the dependence of this
filter build-up time on the amount of sensory hearing loss,
and~3! demonstrate that changes of filter build-up times with
hearing loss are not affected by gender.

I. METHODS

A. Subjects

1. Normal-hearing control group

This group consisted of 23 female and 20 male subjects
ages 18–38 years. Subjects had normal hearing as defined by
pure-tone thresholds of 10 dB HL~ANSI, 1989! or less for
frequencies between 500–4000 Hz and 15 dB HL or less for
6000 and 8000 Hz. Anyone not meeting these criteria was
classified as hearing impaired. Subjects were recruited from
the staff at the House Ear Institute and House Ear Clinic and
from the student bodies of local colleges and universities.

2. Cochlear hearing loss group

This test group was composed of 36 females and 49
males, ages 19–60 years, diagnosed with mild to moderate
sensory hearing losses. The subjects were recruited from the
House Ear Clinic and did not have a conductive impairment,
Meniere’s disease, or retrocochlear problems. All subjects
were in good general health and reported normal neurologi-
cal status. Otoscopic examinations were performed to iden-
tify existing conditions that would preclude audiometric and
ABR testing. Pure-tone audiometric testing was performed
with a Grason–Stadler GSI 16 audiometer and Telephonics
TDH-50P earphones in P/N 10C017-1 cushions. Hearing
thresholds were evaluated with use of the modified
Hughson–Westlake procedure~Carhart and Jerger, 1959! in
2-dB steps. Each subject signed an informed consent form
approved by an institutional review board before participat-
ing in the study. All subjects were paid for their participa-
tion.

B. Stimuli

Stimuli were rarefaction clicks produced by applying
100-ms rectangular voltage pulses to a TDH-50P earphone.
Clicks were presented 22 ms apart at five levels: 53, 63, 73,
83, and 93 dB peak–peak equivalent sound pressure level

~p.-p.e. SPL!. The acoustic clicks were calibrated and mea-
sured with a B&K~Brüel & Kjaer! 4152 artificial ear with a
1-in. B&K microphone~4144!, 6-cc coupler, and 2209 sound
level meter. Perceptual detection thresholds were determined
for 1-s bursts of clicks presented at the same interstimulus
interval ~ISI! used in recording the ABRs. This perceptual
threshold was defined as the 79% point on the psychometric
detection function obtained in a modified block up–down
procedure~Weatherill and Levitt, 1965!. For the group, 93
dB p-p.e. SPL was 63 dB above the average perceptual de-
tection threshold.

Ipsilateral pink-noise masking was used to obtain
derived-band ABRs~Don and Eggermont, 1978!. The noise
was produced by a General Radio Noise Generator~Type
1310! and presented at a level sufficient to mask the ABR to
the clicks. For the 93 dB p.-p.e. SPL clicks, the required
broadband pink-noise rms level was 92 dB SPL. For the
remaining lower click levels, the noise was attenuated in
10-dB steps with the click to maintain a fixed click-to-noise
masking ratio. There were six stimulus conditions for each
stimulus level: clicks presented alone~unmasked condition!,
and clicks presented with ipsilateral noise high-pass filtered
at 8, 4, 2, 1, and 0.5 kHz with a slope of 96 dB/oct. The
high-pass filtering of the masking noise was achieved by
cascading both channels of a Krohn-Hite~model 3343! dual
filter, each with a 48 dB/oct slope. Previous work~Don
et al., 1993! has shown little effect of fatigue induced by
noise exposure in a subset of 11 normal-hearing subjects.
That is, ABR latencies and amplitudes showed little change
for identical stimulus conditions before and after exposure to
masking noise levels used in this study.

C. ABR recordings

Subjects were placed in a reclining chair in a double-
walled sound-treated room~IAC!. The ABRs were recorded
differentially between electrodes applied to the vertex~Cz!
and the ipsilateral mastoid~M1 or M2!. The contralateral
mastoid was used as ground. Scalp activity was amplified by
53105 and filtered~cascading two Princeton Applied Re-
search model 113 filters! with a passband of 0.1–3 kHz. The
activity was sampled at a rate of 20 kHz for 15 ms after
stimulus onset with use of an Ariel DSP-16 A/D-D/A board
and a PC. After each block of 256 sweeps, the rms value of
the averaged background noise was estimated according to
procedures of Elberling and Don~1984!. This noise estimate
was used to form a weighted average by applying Bayesian
estimation principles~Elberling and Wahlgreen, 1985; Don
and Elberling, 1994!. This technique minimizes the destruc-
tive effects of episodic high noise levels by weighting the
average towards blocks of sweeps with low estimated back-
ground noise. Data collection for a run was terminated when
the estimated averaged background noise reached 20 nV or
less. Thus, all recordings had approximately the same low
estimated residual background noise levels. The use of re-
sidual background noise level as the stopping criterion rather
than a fixed number of sweeps reduces the substantial effect
of physiological background noise variation on the interpre-
tation of the ABR recordings~Don and Elberling, 1994,
1996!.

TABLE I. The proposed dependency of the four major processes on various
factors~DEP5dependent, IND5independent!.

Processes

Factors

CF Stimulus level Hearing loss Gender

Transport time DEP INDa INDb DEP
Filter build-up time DEP DEP DEP INDb

Synaptic delay IND INDb IND INDb

Central conduction time IND IND IND DEP

aTheoretical.
bAssumption.
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D. Derived-band waveforms

Our analyses use derived-band ABRs~Don and Egger-
mont, 1978; Parker and Thornton, 1978a, b! based on the
high-pass noise-masking technique~Teaset al., 1962!. The
derived-band ABR technique consists of the simultaneous
ipsilateral presentation of a broadband click and high-pass
filtered noise. The cutoff frequency of the high-pass noise is
successively lowered from one run to the next. Narrow-band
contributions from the cochlea are then derived by succes-
sive subtraction of the responses to the successive high-pass
noise masking conditions. The theoretical center frequency
~CF! for each derived band is computed as the square root of
the product of the two successive high-pass filter cutoff fre-
quencies used to form the band~Parker and Thornton,
1978b!. For the high-pass noise conditions used in this study,
the CFs for the five resulting derived bands are 11.3, 5.7, 2.8,
1.4, and 0.7 kHz. The actual CF may differ slightly for each
individual depending on the frequency response characteris-
tics of the transducer~Donaldson and Ruth, 1993! and the
peripheral auditory system.

As shown in many previous studies~e.g., Don and Eg-
germont, 1978; Parker and Thornton, 1978b, c!, wave V la-
tencies are longer for each successive~lower CF! derived-
band ABR. These latencies reflect the cochlear response time
composed of an apparent transport time and a frequency-
dependent filter build-up time.

Don and Eggermont~1978! and Pontonet al. ~1992!
have demonstrated that wave I shows similar and parallel
latency changes with CF of the derived band such that the
I–V interval across frequency bands is constant. This relative
constancy of the I–V delay across bands permits the use of
wave V latency differences between derived bands as mea-
sures of cochlear response time. Donet al. ~1993! present a
more detailed justification for using this approach.

E. Cochlear response time measures

Figure 1 illustrates a series of derived-band ABR re-
sponses to clicks presented at 93 dB p.-p.e. SPL for one
normal-hearing female subject. The delay between wave V
for the 5.7- and 1.4-kHz derived bands (DV5.721.4) is the
measure used because the latencies of these two bands can be
reliably obtained.

II. RESULTS

Figure 2 plots the mean wave V latencies for the 5.7-
and 1.4-kHz CF derived bands for normal-hearing males and
females as a function of click level. The large change in
latency with level for these two bands is, as argued by Egg-
ermont and Don~1980!, consistent with the impulse re-
sponses calculated for normal human cochleae based on their
tuning properties~Eggermont, 1979b; de Boer, 1979!. Al-
though at high stimulus levels slightly shorter delays~con-
sistent with shorter filter times! are observed, the latency-
level curves for the two derived bands are essentially
parallel. These data suggest that the delay between these two
bands is, for the most part, not dependent on stimulus level.

This is confirmed in Fig. 3 which shows the individual
~open circles! and mean~filled circles! DV5.721.4 as a func-

-

FIG. 1. An example of a series of derived-band ABRs from a normal-
hearing female. The cochlear response time difference between the wave V
latencies of the 5.7 and 1.4-kHz derived bands is the measure of interest in
this study.

FIG. 2. Wave V latencies and standard deviations for 5.7 and 1.4-kHz CF
derived bands as a function of click level for normal-hearing males and
females. The range is shorter for females.

FIG. 3. Mean delay between 5.7- and 1.4-kHz CF derived bands as a func-
tion of click level for normal-hearing males and females.
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tion of level for the normal-hearing subjects. The mean de-
lay, at 93 dB p.-p.e. SPL, is 2.1 ms for males and 1.8 ms for
females.

Figure 4~a!–~d! plots the latency of wave V to 93 dB
p.-p.e. SPL clicks for the four major derived bands~CF
55.7, 2.8, 1.4, and 0.7 kHz! as a function of the weighted
pure tone average (PTAw) closest to the CF of the derived
band. Frequency regions closest to the derived-band CF will
normally contribute the most to the response. Therefore,
hearing loss in that region should be weighted more heavily.
In computing PTAw , the threshold for the pure tone closest
to the CF of the derived band was arbitrarily given twice the
weight of the thresholds of the adjacent pure tones. For ex-
ample, the PTAw for the 5.7-kHz CF derived band was com-
puted by multiplying the threshold for 6 kHz~the pure tone
closest to 5.7 kHz CF! by 2, adding the thresholds for 4 and
8 kHz ~the adjacent pure tones!, then dividing by 4. For the
highest CF derived band@5.7 kHz, Fig. 4~a!#, wave V latency
shows no change~or lengthens slightly! with increasing loss
up to 60 dB in the CF region. For progressively lower CF

derived bands, the latency tends to shorten as the loss be-
comes greater. The shortening is most evident for the lowest
two bands@CF51.4 and 0.7 kHz, Fig. 4~c! and ~d!# and is
clearly greater in males. In addition, the latencies become
notably shorter when the PTAw exceeds 20 or 30 dB. As
discussed earlier, the effect of sensory hearing loss on co-
chlear transport time is opposite to that on cochlear filter
build-up time. Thus, for the first 20–30 dB of hearing loss,
the opposing effects may cancel, resulting in no net latency
change. However, with greater losses, the effect on filter
build-up time dominates and latencies become shorter.

Figure 5 demonstrates, as expected from the preceding
figures, thatDV5.721.4 in response to the same clicks shortens
with increasing hearing loss~defined by averaging pure tone
thresholds from 1–8 kHz!. The basis for this shortening is
revealed in the absolute latencies of the two derived bands.
Figure 4~a! shows that for the 5.7-kHz CF derived band,
virtually no change or only a slight increase in latency occurs
with hearing loss at the CF region. However, as shown in
Fig. 4~c!, for the 1.4-kHz CF derived band, peak latency
decreases with increases in hearing loss at that CF region.

Figure 6 illustrates a shorterDV5.721.4 of 1.1 ms for a
hearing-impaired female subject~PTA 1–8 kHz545 dB!
compared to the 1.7 ms for a normal-hearing~PTA522 dB!
female. The meanDV5.721.4 for normal-hearing females is
about 1.8 ms (s.d.50.34). Note also that the absolute latency

FIG. 4. Latency of wave V to 93 dB p.-p.e. SPL clicks for each CF derived-
band ABR as a function of the related PTAw threshold for males and fe-
males.

FIG. 5. Wave V latency delay between 5.7- and 1.4-kHz derived-band
ABRs to 93 dB p.-p.e. SPL clicks as a function of pure tone average thresh-
olds from 1 to 8 kHz.

FIG. 6. Example of shorter delay between 5.7- and 1.4-kHz wave V
derived-band latencies to 93 dB p.-p.e. SPL clicks for a hearing-impaired
compared to a normal-hearing female.
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of wave V for the 1.4-kHz derived band is shorter in the
impaired ear than in the normal-hearing ear. The latency for
the normal-hearing ear~7.4 ms! is about one standard devia-
tion and the latency for the impaired ear~6.9 ms! is over two
standard deviations below the mean (7.860.42 ms) for
normal-hearing females reported by Donet al. ~1993!.

A. Changes in width of the tuning filters

An obvious explanation for the decrease in derived-band
latency with hearing loss is the known broadening of tuning
in the part of the cochlea affected by hearing loss. That is,
the DV5.721.4 mostly reflects differences in the response
times of the cochlear filters. Assuming that response latency
is related to synaptic delay and the width of the cochlear
filter and that the transport time is minimal, the number of
periods to maximum neural response (Nmax) as expressed by
Eggermont~1979a! for the CAP is

Nmax5~t20.8!CF, ~1!

wheret is the CAP peak latency in ms, 0.8 is the synaptic
delay in ms, and CF is the center frequency of the derived
band in kHz.~It should be noted that the neural response for
all stimulus levels is likely to occur at the same fraction of
the cycle and before the maximum of the impulse response.!
However, as argued by Ruggero~1994!, the transport time
may be appreciable. Eggermont~1979a! estimated that for a
significant amount of hearing loss~i.e., 60 dB or more! and,
therefore, a very broad filter, the transport time in ms is the
reciprocal of the square root of CF in kHz@(CF)20.5#. Thus,
the transport time would be 1.0 ms for 1 kHz and about 0.32
ms for 10 kHz. Furthermore, as established by Donet al.
~1993!, shorter cochlear response times in females than
males are more likely related to shorter cochlear length
rather than broader tuning in females. Thus, to estimate the
change in filter bandwidth as a function of hearing loss using
Nmax from latency measures, corrections for gender-
dependent transport time in addition to the synaptic delay
must be made. Finally, since wave V latency is being used
instead of the CAP, the I–V delay must be subtracted from
the wave V latency. Thus, the number of periods to maxi-
mum neural response using the wave V latency measure is

Nmax5@Lv2~I–V delay!2ttg~CF!20.8]CF, ~2!

whereLv5the latency of wave V in ms, the~I–V delay! is
the individual’s time delay between the peak of wave I and
wave V for the derived-band ABR,ttg(CF) is the gender-
dependent transport time to that frequency region, 0.8 is the
synaptic delay, and CF is the center frequency of the derived
band in kHz. The gender-dependentttg(CF) is estimated as
follows: For female subjects,

tt f(CF)5
1

ACF
in ms, ~3!

and is simply the reciprocal of the square root of CF. For
male subjects, the transport time is

ttm~CF!5tt f~CF!1@ L̄VM~CF!2L̄VF~CF!#

2@~ I 2V!M2~ I 2V!F#. ~4!

Equation~4! states that the transport time for male subjects is
equivalent to the females’ plus additional time to account for
the longer cochlear length of males. Assuming no significant
gender difference in synaptic delay and filter response, the
gender difference in transport time is estimated by subtract-
ing the mean gender difference of the I–V delay from the
gender difference in the mean latency of wave V for a de-
rived band. For the CF51.4 and 0.7 kHz derived-band re-
sponses, Fig. 7 plotsNmax as a function of the PTAw , with-
out @Fig. 7~a! and ~b!# and with @Fig. 7~c! and ~d!# the
transport time corrections. HereNmax is estimated for each
individual according to Eq.~2! by subtracting both the indi-
vidual’s I–V delay and the mean estimated gender-
dependent transport time to the derived-band CF from the
wave V latency of the derived band. In some hearing-
impaired individuals, a clear I–V delay could not be read due
to the lack of an identifiable wave I. In those cases~about
20%!, the mean I–V delay of the appropriate gender was
used.

If gender differences in transport time are not included
in the calculation of Eq.~2! @Fig. 7~a! and ~b!#, Nmax is
greater for males than females. However, if the latency is
corrected for the gender difference in transport time before
computingNmax, the filter build-up time as a function of
hearing loss is equivalent for males and females@Fig. 7~c!
and ~d!#.

The estimatedNmax as a function of CF for derived-band
wave V latencies is shown for normal-hearing subjects in
Fig. 8. For comparison, estimates by Bowmanet al. ~1997a!
using a distortion product otoacoustic emissions~DPOAEs!
f 2 sweep paradigm~Bowmanet al., 1997b! are also shown.
There is close agreement between these two independent es-
timates. The data are plotted against a theoretical curve for
delays produced by a gamma-tone filter with a dependence
of bandwidth on CF, i.e., the order of the filter changed with
CF as 6* CF0.5. Note that both sets of data fit the curve fairly
well.

The number of periods rises as CF increases, which is
consistent with the observation that the cochlea is more nar

FIG. 7. Number of periods to maximum response (Nmax) as a function of
PTAw for CF51.4 and 0.7 kHz calculated from Eq.~2!. Calculated values
without correcting for transport time are shown in~a! and ~b!. Values after
correcting for transport time are shown in~c! and ~d!. Little difference
between males and females in estimated filter build-up time as a function of
hearing loss is observed after correction for gender differences in central
conduction~I–V! and cochlear transport times. Calculations were from re-
sponses to 93 dB p.-p.e. SPL clicks.
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rowly tuned in the higher than the lower frequency regions
~Kiang et al., 1965!. However, as discussed later, the in-
crease inNmax for the highest derived-band CF~11.3 kHz!
may, in part, be a consequence of lower effective stimulus
levels due to the use of clicks and earphones whose response
decreases in the high frequencies.

III. DISCUSSION

The work presented here demonstrates that decreased
cochlear filter times accompanying cochlear hearing loss can
be estimated from the wave V peak latencies of ABRs de-
rived from place-specific regions of the cochlea using high-
pass noise-masking techniques. Latencies of these derived-
band ABRs are determined by~1! cochlear transport time;
~2! cochlear filter build-up time;~3! the synaptic delay be-
tween IHCs and auditory nerve fibers; and, finally,~4! the
neural conduction time including any intervening synaptic
delays to the point in the brainstem pathway responsible for
the peak activity~i.e., the I–V delay!. Gender differences
reflected in these latencies result from differences in cochlear
transport times ~Don et al., 1993, 1994! and well-
documented differences in the I–V delays for both the un-
masked responses~Elberling and Parbo, 1987; Saboet al.,
1992; Watson, 1996! and the derived-band responses~Don
et al., 1993!. There is no clear evidence for gender differ-
ences related to filter response times and synaptic delays.
Cochlear hearing loss at the site of generation affects the
cochlear filter build-up time, has little effect on synaptic de-
lay if the hearing loss is not extreme~Liberman and Kiang,
1978!, and does not affect cochlear transport time or neural
conduction delays. Thus, if the latency measure is corrected
for ~1! gender differences in cochlear transport time for a
response initiated from a given frequency region in the co-
chlea ~i.e., the derived-band response!, and ~2! neural con-
duction time~i.e., the I–V delay!, the effect of cochlear hear-
ing loss on latency can be isolated. These corrected latencies
can then be converted to number of periods to maximum

response (Nmax) in order to estimate the degree of filter
broadening resulting from hearing loss. Assuming that initia-
tion of unit spikes occurs at the same point on the envelope
of the signal waveform responses for both normal-hearing
and hearing-impaired subjects, our data indicate thatNmax

decreases with hearing loss. Over a 50–60-dB range of hear-
ing loss, there is about a one to two period change~Fig. 7!
that is more evident for the lower CF derived bands. This
change was difficult to evaluate for the highest CF~11.3
kHz! derived-band responses because of the lower level of
stimulation due to the use of relatively flat spectral clicks and
the earphone’s frequency response~Eggermont and Don,
1980!. Often, little activity is seen in the CF511.3 kHz de-
rived bands when the related high-frequency hearing loss
exceeds 30 dB. In addition, a one to two period change is a
very small latency difference for this high CF and may be
within the measurement variability for the lower level of
stimulation. Therefore, the 11.3-kHz CF derived-band data
were not analyzed for the hearing impaired. Rutten~1986!
discusses this issue of stimulation level being a confound of
the effects of hearing loss. Moreover, in contrast to our find-
ings shown in Fig. 7 but similar to Eggermont’s~1979a!
results, Rutten~1986! concluded from derived CAP latencies
that the number of periods did not change systematically
with hearing loss. Although Brown and Abbas~1987! dem-
onstrated similarities between AP and ABR tuning character-
istics in animal studies, Klein and Mills~1981! demonstrated
broader tuning of wave I relative to wave V in human ABRs.
Therefore, the discrepancy may be due, in part, to differences
in the tuning properties of ABRs and APs in humans. An-
other possibility for the lack of any systematic change in
Nmax with hearing loss may lie in the gender-dependent
transport time differences. Neither Eggermont’s~1979a! nor
Rutten’s ~1986! studies attempted to analyze the data with
respect to gender differences. If the subjects with the least
amount of hearing loss were females and those with the most
were males, thenNmax calculated from the latencies may
show little difference with hearing loss. Moreover, both stud-
ies included a large number of Meniere’s disease patients. If
transport times and/or frequency selectivity~Eggermont,
1979a! are differentially altered by Meniere’s disease, this
may also contribute to the insensitivity ofNmax to sensory
hearing loss. As shown in Fig. 8, the higher the CF, the
greater the number of periods to reach response maximum.
While this is consistent with differential tuning in the co-
chlea, a possible contributory factor for the ABR studies is
lower physical stimulus levels in the higher frequencies due
to the frequency response of the earphones~TDH-50P!.
However, the observed increase with CF is expected based
on auditory nerve fiber data~Carney and Yin, 1988! and the
theoretical curve fit derived from the assumption that the
cochlear filter can be approximated by a gamma-tone filter.
The good agreement of the derived-band ABR with the otoa-
coustic emission data also suggests that the effect of poten-
tially lower stimulus levels at high CFs is small. Note, how-
ever, that this lower level effect may have contributed to the
higher than expectedNmax for the ABR 11.3-kHz derived-
band data in Fig. 8.

FIG. 8. Mean number of periods to maximum response (Nmax) as a function
of CF based on ABR derived-band corrected latencies~filled circles! and
compared to estimates from DPOAEf 2 sweeps~open triangles! by Bowman
et al. ~1997a!. Note the close correspondence. Both measures show the in-
crease in the number of periods with CF. For comparison, the data are
plotted against a theoretical curve based on a gamma-tone filter function.
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One last factor that can affect ABRs is age~Elberling
and Parbo, 1987!. However, age appears to affect the neural
aspects~e.g., I–V delay! rather than tuningper se. Data from
comparisons between individuals with the same age but dif-
fering in hearing loss and between individuals differing in
age but with the same hearing loss, revealed that the changes
in filter-buildup time (Nmax) were related to hearing loss, not
to age. Any correlation ofNmax to age appears due to the
correlation of age to hearing loss.

In summary, this study has explored three aspects of the
relationship between sensory hearing loss and derived-band
ABR latencies. First, cochlear filter build-up times can be
estimated from derived-band wave V latencies that have
been converted toNmax. The use of latencies alone can be
misleading because there is more absolute latency change for
the lower CF bands that have longer periods. However,Nmax

essentially normalizes the latency data with respect to CF.
Therefore, to determine the changes in the cochlear filter’s
response, latencies must be converted toNmax.

Second,Nmax is equivalent for males and females as a
function of hearing loss after latencies are corrected for
gender-related effects. This suggests that there is no gender-
related effect of hearing loss on the filter selectivity and the
filter response is gender independent.

Finally, cochlear transport time appears to be unaffected
by cochlear hearing loss; but, as suggested by Thornton and
Farrell ~1991!, Kim et al. ~1994!, and Donaldson and Ruth
~1996!, it may be affected by Meniere’s disease. However,
since their measures include both transport and filter
build-up times, another explanation for their results is that
Meniere’s disease adversely affects the filter response to a
greater degree than a cochlear hearing loss without hydrops
~Eggermont, 1979a!.

In conclusion, this work has shown that after removing
gender-related effects, cochlear filter response times can be
estimated from derived-band wave V latencies. In addition,
this study has used derived-band latencies to demonstrate
what tuning curve studies have observed: a broadening of the
cochlear filter response with hearing loss that cannot be ac-
counted for by stimulus level differences. Our method of
estimating filter response times from derived-band ABR la-
tencies enhances objective noninvasive diagnosis and allows
delineation of effects of pathology on underlying cochlear
mechanisms.
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The aim of this study was to examine susceptibility to noise-induced hearing loss in animals with
and without age-related hearing loss~AHL !, using cubic distortion product otoacoustic emissions
~CDPs! to assess the functional status of the outer hair cell~OHC! system. Subjects were young
~<3-yr-old! and aged~10- to 15-yr-old! chinchillas. CDP thresholds and input/output~I/O!
functions were measured before and after exposure to 95 dB or 106 dB SPL low-frequency noise.
The results indicate that~a! aging in the chinchilla is associated with significant elevations of CDP
thresholds and depression of CDP I/O functions,~b! noise exposures cause equivalent CDP
threshold elevations and amplitude reductions in young animals with normal hearing and older
animals with AHL, and~c! CDP threshold and amplitude measures provide information that
complements evoked potentials measured from the auditory midbrain. ©1998 Acoustical Society
of America.@S0001-4966~98!05410-1#

PACS numbers: 43.64.Wn, 43.64.Jb, 43.80.Gx, 43.64.Ld@BLM #

INTRODUCTION

In a previous study~McFaddenet al., 1998a!, we exam-
ined susceptibility to noise-induced hearing loss~NIHL ! in
chinchillas with and without age-related hearing loss~AHL !,
using inferior colliculus~IC! evoked potential~EVP! thresh-
olds and amplitudes as physiological measures of damage.
Subjects were 15 young~<3-yr-old! and 15 aged~10- to
15-yr-old! chinchillas with recording electrodes implanted in
the IC. Prior to noise exposure, there were clear differences
between young and aged animals: aged animals had higher
IC-EVP thresholds~by approximately 10 dB at 0.5–4 kHz,
and 20 dB at 8 and 16 kHz! and depressed input/output~I/O!
functions ~i.e., functions relating response amplitude to
stimulus level!. The animals were subsequently exposed to a
0.5-kHz octave band~OB! noise. One group was exposed to
the noise at a moderate level of 95 dB SPL for 6 h/day for 10
days. The other group was exposed to the noise at a higher
level of 106 dB SPL continuously for 48 h. Analyses of the
IC-EVP threshold and amplitude data revealed no differ-
ences between young and aged animals in their response to
moderate-level noise. The 95-dB noise produced equivalent
threshold shifts~TSs! and parallel recovery functions for the
two age groups, with thresholds recovering to pre-exposure
levels within 5 days after the exposure. High-level noise, on
the other hand, produced greater physiological and histologi-
cal deficits in aged animals. Physiologically, there were sys-
tematic differences in temporary TS~TTS!, permanent TS
~PTS!, and IC-EVP amplitude functions following exposure
to 106-dB noise. Histologically, aged noise-exposed ears
showed greater outer hair cell~OHC! and inner hair cell
~IHC! losses throughout the cochlea than young noise-
exposed ears. In the 3–14 kHz region of the cochlea, OHC
losses were greater than that predicted from the combined
effects of noise exposure and aging, suggesting increased

vulnerability of basal OHCs in older ears to damage from
high-level noise. Overall, the results pointed to greater vul-
nerability of aged animals to cochlear and central auditory
system damage following high-level, but not moderate-level,
acoustic overstimulation.

The present study extends our earlier study of interac-
tions between AHL and NIHL in the chinchilla, using a clini-
cally relevant, noninvasive measure of OHC functioning,
i.e., cubic distortion product (2f 12 f 2) otoacoustic emis-
sions~CDPs!. Previous studies have suggested that CDPs are
sensitive and reliable indices of AHL and NIHL in both hu-
mans and chinchillas~Avan et al., 1996; Lonsbury-Martin
et al., 1991; Eddinset al., 1997; Hamerniket al., 1996;
Zurek et al., 1982!. Unlike evoked potentials recorded from
the IC, which can show changes as a result of central com-
pensatory mechanisms following acoustic trauma to the inner
ear ~Salvi et al., 1990, 1992, 1996; Willott and Lu, 1982!,
CDPs are believed to reflect the functional status of the co-
chlear OHCs alone~Brownell, 1990; Trautweinet al., 1996!.
Thus CDPs may provide a unique perspective on the func-
tioning of OHCs in aged ears and on their vulnerability to
damage from acoustic overstimulation. In addition, compari-
sons between CDPs and IC-EVPs may provide an important
perspective on age-related and noise-induced dysfunction at
different levels of the auditory system.

I. METHODS

A. Subjects

Subjects were 15 young~<3 yr! and 15 aged chinchillas
~Chinchilla laniger! that were among the animals described
in a previous paper~McFaddenet al., 1997a!. All animals
were obtained from commercial breeders. Nine young and
nine aged animals comprised the 95-dB exposure group. Six
young and six aged chinchillas comprised the 106-dB expo-
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sure group. Aged chinchillas in the 95-dB exposure group
were 11 yr (N54), 12 yr (N52), 14 yr (N52), and 15 yr
(N51), with a mean age of 12.3 yr (s.d.51.6). Aged chin-
chillas in the 106-dB exposure group were 10 yr (N52), 11
yr (N52), and 12 yr (N52), with a mean age of 11.0 yr
(s.d.50.9). The average life expectancy of the chinchilla has
not been clearly established, as it has for short-lived labora-
tory rodents. Literature from the commercial breeder who
supplied our aged chinchillas~Moulton Chinchilla Ranch!
states that the average life span is 8–12 years, with some
animals living to 22 years. Other sources~Clark, 1984;
Bohneet al., 1990; Sunet al., 1994! indicate that the chin-
chilla’s life span is between 12 and 20 years. All procedures
regarding the use and care of the animals were reviewed and
approved by the University of Buffalo Institutional Animal
Care and Use Committee and conformed to state and federal
guidelines for the humane treatment of animals.

B. Stimuli and procedures for recording CDPs

Testing was conducted in a sound attenuating booth~In-
dustrial Acoustics Corp., Inc.! with an awake animal held in
a custom-designed restraining device~Snyder and Salvi,
1994! that maintained its head at a constant orientation
within a calibrated sound field. Tone stimuli were generated
digitally ~93-kHz sampling rate! by two D/A converters on
digital signal processing~DSP! boards in a personal com-
puter ~PC!. Stimuli were low-pass filtered~TDK HFL0030,
roll-off 90 dB between 20 and 24 kHz! to prevent aliasing,
attenuated by custom-built computer-controlled attenuators,
amplified, and delivered by Etymotic ER2 transducers to the
ear canal. Ear canal sound pressure was measured using a
low-noise microphone~Etymotic ER10B!. Output of the mi-
crophone was digitized by a 16 bit A/D converter on a third
DSP board in the PC and sampled for 500 ms at a sampling
rate of 31 kHz. Measurements made in a hard-walled cavity
indicated that the distortion in the measurement system was
less than 2 dB SPL for primary tone levels of 80 dB SPL.

The f 2 / f 1 ratio was 1.2, and the level difference be-
tween f 1 and f 2 was 15 dB (L1.L2). These parameters
were selected on the basis of a parametric study conducted in
our lab using young, normal-hearing chinchillas~unpub-
lished data!. I/O functions for f 2 primaries of 1.2, 2.4, 3.6,
4.8, 7.2, 9.6, and 12.0 kHz were recorded in 5-dB steps from
L150 to 80 dB SPL (L25215 to 65 dB SPL!. The average
noise floor level, represented by the low-level~0–15 dB in-
put levels! portion of the I/O function, ranged from28.4 to
214.2 dB SPL. Two or three sets of I/O functions were
obtained from each ear of each animal before noise exposure,
and 30 days after 106-dB noise exposure. Animals were
tested once after 95-dB noise exposure. CDP threshold, de-
fined as the first input level at which the emission amplitude
clearly exceeded the noise floor~i.e., by at least 5 dB!, was
determined separately for each ear at each frequency, then
averages for the group were computed.

C. Noise exposures

The noise used to produce TTS and PTS was an OB
noise with a center frequency of 0.5 kHz. The noise was

digitally generated with a D/A converter on a Spectrum DSP
board~TMS320C25 system board! in a PC, routed through a
manual attenuator~Hewlett-Packard 350D! to a low-
distortion power amplifier~NAD 2200!, and delivered by a
compression driver~JBL 2445J! fitted to a bi-radial exponen-
tial horn ~JBL 2360H! suspended from the ceiling in a
sound-attenuating booth~Acoustic Systems!. During expo-
sures, animals were housed in separate cages beneath the
loudspeaker and provided free access to food and water.
Young and aged animals were exposed together in groups of
four to six. Nine young and nine aged animals were exposed
to 95-dB noise for 6 hr/day for 10 days; all other animals
were exposed to 106-dB noise for 48 h continuously. These
noise exposure parameters are frequently used in our lab,
because they produce reliable TTSs, PTSs, and cochlear pa-
thology in young, normal-hearing animals~e.g., Campo
et al., 1991; McFaddenet al., 1997b!. Noise levels were
measured with a Larson-Davis~model 800B! sound level
meter and a 1/2-in. condenser microphone~LDL 2559!. The
microphone was placed in each cage at a height approximat-
ing the level of the external ear canal of a standing chin-
chilla. The SPL in each cage was estimated by averaging
measurements made at each corner and the geometric center
of the cage. SPL varied by less than 2 dB between cages.
Animals were rotated to different cages each day of an ex-
posure to minimize the effects of possible systematic differ-
ences in SPL between cages.

D. Data analyses

Data were typically obtained from both ears of a given
animal, and treated independently for analysis. The assump-
tion of independence between ears is justified by the nature
of our noise exposure paradigm. Since animals were free to
move around, eat, and sleep during the prolonged noise ex-
posures, different amounts of damage could occur to the left
and right ears of a given animal. Data are reported for all
cases where CDPs could be reliably measured.

Linear regressions were used to obtain a rough estimate
of the rate of change in CDP threshold as a function of age
~3–15 yrs! at eachf 2 frequency. Since the data are limited
and data points are not available for all ages, the major value
of the regression analysis is in providing slope estimates at
each frequency for comparisons with previous IC-EVP slope
data. Mean CDP thresholds of young and aged groups were
compared using mixed factor analyses of variance
~ANOVAs!, with Age Group~young, aged! as a between-
subjects factor, and Time~pre-exposure, post-exposure!
and/or Frequency~1.2, 2.4, 3.6, 4.8, 7.2, 9.6, and 12 kHz! as
within-subjects factors. Significant interactions were exam-
ined further using two-way ANOVAs, one-way ANOVAs,
or Studentt-tests. Mean threshold shifts at each frequency
were compared using Studentt-tests. For comparisons of
CDP I/O functions between age groups or as a function of
time ~pre-exposure versus post-exposure!, the 95% confi-
dence interval for the difference between means was com-
puted. Finally, within an age group, pre-exposure and post-
exposure CDP thresholds were compared using pairedt-
tests, with a 0.01 criterion of significance.
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II. RESULTS

A. Pre-exposure CDP thresholds

Mean CDP thresholds of young and aged ears are shown
in Fig. 1. Mean thresholds of young ears (N528) ranged
from 22.1 to 36.2 dB SPL~filled circles!. Thresholds of aged
ears (N530) ranged from 39.5 to 50.8~open circles!. As
shown by the error bars~SEM! in Fig. 1, variability was
greater among the aged ears than among young ears. Stan-
dard deviations ranged from 11.1 to 19.4 dB for aged ears,
compared to 5.0 to 10.6 dB for young ears.

Differences in mean thresholds between the two age
groups ranged from 10.6 dB atf 254.8 kHz to 26.1 dB at
f 2512 kHz. A two-way mixed ANOVA (Age3Frequency)
revealed a significant interaction between age and frequency
@F(6,324)55.53, p,0.001#. As shown in Fig. 1, the inter-
action reflects the greater threshold elevations at high fre-
quencies (f 257.2, 9.6, and 12 kHz) compared to lower

frequencies (f 251.2, 2.4, 3.6, and 4.8 kHz! in aged ears.
Linear regressions were performed to determine slopes

~rate of change in threshold between 3 and 15 years! and
intercepts at each frequency~Table I!. The slope values ob-
tained are consistent with a rate of change of threshold of
1.4–1.7 dB/yr at 1.2–4.8 kHz, 2.3 dB/yr at 7.2 and 9.6 kHz,
and 3.2 dB/yr at 12 kHz.

B. Pre-exposure CDP amplitudes

Mean CDP I/O functions of young and aged ears are
shown in Figs. 2 and 3 for animals in the 95-dB and 106-dB
exposure groups, respectively. The thin lines show the mean
CDP amplitudes for young animals, and the shaded regions
surrounding them represent the 95% confidence interval for
the difference between means. Means of aged animals are
represented by the thick lines. Aged ears had consistently
smaller suprathreshold response amplitudes at all frequencies
tested. The CDP amplitude functions were very similar for
the 95-dB and 106-dB exposure groups; however, it is inter-
esting to note that the aged animals in the 95-dB group, who
were slightly older than the aged animals in the 106-dB

TABLE I. The relationship between age~3–15 yr! and CDP threshold at
sevenf 2 frequencies.

f 2 ~kHz! Slope Intercept R2 F(1,54) pI

1.2 1.6 36.3 0.402 36.3 ,0.0001
2.4 1.6 32.3 0.287 21.8 ,0.0001
3.6 1.7 28.8 0.296 22.7 ,0.0001
4.8 1.4 29.4 0.346 28.5 ,0.0001
7.2 2.3 24.4 0.419 38.9 ,0.0001
9.6 2.3 21.7 0.430 40.7 ,0.0001

12.0 3.2 16.6 0.540 63.4 ,0.0001

FIG. 1. DP-grams showing mean CDP thresholds as a function of primary
tone (f 2) frequency for young ears (N528; filled circles! and aged ears
(N530; open circles! prior to noise exposure. Threshold differences were
significant at all frequencies. Bars are standard errors of the means~SEMs!.

FIG. 2. Pre-exposure I/O functions for
ears in the 95-dB exposure group, for
primary tones (f 2) of 1.2, 2.4, 3.6, 7.2,
9.6, and 12 kHz. Thin lines represent
means of young ears (N516), and the
hatched regions surrounding them rep-
resent the 95% confidence interval for
the difference between means. Thick
lines represent means of aged ears (N
518). I/O functions for f 254.8 kHz
~data not shown! were very similar to
those at f 253.6 kHz. For all CDP
measurements, the level difference
(L12L2) was 15 dB, and thef 2 / f 1

ratio was 1.2. Average noise floor lev-
els were28.4, 210.8,214.2,213.3,
213.8, and212.0 dB SPL at 1.2, 2.4,
3.6, 7.2, 9.6, and 12 kHz, respectively.
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group (M512.3 yrs versus 11.0 yrs, respectively!, appeared
to have slightly greater amplitude losses at the highest fre-
quencies tested.

C. Effects of 95-dB noise exposure on CDP
thresholds

Mean CDP thresholds measured 5 days after exposure to
95-dB noise are shown in Fig. 4A. Differences in mean
thresholds between the young and aged groups ranged from
6 dB at 4.8 kHz to 26 dB at 12 kHz after exposure. A three-

way mixed-factor ANOVA revealed a significant interaction
between age group and frequency@F(6,150)55.44, p
,0.001#, but no significant main or interaction effects in-
volving time. The age3frequency interaction was examined
further using Studentt-tests. These analyses indicated that
the interaction occurred because the low-frequency~1.2–4.8
kHz! threshold differences between young and aged ears
prior to exposure were eliminated after exposure, whereas
threshold differences at higher frequencies were maintained
~Fig. 4A!. That is, noise exposure made young and aged ears
more similar at low frequencies. However, mean thresholds
after noise exposure were not significantly different from
thresholds prior to noise exposure for either age group, indi-
cating that 95-dB exposure caused no permanent changes in
CDP thresholds.

Threshold shifts following 95-dB noise exposure are
shown in Fig. 4B. Thresholds of young ears shifted by 0–
10.8 dB, with the largest shifts occurring at 1.2 and 2.4 kHz.
Thresholds of aged ears shifted by 1.5 dB or less at all fre-
quencies. Although TSs tended to be slightly greater in
young ears than in aged ears, there were no significant dif-
ferences between age groups in TS magnitude at any fre-
quency~Studentt-tests, allp values.0.05!.

D. Effects of 95-dB noise exposure on CDP amplitudes

Figure 5 compares CDP amplitudes of young and aged
ears before@top three panels# and 5 days after@bottom three
panels# 95-dB exposure, as a function off 2 frequency and
input level (L1550, 60, and 70 dB). Four main observa-
tions can be made from these suprathreshold DP-grams.
First, CDP amplitudes were consistently lower for aged ears
than for young ears at all input levels. Age differences were
evident before as well as after exposure. Second, as input

FIG. 3. Pre-exposure I/O functions for
ears in the 106-dB exposure group, for
primary tones (f 2) of 1.2, 2.4, 3.6, 7.2,
9.6, and 12 kHz. Thin lines represent
means of young ears (N512), and the
hatched regions surrounding them rep-
resent the 95% confidence interval for
the difference between means. Thick
lines represent means of aged ears (N
512). I/O functions for f 254.8 kHz
~data not shown! were very similar to
those at f 253.6 kHz. Average noise
floor levels were28.8,212.7,214.0,
214.1, 213.4, 213.4, and213.4 dB
SPL at 1.2, 2.4, 3.6, 7.2, 9.6, and 12
kHz, respectively.

FIG. 4. Mean CDP thresholds~A! and threshold shifts~B! measured 5 days
after 95-dB noise exposure. Bars show SEMs for each group.
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level increased from 50 to 70 dB, differences between young
and aged animals increased at high frequencies but not at
low frequencies. Third, CDP amplitudes were not depressed
after 95-dB noise exposure. In fact, amplitudes for both age
groups actually increased at most frequencies, particularly at
higher input levels~60 and 70 dB!. After 95-dB exposure,
amplitudes increased by as much as 13.1 dB for young ears
(at 7.2 kHz, L1560 dB), and by as much as 11.8 dB for
aged ears (at 4.8 kHz,L1560 dB). Fourth, the age-related
differences seen prior to exposure were generally maintained
after exposure, suggesting that suprathreshold responses of
young and aged ears were affected similarly by 95-dB noise.

E. Effects of 106-dB noise exposure on CDP
thresholds

CDP thresholds and threshold shifts measured 30 days
after exposure to 106-dB noise are shown in Fig. 6. An ex-
amination of these data suggests that high-level exposure
made young ears more similar to aged ears by elevating
high-frequency thresholds more than low~compare with Fig.
1!, and that significant threshold elevations occurred for both
age groups.

A three-way ANOVA for thresholds revealed significant
main effects for age group, frequency, and time, and a sig-
nificant interaction between time and frequency~all p values
,0.005!. Most importantly, there was a significant three-
way interaction between age group, time and frequency
@F(6,156)52.48, p50.03#, indicating that high-level noise
affected young and aged ears differently. Subsequent two-
way ANOVAs (Time3Frequency) confirmed a significant
interaction for the young group@F(6,90)57.6, p,0.001#,
whereas there were significant main effects for time
@F(1,11)58.4, p50.01# and frequency@F(6,66)52.9, p
50.01# but no interaction for the aged group.

An examination of threshold shifts~Fig. 6B! shows why
the interaction occurred. Whereas aged ears showed a rela-
tively uniform TS across frequencies, young ears had greater
TS at 12 kHz than at lower frequencies. Thus the pattern of
TS across frequencies differed for young and aged ears.

Unlike 95-dB noise which caused no significant TS for
either young or aged ears, the 106-dB exposure produced
PTSs ranging from approximately 8 to 23 dB in young ears,
and 10 to 14 dB for aged ears. Threshold shifts were signifi-
cant at all frequencies for young ears. Because variability
was greater among aged ears, only the mean TS at 9.6 kHz
reached statistical significance@t(11)523.5, p50.005#.

FIG. 5. CDP amplitudes as a function of frequency and input level (L1550, 60, and 70 dB SPL) for 95-dB exposure groups. Upper panels show
amplitudes prior to exposure~see Fig. 2!. Lower panels show amplitudes after exposure. The presentation facilitates comparison of differences due to age
~filled symbols versus open symbols! and exposure~top panels versus bottom panels!. Bars show 95% confidence intervals for the differences between means
at each frequency.

FIG. 6. Mean CDP thresholds~A! and threshold shifts~B! measured 30
days after 106-dB noise exposure. Bars show SEMs for each group.
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Threshold differences between young and aged ears persisted
after exposure, with significant differences observed at all
frequencies~p values,0.009! except 12 kHz (p50.6).

F. Effects of 106-dB noise exposure on CDP
amplitudes

Amplitudes of both young and aged ears tended to be
depressed slightly after noise exposure, as illustrated in Fig.
7. However, there were no systematic differences between
young and aged ears in either the pattern or the magnitude of
amplitude decreases. Differences between young and aged
ears seen prior to noise exposure~top panels! were well-
preserved after noise exposure~bottom panels!.

III. DISCUSSION

Prior to noise exposure, aged ears had significantly
higher CDP thresholds and reduced CDP amplitudes com-
pared to young ears. Thresholds were more elevated at high
frequencies than at low frequencies. Regression analyses
yielded slopes consistent with rates of threshold change be-
tween 1.4 and 3.2 dB/yr. After exposure, age-related thresh-
old and amplitude differences were generally maintained,
with one exception. After high-level noise exposure, young
ears showed greater TS atf 2512 kHz, the highest frequency
tested, resulting in a threshold DP-gram that more closely
resembled that of aged ears. Apart from this single differ-
ence, the CDP threshold and amplitude data suggest that
young animals with normal hearing and aged animals with
AHL do not differ in their susceptibility to either moderate-
level or high-level noise. The results support a simple addi-
tive relationship between AHL and NIHL with respect to
their effects on the functioning of surviving OHCs as as-
sessed by CDPs.

In previous studies~McFaddenet al., 1997a, 1998a!, we
reported the results of EVP tests performed on young and
aged chinchillas, including those used in the present study.
Because the EVPs were measured from electrodes implanted
in the auditory midbrain, a comparison between CDPs and
IC-EVPs may provide an important perspective on peripheral
versus central mechanisms contributing to AHL, NIHL, and
the interaction between them.

A. Comparison of CDPs and IC-EVPs before noise
exposure

Recent studies using chinchillas with selective IHC le-
sions produced by carboplatin~e.g., Burkardet al., 1997;
Jocket al., 1996; McFaddenet al., 1998b! have shown that
IC-EVP thresholds are sensitive to cochlear pathology in-
volving significant OHC loss, but are surprisingly insensitive
to IHC lesions. As long as OHCs are intact, even massive
IHC lesions do not elevate IC-EVP thresholds~McFadden
et al., 1998b!. Studies using the carboplatin-treated chinchilla
model have also shown that IHCs make little or no contribu-
tion to CDPs, since even massive IHC lesions do not de-
crease CDP amplitude, as long as OHCs remain intact~Jock
et al., 1996; Hofstetteret al., 1997; Trautweinet al., 1996!.
Since both CDPs and IC-EVP thresholds are affected by
OHC but not IHC loss, the two measures might be expected
to provide similar information regarding the functional status
of the OHC system. Data from the present study support this
hypothesis, as CDP thresholds showed the same pattern of
age-related elevation as the IC-EVP thresholds in our previ-
ous study~McFaddenet al., 1998a!, i.e., greater elevations at
high frequencies than at low, corresponding to greater basal
OHC pathology. I/O functions of CDPs and IC-EVPs were
also similar in pattern, with aged ears consistently showing
smaller response amplitudes at all frequencies for both mea-
sures. However, CDP thresholds appear to increase some-

FIG. 7. CDP amplitudes as a function of frequency and input level (L1550, 60, and 70 dB SPL) for 106-dB exposure groups. Upper panels show
amplitudes prior to exposure~see Fig. 3!. Lower panels show amplitudes after exposure. The presentation facilitates comparison of differences due to both age
~filled symbols versus open symbols! and exposure~top panels versus bottom panels!. Bars show 95% confidence intervals for the differences between means
at each frequency.
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what more rapidly than IC-EVP thresholds with age. In our
initial study of 21 young and 23 aged chinchillas~McFadden
et al., 1997a!, IC-EVP thresholds increased by 0.8–1.1 dB/yr
at 0.5–4 kHz, and by approximately 2.0 dB/yr at 8 and 16
kHz. In contrast, CDP thresholds for animals in the present
study changed at rates corresponding to 1.4–1.7 dB/yr at
f 251.2– 4.8 kHz, 2.3 dB/yr at 7.2 and 9.6 kHz, and 3.2
dB/yr at 12 kHz. While these relatively small differences
could be simply related to different sample sizes or to imper-
fect correspondence between test frequencies, they could
also reflect a dissociation between peripheral and central pa-
thology. The central nervous system is often able to compen-
sate for peripheral losses, particularly when the peripheral
changes occur slowly over time~Kaas, 1996; Robertson and
Irvine, 1989; Willott et al., 1993; Zhenget al., 1998!. The
slightly slower decline in sensitivity seen in IC-EVPs com-
pared to CDPs may therefore reflect central compensatory
mechanisms similar to those described previously for C57
mice with AHL ~Willott, 1996; Willott et al., 1991, 1993!. In
the case of aging C57 mice, paradoxical differences in
threshold shifts have been observed throughout the central
auditory system. For example, mean age-related threshold
shifts can be more than twice as large in the ventral cochlear
nucleus as in the IC~Willott et al., 1991!. If differences in
the rate of threshold decline observed between CDP and IC-
EVP measures are due to central compensatory mechanisms,
then the results demonstrate that aged animals are capable of
exhibiting central auditory system plasticity in response to
age-related peripheral damage. The clinical implication is
that CDP threshold may be a more sensitive indicator of
subtle damage to the OHCs than brain stem evoked poten-
tials. However, it should be considered that EVPs may be
more useful when large hearing losses are present.

B. Comparison of CDPs and IC-EVPs after noise
exposure

The results of the present study suggest that young and
aged OHCs do not differ in their physiological response to
either moderate-level or high-level noise. For both exposure
levels, the sensitivity and amplitude losses caused by noise
exposure simply added to the losses already present from
aging. The CDP results presented here are consistent with
our previous findings from IC-EVP measurements~McFad-
denet al., 1998a! in showing that 95-dB exposure produces
no PTS for either young or aged ears, whereas 106-dB ex-
posure produces significant PTS for both. However, the CDP
and IC-EVP results differ in one important respect. Whereas
the CDP data do not indicate a difference in the effects of
moderate-level versus high-level noises, the IC-EVP data
suggested that aged animals may be more susceptible to
high-level noise than young animals, consistent with a recent
study of the Mongolian gerbil~Mills et al., 1997!. One par-
ticularly notable difference that we observed in the previous
study ~McFaddenet al., 1998a! was that IC-EVP amplitude
functions of young animals wereenhancedafter exposure,
consistent with previous studies of young noise-exposed ani-
mals ~Salvi et al., 1990, 1992, 1996; Willott and Lu, 1982!,
whereas those of aged animals were not. The IC-EVP results

suggested that high-level noise exposure altered the balance
of excitation and inhibition differently in the central auditory
system of young and aged animals.

Alterations in the balance of excitation and inhibition in
central auditory nuclei could arise through a number of
mechanisms. For instance, the strength of inhibition in the IC
may already be diminished in aged animals~McFadden and
Willott, 1994a, b!, so that release from inhibition is less
likely to be observed in their IC potentials. Alternatively, the
strength of excitation in the IC may be diminished as a result
of impaired OHC functioning and reduced neural input to the
central auditory system. Results from the present study do
not allow either of these hypotheses to be ruled out.

C. Clinical implications

Stoveret al. ~1996! assessed the clinical utility of CDP
thresholds and amplitudes in the diagnosis of hearing status
in 210 subjects ranging in age from 7 to 86 yrs. They found
that CDP thresholds were slightly better than CDP ampli-
tudes in correctly identifying ears with hearing loss. How-
ever, given the ambiguity inherent in CDP threshold estima-
tion and the longer testing times required to obtain
thresholds, Stoveret al. ~1996! recommended the use of su-
prathreshold DP-grams obtained with moderate level prima-
ries in the clinical setting. Examination of the DP-grams
from young and aged chinchillas~Figs. 5 and 7! shows that
CDP amplitudes measured at input levels of 60–70 dB pro-
vide essentially the same information as the CDP threshold
data from the same animals~Figs. 4A and 6A!. Thus our data
support the recommendation of Stoveret al. ~1996!. At the
same time, however, the differences we have observed be-
tween CDP and IC-EVP measures of auditory system pathol-
ogy highlight the need to consider central as well as periph-
eral changes when assessing hearing loss in a clinical
population. Aged subjects may have central deficits that are
independent of peripheral pathology~see Willott, 1991!, that
would not be evident from CDPs. In addition, aged and/or
noise-exposed individuals may have IHC lesions that would
not be detected with either CDPs or IC-EVP thresholds
~Burkard et al., 1997; Hofstetteret al., 1997; Jocket al.,
1996; McFaddenet al., 1998b; Trautweinet al., 1996!, em-
phasizing the need for suprathreshold measures of auditory
function.
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Nowadays, it is widely believed that the temporal structure of the auditory nerve fibers’ response to
sound stimuli plays an important role in auditory perception. An influential hypothesis is that
information is extracted from this temporal structure by neural operations akin to an autocorrelation
algorithm. The goal of the present work was to test this hypothesis. The stimuli consisted of
sequences of unipolar clicks that were high-pass filtered and mixed with low-pass noise so as to
exclude spectral cues. In experiment 1, ‘‘interfering’’ clicks were inserted in an otherwise periodic
~isochronous! click sequence. Each click belonging to the periodic sequence was followed, after a
random portion of the period, by one interfering click. This disrupted the detection of temporal
regularity, even when the interfering clicks were 5 dB less intense than the periodic clicks.
Experiments 2–4 used click sequences that showed a single peak in their autocorrelation functions.
For some sequences, this peak originated from ‘‘first-order’’ temporal regularities, that is from the
temporal relations between consecutive clicks. For other sequences, the peak originated instead
from ‘‘second-order’’ regularities, relative to nonconsecutive clicks. The detection of second-order
regularities appeared to be much more difficult than the detection of comparable first-order
regularities. Overall, these results do not tally with the current autocorrelation models of temporal
processing. They suggest that the extraction of temporal information from a group of closely spaced
spectral components makes no use of time intervals between nonconsecutive peaks of the amplitude
envelope. ©1998 Acoustical Society of America.@S0001-4966~98!00810-8#

PACS numbers: 43.66.Ba, 43.66.Hg, 43.66.Mk@RHD#

INTRODUCTION

A complex tone with a rich spectrum, such as a vowel, is
normally perceived asonesound withonepitch. The heard
pitch is very close to that of a pure tone with the same pe-
riod, even if the corresponding pure tone is actually absent in
the spectrum of the complex tone~the ‘‘missing fundamental
phenomenon’’!. It is much more difficult to perceive a com-
plex tone as a sum of pure tones with various pitches. This is
very remarkable, for two reasons. First, the cochlea behaves
as a spectral analyzer and resolves the lower harmonics of a
vowellike sound. Second, these lower harmonics appear to
play a more important role than the higher harmonics, unre-
solved by the cochlea, in the process of pitch extraction
~Plomp, 1967; Ritsma, 1967; Mooreet al., 1985!.

In the 1970s, ‘‘pattern-recognition’’ theories of pitch
perception were proposed to account for the missing funda-
mental phenomenon and the importance of spectral resolu-
tion in pitch extraction~e.g., Terhardt, 1972; Goldstein,
1973!. Basically, these theories assume that the pitch of a
complex tone is extracted by a centrally located processor of
the frequency relationships between resolved spectral com-
ponents. The pattern-recognition theories can explain, in ad-
dition to the missing fundamental phenomenon, the pitch

percepts induced by inharmonic complex tones, or the pitch
ambiguity of complex tones consisting of only few harmon-
ics. However, a fundamental problem for these theories is
that pitch percepts can be elicited by the periodicity of
sounds consisting of completely unresolved harmonics, or by
other stimuli providing no spectral pitch cues~Burns and
Viemeister, 1976, 1981; Moore and Rosen, 1979; Houtsma
and Smurzynski, 1990!.

To account for the latter fact, it is necessary to admit
that pitch can be extracted by a mechanism working exclu-
sively in the temporal domain. One may think that this tem-
poral mechanism is used only for the processing ofampli-
tude envelopes, and coexists with a completely different
central processor of spectral cues~Terhardt, 1972; Carlyon
and Shackleton, 1994!. However, it is well established that
the frequency of a resolved harmonic has in itself a temporal
representation in the spike trains conveyed by the auditory
nerve fibers responding to this harmonic~Sachs and Young,
1980; Horstet al., 1986!. Thus, temporal information might
be used to identify the frequency of individual harmonics as
a basis of a pattern recognition process~Srulovicz and Gold-
stein, 1983!.

Moore ~1977, 1997! argued that most of the psycho-
physical data concerning the pitch of complex sounds can be
understood on the basis of a simpler model. According to
Moore, the pitch of a complex sound would simply corre-
spond to the most frequent interspike interval~ISI! occurring
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in the responses of all the auditory nerve fibers excited by
this sound. In a nerve fiber excited by a resolved spectral
component with frequencyf ~Hz!, consecutive spikes will
typically be separated by ISIs corresponding to
1/f ,2/f ,3/f ,...,n/ f s ~Sachs and Young, 1980!. In other nerve
fibers excited by another resolved component, the ISIs will
be partly different, but common ISIs will occur if the two
components are harmonically related~i.e., if the sound is
periodic!. The smallest of the common ISIs will correspond
to the period of the sound. As the corresponding ISI should
also occur in fibers excited by the sum of several harmonics
rather than by a single harmonic~Evans, 1978!, this ISI
should be overall the most frequent one. Note that although
Moore’s model posits that the pitch extraction process is the
same for spectrally resolvable sounds and unresolvable
sounds, it is possible in this conceptual framework to make
sense of the fact that resolved harmonics provide more sa-
lient pitch cues than unresolved harmonics~see Moore,
1997!.

Moore’s model identifies a possible correlate of the
pitch of complex sounds at the auditory nerve level, but does
not specify how pitch is neurally represented at higher levels
of the auditory system. Because it seems that fine-grain tem-
poral information cannot be represented directly in the audi-
tory cortex~e.g., de Ribaupierreet al., 1972; Steinschneider
et al., 1980!, any temporal correlate of pitch in the auditory
nerve is likely to be recoded beyond into place information
~Pantevet al., 1989; Langner, 1992; Langneret al., 1997!.
How could this be done?

More than two decades earlier, Licklider~1951! hypoth-
esized that the auditory system is able to calculate the auto-
correlation ~AC! function of a neural spike train, and to
transform in this way temporal regularities into a place code
for pitch. The neural scenario imagined by Licklider is de-
picted in Fig. 1. Nowadays, this specific neural scenario is
often judged unrealistic, but Licklider’s basic proposal is still
very influential ~Lyon, 1984; Slaney and Lyon, 1990; Laz-
zaro and Mead, 1989; Assmann and Summerfield, 1990;
Meddis and Hewitt, 1991; de Cheveigne´, 1993, 1998; Hart-
mann, 1993; Pattersonet al., 1996; Yostet al., 1996; Cariani
and Delgutte, 1996a, 1996b!. Remark, however, that the tem-
poral regularities liable to be picked up in a spike train by an
AC process are not identical to those considered as relevant
for pitch by certain pitch theorists~Goldstein and Srulovicz,
1977; Srulovicz and Goldstein, 1983; Ohgushi, 1978; van

Noorden, 1982!. These authors posited that the relevant in-
formation is limited tofirst-order ISIs, that is to intervals
betweenconsecutivespikes. By contrast, an autocorrelator
will not distinguish first-order ISIs from higher-order ISIs,
that is, consecutive spikes from nonconsecutive spikes~see
Hartmann, 1997, p. 355!.

The present study was intended to test the idea that the
analysis of temporal regularity can be based on an AC pro-
cess. To this end, we performed psychophysical experiments
using sound stimuli that did not provide spectral cues and
had the advantage of producing precisely predictable tempo-
ral patterns of neural activity. These stimuli were high-pass
filtered nonperiodic click sequences, mixed with low-pass
noise. They did not elicit trulymusicalpitch sensations, in so
far as their pitches were weak and could not be used to build
identifiable musical intervals. Nevertheless, it is reasonable
to consider that they are able to provide information on a
mechanism of pitch perception. Pitch can probably be de-
rived from both spectral and temporal features of sound
waves. In order to isolate the temporal mechanism of pitch
perception, one has to eliminate spectral cues. By doing so
one eventually reduces pitch strength up to a point where
musical judgments can no longer be made. The remaining
perceptual correlate of temporal regularity has been named
‘‘rattle pitch’’ by Plomp ~1976, Chap. 7!.

I. EXPERIMENT 1. THE POOR DETECTABILITY OF
‘‘SECOND-ORDER PERIODICITY’’

A. Preliminary observations

Consider a periodic click sequence in which consecutive
clicks are separated by a constant interclick interval~ICI! of,
e.g., 10 ms. Let us remove the resolvable spectral compo-
nents of this stimulus by high-pass filtering it at, e.g., 6000
Hz. In addition, let us mix it with low-pass noise to ensure
that its internal ~i.e., auditory! power spectrum will not con-
tain resolved components arising from cochlear nonlineari-
ties ~Plomp, 1976, Chap. 2!. Under such conditions, one can
hear a clear ‘‘rattle pitch,’’ which must be extracted from
purely temporal information at the auditory nerve level. The
AC function of the filtered click sequence shows a series of
sharp peaks for delays of 10, 20, 30,... ms. It is reasonable to
assume that, in the auditory nerve, each filtered click pro-
duces a short burst of activity, so that the ICIs are repre-
sented by ISIs of the same duration~Kiang et al., 1965; Rug-
gero, 1992!.

Suppose now that one ‘‘interfering click’’ is inserted at a
random position within each 10-ms first-order ICI of the pe-
riodic click sequence. The top panel of Fig. 2 shows a seg-
ment of a stimulus obtained in doing so. There are no longer
first-order temporal regularities in the click sequence: The
ICIs of consecutive clicks have a flat statistical distribution.
However, temporal regularities appear in thesecond-order
ICI statistics, and the sequence can be said to have a
‘‘second-order periodicity’’~SOP!. Its AC function is dis-
played in the left part of Fig. 3. In spite of the interfering
clicks, prominent peaks are still present for delays of 10, 20,
30,... ms. Yet, in informal listening tests, we found that the
sequence does not sound regular. Instead, it is perceived as

FIG. 1. A neural autocorrelator~after Licklider, 1951!. A set of coincidence
neurons is placed between a fast line and a delay line. The delay line is
realized as a chain of neurons losing approximately 1 ms per synaptic trans-
mission. The figure shows what happens when a spike enters into the system
while another spike came in 10 ms earlier. The 10-ms coincidence neuron is
about to fire. In Licklider’s original model, each coincidence neuron is fol-
lowed by another neuron doing some temporal integration.
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similar to a sequence in which each first-order ICI is selected
randomly, without any constraint, between 0 and 10 ms. We
also noticed, however, that a perceptual discrimination be-
tween sequences with SOP and random sequences was pos-
sible on the basis of local~momentary! differences in click
rate: In a random sequence, many short~or long! first-order
ICIs sometimes occur in immediate succession; this cannot
happen in a sequence with SOP. The corresponding discrimi-
nation cue disappears if, in the random sequences, the num-
ber of consecutive first-order ICIs falling above 5 ms, or
below 5 ms, is prevented to exceed 2. Using this constraint,
we observed that it was extremely hard to discriminate se-
quences with SOP from random sequences.

Experiment 1 was conducted to confirm this informal
finding. In order to quantify the deleterious effect of the in-
terfering clicks, we attenuated them by a variable amount, as
illustrated in the third panel of Fig. 2. In the random se-
quence presented on the same trial as a given sequence with

SOP, every even click was attenuated by the same amount
~lowest panel of Fig. 2!. For an attenuation of 20 dB, a se-
quence with SOP sounded perfectly regular. The goal of the
experiment was to determine at which amplitude of the in-
terfering clicks the detection of SOP would be disrupted.

B. Procedure

The click sequences were digitally generated at a sam-
pling rate of 44 100 Hz. The unipolar clicks were high-pass
filtered at 6000 Hz. The filter shape followed a logistic func-
tion with a 400-Hz transition region~from 10% to 90% of
full amplitude!. The low-pass noise mixed with the click
sequences consisted of white noise filtered symmetrically, so
that the entire stimulus had a flat spectral envelope~spectrum
level: 35 dB! when the interfering clicks were unattenuated.
The stimuli were presented diotically, via electrostatic ear-
phones~Stax Lambda Pro!, in a sound-proof booth.

On each trial, the subject was presented with two 1-s
click sequences separated by a 333-ms pause. The low-pass
filtered noise started 333 ms before the first sequence and
ended 333 ms after the second one. The two sequences in-
cluded a ‘‘target’’ sequence~with SOP! and a ‘‘random’’
sequence~excluding multiple repetitions of similar first-
order ICIs, as explained in the previous section!. The subject
had to determine if the more regular sequence was the first or
the second sequence. Feedback was provided following each
trial. In a block of trials, the attenuation of the interfering
clicks was initially set to 20 dB, and then varied according to
the weighted up-down adaptive procedure~Kaernbach,
1991!: Following a correct response, the attenuation de-
creased by 2 dB~before the first reversal! or 1 dB ~after the
first reversal!; following each incorrect response, the attenu-
ation increased by 3 dB. This continued until 60 trials were
run. Three psychology students, without previous experience
in psychoacoustic tasks, were tested each in two trial blocks.

C. Results

Since the results of the three subjects were very similar,
they were pooled.~Author CK also produced similar results,
which were not taken into account.! A psychometric function
was fitted to the data using a maximum-likelihood procedure.
Performance severely declined when the attenuation became
smaller than about 10 dB. The 75% point of the psychomet-
ric function corresponded to an attenuation of 9.2 dB.

D. Discussion

This short experiment demonstrated that, for untrained
subjects at least, the SOP of the target sequences was inau-
dible when the interfering clicks had the same intensity as
the isochronous clicks, or when they were attenuated by as
much as 5 dB. In the absence of any attenuation, the AC
functions of the target sequences had prominent peaks at 10,
20, 30,... ms, as shown in the left part of Fig. 3. The promi-
nence of the AC peaks was even larger when the interfering
clicks were attenuated by 5 dB. Even then, the target se-
quences could not be discriminated from sequences with no

FIG. 2. High-pass filtered click sequences mixed with low-pass noise. The
top panel shows a click train possessing a second-order periodicity~SOP! of
10 ms. It consists of an isochronous click train with one ‘‘interfering’’ click
in each first-order ICI. It is not easy to realize visually that the first, third,
fifth, and seventh clicks are equidistant. This click train looks basically
similar to the random click train~without SOP! presented in the second
panel. Here, each first-order ICI is randomly selected in the interval@0,10#
ms. The SOP of the third train is much easier to see than the SOP of the first
one. In this third train, the interfering clicks are three times smaller~10-dB
attenuation! than the isochronous clicks. The bottom panel shows a compa-
rable random click train with every even click attenuated by the same
amount. While the SOP is easy to see with a 10-dB difference, it is difficult
to hear.

FIG. 3. Normalized AC functions of click trains used in experiment 1. Left
part: AC functions of five click trains with a SOP of 10 ms. Right part: AC
functions of five random click trains, excluding multiple repetitions of simi-
lar first-order ICIs~as explained in Sec. I A!. The click trains analyzed here
were composed of nonfiltered clicks with equal intensities. The AC func-
tions were computed for delays of 0–33 ms, with a bin width of 1 ms.
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AC peak at all~right part of Fig. 3!. This clearly casts doubts
on the idea that the auditory system is able to compute AC
functions.

The fact that the attenuation of the interfering clicks had
to exceed as much as 5 dB before being effective is not so
surprising if one considers data recently reported by Tsuzaki
and Patterson~1998!. These authors measured thresholds for
the detection of amplitude jitter in high-pass filtered isochro-
nous click trains. The obtained thresholds were remarkably
high: For first-order ICIs of 10 ms~the shortest ICIs used by
Tsuzaki et al.!, they corresponded to interclick amplitude
differences of no less than 7 dB.

It should be emphasized that the AC functions displayed
in Fig. 3 are valid estimations of the AC functions of the
activity produced by the click sequences in the auditory
nerve. Consider, in this respect, a model of neural transduc-
tion assuming that the clicks are bandpass filtered in a num-
ber of frequency channels~with center frequencies exceeding
6 kHz!, half-wave rectified, and finally low-pass filtered at
about 1 kHz. In a given channel, the resulting signal will
consist of smeared versions of the original clicks, spread
over approximately 1 ms. Therefore, its AC function will be
quite comparable to the AC function computed from the
original click sequence with a bin width of 1 ms~the bin
width we used!. This will hold true as long as the clicks are
all of the same amplitude and polarity. Meddis and Hewitt
~1991! proposed that the neural AC functions should be av-
eraged across channels. For high-pass filtered click se-
quences with a cutoff frequency as high as 6 kHz, the neural
AC functions should be essentially identical across channels,
so that averaging across the relevant channels will still pro-
duce results similar to those displayed in Fig. 3.

Our basic result is consistent with findings by Carlyon
~1996! on the perception of mixtures of complex tones dif-
fering in fundamental frequency. In some of his experimental
conditions, Carlyon mixed two spectrally unresolvable tones
with identical spectral envelopes and amplitudes. He found
that such a mixture is not heard as a sum of two tones dif-
fering in pitch but evokes instead a ‘‘unitary noiselike or
‘crackle’ percept.’’ This shows, like our own experiment,
that the detection of a sound’s periodicity can be dramati-
cally disrupted by the simultaneous presentation of another
sound which is not more intense. The disrupting sound was
periodic in Carlyon’s study, whereas it was not periodic in
our experiment. In both cases, however, amplitude peaks of
the disrupting sound occurred between consecutive ampli-
tude peaks of the other~periodic! sound. Thus, both sets of
data provide an indication that first-order time intervals are
of paramount importance for the extraction of pitch in the
temporal domain.

II. EXPERIMENTS 2 AND 3. THE PERCEPTUAL
NONEQUIVALENCE OF FIRST-ORDER AND SECOND-
ORDER TEMPORAL REGULARITIES

A. Purpose and general method

Experiment 1 demonstrated that second-order temporal
regularities are difficult to hear in spectrally unresolvable
click trains. It was the aim of experiments 2 and 3 to quantify

the sensitivity of trained subjects to temporal regularities of
different orders. The subject’s task was again to discriminate
‘‘target’’ sequences with temporal regularities from irregu-
lar, ‘‘random’’ sequences. However, unlike the target se-
quences of experiment 1, those of experiments 2 and 3 had
no ‘‘periodicity’’ of any kind. More precisely, there was only
one peak in their AC functions. This peak originated from
multiple occurrences of a fixed ICI, which was a first-order
ICI for some targets~without second-order regularities!, and
a second-order ICI for other targets~without first-order regu-
larities!. In the targets with fixed first-order ICIs, the fixed
ICI occurred more or less frequently, so that the AC peak
was more or less prominent. The prominence of the AC peak
was thus experimentally dissociated from the nature of the
temporal regularities producing the peak.

In contrast to experiment 1, the component clicks of the
sequences employed never differed from each other in inten-
sity. They were always identical. Thus, discrimination per-
formance was not assessed as a function of an intensity vari-
able. In experiment 2 we manipulated instead of this the
length of the sequences: For targets of various types, we
measured how long a target sequence had to be, that is to
say, how many fixed ICIs it had to contain, in order to be
reliably discriminated from a random sequence of the same
length.

B. Experiment 2: Procedure

In the target and random sequences presented on each
trial of this experiment, the average click rate was the same
and the first-order ICIs had an identical upper limit~of t ms!.
Four types of targets were used. Their respective temporal
characteristics are specified and illustrated in Fig. 4, as well
as those of the comparison random sequences~constrained
by a rule which was similar to that employed in experiment
1; see the caption of Fig. 4!. Each target contained both fixed
and random ICIs. The fixed ICIs were first-order ICIs for
target types labeledkxx, kxxx, andkxxxx. In abx targets, by
contrast, all the fixed ICIs were second-order ICIs; there was
always one click at a random position between two clicks
separated by the fixed ICI value. As shown in the bottom
row of Fig. 4, the fixed ICIs of the various targets produced
a single sharp peak in their otherwise noisy AC functions.
~The singleness of this peak was due to the ‘‘x’’ ICIs. ! The
peak occurred att/2 for the targets with first-order regulari-
ties, and att for theabx targets. Signal-to-noise ratios~S/N!
were computed to quantify the prominence of each peak in
the asymmetric noisy background surrounding it. In doing
so, we selected the noise falling in a 6-ms region centered on
the peak. Arranging the targets in order of decreasing S/N,
one obtained:kxx ~0.45!, abx ~0.34!, kxxx ~0.31!, andkxxxx
~0.24!. There was no peak in the AC functions of the random
sequences. Hence, under the assumption that the auditory
system is able to perform operations akin to AC, one pre-
dicted that it would be easier to discriminate anabx target
from a random sequence than to discriminate akxxx or
kxxxx target from a random sequence.

In thekxx, kxxx, andkxxxx targets,t was always equal
to 10 ms. In theabx targets,t was set to 10 ms in some trial
blocks, and to 5 ms in other trial blocks. This permitted a
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comparison between the detections of first-order and second-
order temporal regularities for the same mean click rate~200
clicks per s! or for identical locations of the AC peak~a peak
obtained for a 5-ms delay!.

On each trial, the subject was presented with three suc-
cessive click sequences, separated by 250-ms pauses. The
clicks were high-pass filtered at 6000 Hz and mixed with
low-pass noise as in experiment 1. The low-pass noise
started 250 ms before the first sequence and ended 250 ms
after the third one. The first sequence was a random se-
quence and served as a standard. The following two se-
quences included one target and one random sequence. The
subject had to determine if the ‘‘different’’ sequence~the
target! was the second or the third sequence. Feedback was
provided immediately after the response. The stimuli were
presented monaurally, via a Stax Lambda Pro earphone, at a
35-dB spectrum level.

In each block of trials, the type of the targets and the
value of t were fixed. The duration of the sequences was
initially set to 1 s and then varied following the same adap-
tive procedure as that used in experiment 1~1 dB corre-
sponding here to a duration change of approximately 26%!.
However, 1 s was the maximum possible duration. Due to
the partial randomness of the ICIs, the number of fixed ICIs
contained by a sequence of a certain duration could vary.
Following each trial, we recorded the exact number of fixed
ICIs which occurred on that trial. A block was finished after
100 trials. From the obtained data, we estimated the number
of fixed ICIs for which the probability of a correct response
was 0.75. This ‘‘threshold’’ was taken as the median of the
numbers of fixed ICIs which had been presented on all the
trials following the fourth reversal.

During a test session, one block of trials was run in each
of the five experimental conditions. Each subject was tested
for at least five training sessions before the formal experi-
ment, run in five additional sessions. Four subjects were
used: three students and author LD. Each subject had previ-
ously participated in other psychoacoustical experiments.

C. Experiment 2: Results

Figure 5 shows the mean threshold estimates obtained in
the five final sessions. The thick gray line indicates the
threshold estimates expected if the targets were actually not
discriminated at all from random sequences. For a complete
absence of discrimination, the adaptive procedure resulted in
a random walk and simulations showed that the duration
threshold would be estimated at 0.85 s~15% less than the
maximum duration, 1 s!. The number of fixed ICIs corre-
sponding to this duration depended of course on the target
type and ont.

For the abx targets, the performance of three subjects
did not differ significantly from the chance level indicated by
the gray line; the measured thresholds were thus strongly
biased by ceiling effects. By, contrast, unbiased thresholds
could always be measured for thekxx, kxxx, and kxxxx
targets. For each subject, the discrimination task was clearly

FIG. 4. Temporal characteristics of the sequences used in experiment 2. For
each sequence type~patterns on the first row!, we give on the second row a
possible succession of first-order ICIs, in ms,t being equal to 10 ms. The
recurrence of a fixed ICI is emphasized on the third row. In akxx sequence,
a first-order ICI oft/2 ~corresponding tok! is followed by two first-order
ICIs ~the x’s! which are randomly selected in the interval@0,t#; this pattern
is then iterated. Thekxxx and kxxxx sequences are constructed similarly,
but with less frequent occurrences of the fixed ICIk. In anabx sequence,a
is randomly selected in the interval@0,t#, b is such thata1b5t, andx is
again taken randomly between 0 andt. In a random~standard! sequence, all
the first-order ICIs are taken randomly between 0 andt, except that the
number of consecutive first-order ICIs falling abovet/2, or belowt/2, can-
not be larger than in the target sequence used on the same trial~e.g., larger
than 3 for akxxx target!. Three rows of panels present normalized statistical
distributions of the first-order, second-order, and third-order ICIs recorded
in 1-s stimuli. The bin width is 1 ms. For thekxx, kxxx, and kxxxx se-
quences, the distribution of the first-order ICIs shows a peak and there is no
peak in the higher-order distributions. In theabx case, by contrast, the peak
occurs in the distribution of the second-order ICIs; the first-order ICIs are
distributed exactly like the first-order ICIs of the random sequences. The
sequences’ AC functions, shown on the bottom row, are the sums of all their
ICI statistics. The bar below each AC peak shows the region~23 to 13 ms
relative to the peak! that was integrated to compute S/N.

FIG. 5. Results of experiment 2. The ordinate shows the numbers of fixed
ICIs needed by the four subjects to discriminate the various targets~ab-
scissa! from random sequences. For theabx targets, the threshold estimates
were strongly biased. A thick gray line indicates the results expected from a
subject performing the task at chance level.
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much more difficult for theabx targets than for all the targets
with first-order regularities, even though S/N could be mark-
edly smaller in the latter case.

D. Experiment 3

Experiment 3, a variant of experiment 2, was performed
on the same subjects. In this new experiment, the duration of
the three sequences presented on each trial was no longer
varied adaptively but fixed at 300 ms. Thus, we did not mea-
sure discrimination thresholds but simply percentages of cor-
rect responses@P(C)#. This was done for three categories of
targets:~1! kxxxx targets witht510 ms; ~2! abx targets
with t510 ms; and~3! abx targets witht55 ms. In each of
these three conditions, each subject was tested in five blocks
of 100 trials. There was no need of preliminary training
blocks as the subjects had been tested soon before in experi-
ment 2.

Table I displays theP(C) values obtained in the three
experimental conditions. The third row of this table indicates
the mean number of fixed ICIs contained by the various tar-
gets. Given that each subject performed 500 trials in each
condition, aP(C) larger than 55.3% exceeded the chance
level with p,0.01. For theabx targets,P(C) sometimes
exceeded the chance level, but never markedly; two subjects
~SC and SL! were more successful whent was 10 ms than
whent was 5 ms, but this was not the case for the other two
subjects~JLR and LD!. For the kxxxx targets,P(C) was
always much higher, although the number of fixed ICIs con-
tained by these targets was systematically smaller.

III. EXPERIMENT 4. SOME ADDITIONAL DATA ON
THE DETECTABILITY OF FIRST-ORDER
REGULARITIES

In experiment 4, we readopted the adaptive procedure
used in experiment 2 to examine, in three trained listeners,
the effect oft on the discrimination ofkx targets from ran-
dom sequences. In akx sequence, a fixed first-order ICI of
t/2 ms alternates with a first-order ICI which is randomly
chosen between 0 andt ms. We employed such targets be-
cause these were the simplest sequences containing only
first-order temporal regularities. The number of fixed ICIs
necessary for their discrimination from random sequences
~matched in average click rate, and with the same maximum
first-order ICI! was measured using four values oft : 5, 10,

20, and 40 ms. In ten blocks of 100 trials, ten threshold
measurements were made for each subject and value oft.

The average thresholds measured in the last five blocks
of trials are displayed in Fig. 6. This figure shows that a
reliable discrimination of the targets never required more
than eight fixed ICIs. The best thresholds, corresponding to
less than six fixed ICIs, were obtained fort510 and 20 ms,
that is, for the detection of pitches corresponding to 100 and
200 Hz. Remarkably, these are the typical pitches of male
~100 Hz! and female~200 Hz! speech.

IV. GENERAL DISCUSSION

The present study was intended to test the idea that the
auditory system acts as an autocorrelator in order to extract
temporal information from a sound. A rudimentary version
of that idea would be that the auditory system calculates the
AC function of the sound waveform itself. To reject this
model, it is sufficient to note that the AC function of a signal
is independent of its phase spectrum but that the pitch of a
complex tone consisting of unresolved harmonics does de-
pend on the tone’s phase spectrum~e.g., Moore, 1997; Hout-
sma and Smurzynski, 1990!. More interesting is the idea that
the AC is actually performed on sequences of neural spikes,
after cochlear filtering. In recent years, this idea was sup-
ported by, e.g., Meddis and Hewitt~1991!. They proposed a
quantitative model of pitch perception according to which
the auditory nerve response to a sound is processed by a
bank of autocorrelators operating in different frequency-
selective channels. The AC functions so obtained are sup-
posed to be averaged across channels to generate a ‘‘sum-
mary AC function,’’ and the model assumes that the pitch of
the sound corresponds to the highest point of this summary
AC function. Other recent auditory models, especially the
‘‘neural cancellation model’’ of de Cheveigne´ ~1993, 1998!
and the ‘‘auditory image model’’ of Patterson~Patterson
et al., 1992, 1995!, rest on very closely related assumptions.

Psychophysicists willing to test this family of models
are clearly required to use stimuli that will have largelypre-
dictabletemporal representations at the auditory nerve level.
Such was the case of the high-pass filtered click sequences
that we used. For a given auditory nerve fiber excited by
these click sequences, one could reasonably consider that
most of the ISIs would correspond to ICIs present in the
stimuli ~Kiang et al., 1965; Ruggero, 1992!. Moreover, it
was reasonable to consider that the compound neural activity

FIG. 6. Results of experiment 4. Numbers of fixed ICIs necessary to dis-
criminate random sequences fromkx targets withk5t/2 andxP@0,t#, as a
function of t, for three subjects.

TABLE I. Percentages of correct responses obtained in the three conditions
of experiment 3.

Target type kxxxx abx abx
t ~ms! 10 10 5
Mean number
of fixed ICIs

12 20 40

Subject JLR 77.6 49.2 46.6
LD 89.4 59.6 59.6
SC 74.8 61.0 50.4
SL 79.0 65.0 49.4

Mean 80.2 59.7 51.5
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of the fibers excited by the stimuli would be very similar to
the stimuli themselves, each click being represented by many
synchronous spikes~Cariani and Delgutte, 1996b!. If this is
admitted, then our results are not consistent with the models
mentioned above. Especially, these models seem to be con-
tradicted by our finding that it is much easier to detect tem-
poral regularities inkxxxx sequences than inabx sequences
~experiments 2 and 3!. Our results apparently imply that very
little or no information is conveyed by time intervals be-
tween nonconsecutive neural spikes.

From recent studies on the perception of ‘‘iterated
rippled noise’’ ~IRN!, Yost ~1996!, Yost et al. ~1996!, and
Pattersonet al. ~1996! concluded that the pitch of IRN is
hard to explain in spectral terms but can be simply explained
under the hypothesis that pitch extraction rests on the analy-
sis of temporal regularities in the stimuli. More specifically,
they suggested that the pitch salience of an IRN stimulus is
determined only by the height of the first peak of its AC
function. In support of this view, Yostet al. ~1996! found
that when two IRN stimuli have identical first AC peaks~for
a delayd!, they cannot be discriminated from each other,
even when they differ with respect to the height of a second
AC peak~at 2•d ). The representation of an IRN stimulus in
a human auditory nerve is obviously more complex and less
predictable than that of the click sequences used here. The
first AC peak in the stimulus may be partly represented by
first-order ISIs, but is probably also represented by higher-
order ISIs. However, it is clear that a second AC peak will be
represented by ISIs of an even higher order, on average.
Thus, the finding that listeners are insensitive to the second
AC peak is consistent with the idea that only first-order ISIs
perceptually matter for pitch perception.1

We do not wish to conclude from our results that first-
order ISIs at the auditory nerve level are a perfect predictor
of pitch in any possible case. This conclusion would be at
variance with some physiological data reported by Cariani
and Delgutte~1996a!. These authors conducted a large set of
studies on the temporal correlates of pitch in the cat’s audi-
tory nerve. Their work shows that numerous pitch phenom-
ena can be correctly predicted from the ISIs occurring in the
auditory nerve. In one of their studies, the stimuli were pe-
riodic, vowellike complex tones. Such stimuli elicit a pitch
corresponding to the period whatever the intensity. It was
found that the highest point of the neural ‘‘summary AC
function’’ ~as defined by Meddis and Hewitt, 1991! did cor-
respond to the period, and thus to the pitch heard, whatever
the intensity. By contrast, when only the first-order ISIs were
taken into account, the predicted pitch appeared to be some-
what dependent on intensity: It corresponded unambiguously
to the period at 60 dB SPL, but not at 40 or 80 dB SPL.

It is plausible that the ‘‘final’’ temporal structure con-
tributing to pitch sensations~either directly or after a conver-
sion into a place code! does not occur in the auditory nerve
but at a higher location in the auditory system. We believe
that at this stage the ISIs that matter are first-order ISIs.
However, the consecutive spikes bounding these ISIs may
originate from nonconsecutive spikes at the auditory nerve
level.2

It is important to keep in mind that our stimuli were

spectrally unresolvable and that those having a detectable
temporal regularity induced a percept of ‘‘rattle’’ pitch rather
than ‘‘musical’’ pitch. We must acknowledge that the impli-
cations of our results may not be generalizable to spectrally
resolvable sounds, which induce more salient and precise
pitch sensations than those evoked by spectrally unresolvable
sounds~Hoekstra, 1979; Houtsma and Smurzynski, 1990!.3

Carlyon and Shackleton~1994! provided experimental sup-
port for the idea that pitch extraction rests on different
mechanisms for these two types of sounds. The task of their
subjects was to detect differences in the periods of two si-
multaneous groups of harmonics, falling in separate fre-
quency regions. Detection performance was good when lis-
teners had to compare two resolvable groups, or two
unresolvable groups, but poor when the comparison was be-
tween one resolvable group and one unresolvable group. It
might be that the AC theory is in error for spectrally unre-
solvable sounds but is correct for resolvable sounds.4

Let us finally mention here some informal observations
that we made using~high-pass filtered! click sequences
which were not employed in the experiments described
above. We constructed a sequence in which the first-order
ICIs took two alternating values: 3, 5, 3, 5, 3, 5,... ms. This
periodic sequence~‘‘Period @3,5#’’ ! sounds quite regular. It
elicits a slightly ambiguous pitch, commonly identified as
that of Period@5#, but sometimes as that of Period@3# ~very
rarely as that of Period@8#!. Period@3,5# sounds quite differ-
ent from a sequence~‘‘Random @3,5#’’ ! in which the same
two ICIs occur randomly, even when the randomness is lim-
ited by preventing an ICI to be repeated immediately more
than once. This shows that the first-order ICI statistics are
not sufficient to account for the perceptual effects of filtered
click sequences. Period@3,5# and Random@3,5# are similar
with respect to pitch, but Random@3,5# elicits a percept of
temporal fluctuations that is not elicited by Period@3,5#. For
more and more complex periodic sequences based on the
same first-order ICIs, for instance, Period@3,3,5,5# or Period
@3,3,5,3,5,5#, there is an increasing perception of temporal
fluctuations. However, these sequences still sound more
regular than Random@3,5#. It does not seem reasonable to
assume that the discrimination between Period@3,3,5,3,5,5#
and Random@3,5# rests on the measurement of sixth-order
ICIs ~always equal to 24 ms in the periodic sequence, but
variable in the random sequence!. A neural model based on
first-order ISI detection and fast synaptic plasticity~Kaern-
bach and Mohlberg, 1994! can account for such perceptual
discriminations.
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1Yost et al. ~1996! submitted various IRN waveforms to a simple threshold
device~including an absolute refractory period of 1 ms! and measured the
first-order time intervals between successive threshold crossings. They
found that the statistical distribution of these first-order intervals was a
good predictor of the perceived pitch and pitch strength. This is consistent
with our results. However, the waveforms used by Yostet al. were not
high-pass filtered and, as acknowledged by these authors, their very simple
processing of the waveforms did not provide a realistic picture of the neural
spike trains induced by the corresponding sounds.

2Consider, for example, a small set of adjacent auditory nerve fibers re-
sponding to a vowellike complex tone~with a period ofp51/f 0 ms). If
their characteristic frequencyf c is higher than about 4• f 0 , they will not
respond to a single harmonic. They will respond to a complex waveform
resulting from the interaction of several, more or less attenuated, harmon-
ics. The envelope of this complex waveform will have an amplitude peak
everyp ms. In a given fiber, many first-order ISIs may not be equal top ms.
They may often be close to 1/f c and reflect time intervals between peaks of
the waveform’s fine structure. Across the set of fibers, however, peaks of
the envelope will tend to elicitsynchronousspikes, whereas peaks of the
fine structure will fail to do so. One can imagine that at a higher stage of the
auditory system, the synchronous spikes will produce excitation, thanks to
some kind of summation effect, whereas many of the intervening nonsyn-
chronous spikes will not survive. This could transform high-order ISIs at
the auditory nerve level into first-order ISIs at the higher stage.

3The pitch of our target stimuli was weak because these stimuli were spec-
trally unresolvable but also because of their partial randomness.

4Moore ~1997, Chap. 5! hypothesized that, in an auditory nerve fiber with
characteristic frequencyf c , the temporal information on musical pitch is
limited to ISIs smaller than about 15/f c . This would explain why a group
of very high harmonics fails to evoke a sense of musical pitch correspond-
ing to the fundamental.
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The pitch strength of rippled noise and iterated rippled noise has recently been fitted by an
exponential function of the height of the first peak in the normalized autocorrelation function@Yost,
J. Acoust. Soc. Am.100, 3329–3335~1996!#. The current study compares the pitch strengths and
autocorrelation functions of rippled noise~RN! and another regular-interval noise, ‘‘AABB.’’ RN is
generated by delaying a copy of a noise sample and adding it to the undelayed version. AABB with
the same pitch is generated by taking a sample of noise~A! with the same duration as the RN delay
and repeating it to produce AA, and then concatenating many of these once-repeated sequences to
produce AABBCCDD̄ . The height of the first peak (h1) in the normalized autocorrelation
function of AABB is 0.5, identical to that of RN. The current experiments show the following:~1!
AABB and RN can be discriminated when the pitch is less than about 250 Hz.~2! For these low
pitches, the pitch strength of AABB is greater than that for RN whereas it is about the same for
pitches above 250 Hz.~3! When RN is replaced by iterated rippled noise~IRN! adjusted to match
the pitch strength of AABB, the two are no longer discriminable. The pitch-strength difference
between AABB and RN below 250 Hz is explained in terms of a three-stage,
running-autocorrelation model. It is suggested that temporal integration of pitch information is
achieved in two stages separated by a nonlinearity. The first integration stage is implemented as
running autocorrelation with a time constant of 1.5 ms. The second model stage is a nonlinear
transformation. In the third model stage, the output of the nonlinear transformation is long-term
averaged~second integration stage! to provide a measure of pitch strength. The model provides an
excellent fit to the pitch-strength matching data over a wide range of pitches. ©1998 Acoustical
Society of America.@S0001-4966~98!05110-8#

PACS numbers: 43.66.Ba, 43.66.Hg, 43.66.Jh, 43.66.Mk@JWH#

INTRODUCTION

Random noise can be manipulated to elicit tonal sensa-
tions @for a review see Bilsen~1977!#. Yost ~1998! has sug-
gested the phrase ‘‘regular interval noise’’~RIN! to charac-
terize sounds that are derived from random noise but which
have some form of temporal regularity in the waveform, and
which thus produce a pitch percept as well as a ‘‘hiss’’ per-
cept. The most common example of RIN is rippled noise
~RN! which is produced by delaying a sample of Gaussian
noise and adding it back to the undelayed version. The nor-
malized autocorrelation function of RN has a single peak at
the correlation lag corresponding to the delayd. The peak is
referred to ash1 and its height is 0.5. Another form of RIN
can be produced by concatenating many independent noise
segments of the same durationd with the constraint that
every noise segment is repeated once before the next inde-
pendent segment is concatenated. If we denote independent

noise segments with the letters A, B, C, etc., the general
form for the sound will be AABBCC̄ . For convenience,
we will call this stimulus AABB. The normalized autocorre-
lation functions for AABB and RN with the samed are iden-
tical; an example ford equals 16 ms is shown in Fig. 1.
Informal listening, however, indicated that, for a range of
pitches, AABB produced a stronger pitch than RN. The cur-
rent study was designed to investigate differences in the per-
ception of RN and AABB systematically, and to provide
some insight into how these perceptual differences might be
explained.

I. EXPERIMENT I: RN-AABB DISCRIMINATION AS A
FUNCTION OF PITCH „1/d …

We began by testing listeners’ ability to discriminate an
arbitrary sample of AABB with segment durationd from an
arbitrary sample of RN with delayd.

A. Method

1. Stimuli

RN and AABB stimuli were produced exactly as de-
scribed in the Introduction. The pitch which corresponds to

a!Electronic mail: lutz.wiegrebe@mrc-cbu.cam.ac.uk
b!Electronic mail: roy.patterson@mrc-cbu.cam.ac.uk
c!Electronic mail: Laurent.Demany@psyac.u-bordeaux2.fr
d!Electronic mail: bob.carlyon@mrc-cbu.cam.ac.uk
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1/d ranged from 31.25 to 500 Hz in half-octave steps. Within
each run,d was the same for RN and AABB, that is, their
pitch was the same. The spectrum level was 20 dB sound-
pressure level; the passband was 50–8000 Hz filtered with a
TDT PF1 programmable filter~60 dB/oct!. The stimulus du-
ration was 409.6 ms including 20-ms cosine-square ramps.
Stimuli were generated and played back digitally using the
Tucker Davis System II and software delay lines. The sam-
pling rate was 20 kHz. All sounds were presented binaurally
via Sennheiser HD540 Reference Headphones. Listeners
were tested individually in double-walled sound attenuating
booths.

2. Procedure

Psychometric functions for the discrimination of AABB
from RN were obtained using a two-alternative, three-
interval, forced-choice task. The first interval was always an
RN. Either the second or the third interval contained an
AABB stimulus to be discriminated from RN whereas the
remaining interval contained another RN. Each point on the
psychometric function represents the mean of 100 trials ob-
tained in four runs. Within a run, the value ofd for each trial
was chosen randomly from the full range. The listeners were
instructed to chose the interval that differed from the other
two. Listeners were provided with visual feedback.

3. Listeners

Three listeners aged between 23 and 32 took part in all
experiments; L1 was the first author. All listeners had abso-
lute thresholds at all audiometric frequencies within 10 dB of
the 1969 ANSI standard.

B. Results

The psychometric functions for the AABB-RN discrimi-
nation are plotted in Fig. 2. The data for the three listeners
are presented individually in panels L1–L3; the average psy-
chometric functions are shown in the lower right-hand panel.
For 1/d equals 500 Hz, an AABB stimulus is difficult to
discriminate from an RN stimulus. With increasingd, how-
ever, discrimination performance becomes better rapidly. For
low pitches, AABB is easily discriminable from RN for all
listeners. Despite the fact thath1 is the same for RN and

AABB, listeners reported hearing a stronger pitch in the
AABB stimulus when it was discriminable from RN.

II. EXPERIMENT II: PITCH-STRENGTH MATCHING

Since experiment I employed a discrimination paradigm,
it is not clear what the listeners used as the discrimination
cue. To test the listeners’ reports that they were using pitch
strength, we performed a pitch-strength matching experi-
ment. The pitch strength of RN can be increased by iterating
the delay-and-add process and we used this iterated rippled
noise~IRN! as a matching stimulus. Following Yost~1996a,
b!, we use the functional abbreviation IRN(d,g,n) to char-
acterize an IRN stimulus in terms of the delay and gain in the
delay-and-add loop~d,g! and the number of iterations~n!.
IRN is always produced in the ‘‘same’’ configuration~cf.
Yost, 1996a, b!: Gaussian noise is copied, delayed, and
added back to itself. The output of the delay-and-add process
serves as the input for the next delay-and-add process. By
reducing the gain in the delay-and-add loop, the IRN-pitch
strength can be continuously varied to match the pitch
strength of AABB.

A. Method

1. Stimuli

Stimulus duration and presentation level were the same
as in the previous experiment. AABB was generated as de-
scribed above. IRN was generated with the samed and either
4 or 16 iterations. Pitch-strength matches were obtained for
pitches between 31.25 and 500 Hz in half-octave steps.

2. Procedure

A two-alternative, forced-choice procedure was used to
determine the pitch-strength matches. One randomly chosen
interval contained a sample of AABB; the other interval con-
tained an IRN. At the beginning of each run, the IRN gain
was set to one so that the IRN pitch strength was initially

FIG. 1. Normalized long-term autocorrelation function for RN or AABB
with d516 ms. A peak appears in the normalized autocorrelation function
at a correlation lag of 16 ms (h1). The height of this peak is 0.5 for both
AABB and RN.

FIG. 2. Psychometric functions for the discrimination of AABB versus RN.
The independent parameter is the inverse of the delay (1/d) of AABB and
RN, respectively. Individual data are shown in the panels denoted L1–L3.
The mean data, normalized for overall performance differences, are plotted
in the lower right panel. For low pitches, discrimination was good. When the
pitch of the stimuli was increased discrimination performance dropped
steadily.
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greater than that of AABB. Listeners were instructed to
choose the stimulus with the greater pitch strength. Feedback
was not provided. When they chose the IRN stimulus, the
IRN gain was reduced for the next trial, when they chose the
AABB stimulus, the IRN gain was increased for the next
trial. When listeners switched from choosing the IRN to the
AABB or vice versa, a reversal was registered. The step size
for the IRN gain initially was 3 dB which was reduced to 2
dB after the third and to 1 dB after the fifth reversal. The
average gain from reversals 6 to 11 was taken as the match-
ing gain for that run. For each condition, four runs were
obtained and their matching points were averaged. The lis-
teners were the same as in the previous experiment. They
were trained until stable performance was reached which
typically occurred after only a few runs for each value ofd.

B. Results and discussion

The IRN gain required to match the IRN pitch strength
to that of AABB is shown as a function of pitch (1/d) in Fig.
3. The upper curve and the filled diamonds in each panel
present the pitch-strength matches obtained with IRN(d,g,4)
as the matching stimulus; the lower curve and the filled
squares present the matches with an IRN(d,g,16). Individual
data and standard deviations are shown in panels L1–L3;
mean data and standard deviations across listeners are plotted
in the lower right panel of Fig. 3. With 16 iterations, the IRN
gain necessary to match the pitch strength of AABB in-
creases by 7.5 dB, from227.5 dB for 1/d5500 Hz to220
dB for 1/d531.25 Hz ~lower curves!. With four iterations
~upper curves! the matching IRN gain increases 6 dB, from
212 dB for 1/d5500 Hz to26 dB for 1/d531.25 Hz.

h1 for the pitch-strength-matched IRNs in the average
data of Fig. 3 is plotted in Fig. 4, with filled diamonds for 4
iterations and filled squares for 16 iterations.h1 is essen-

tially the same for the two matching stimuli throughout the
pitch range.h1 for the AABB stimuli is fixed at 0.5 for all
values ofd, and is indicated by the horizontal dashed line.
The IRN data support Yost’s~1996b! finding that the pitch
strength of IRN is determined byh1, inasmuch as two dif-
ferent IRNs that match the same test stimulus have the same
h1. However, contrary to Yost’s hypothesis, the value ofh1
for IRN deviates progressively from the value for the AABB
test stimuli as pitch decreases. That is,h1 does not predict
the pitch strength of AABB.

III. EXPERIMENT III: DISCRIMINATION OF AABB
FROM IRN WITH MATCHING GAIN

Experiment I showed that AABB stimuli are discrim-
inable from RN stimuli when the two have the same pitch
(1/d). Experiment II indicated that there are substantial
pitch-strength differences between RN and AABB. In experi-
ment III, listeners were asked to discriminate between an
AABB and IRNs with gains in the region about the matching
gain measured in experiment II. If pitch strength is the only
discrimination cue then performance will drop to chance at
the matching gain and rise in a V-shaped psychometric func-
tion asg deviates from the matching gain.

A. Method

1. Stimuli

The AABB and IRN stimuli had the same duration and
level as in the previous experiments; the pitch, 1/d, was ei-
ther 357 or 44.2 Hz. IRNs were generated with 16 iterations
and seven different gain values in 2.5-dB steps. For each
listener, the fourth gain value corresponded to the value ob-
tained for that individual in the pitch-strength matching ex-
periment~experiment II!.

2. Procedure

As in experiment I, psychometric functions for the dis-
crimination of AABB and IRN were obtained using a three-

FIG. 3. Pitch-strength matches and standard deviations of an AABB test
stimulus with IRN matching stimuli. The upper curves in each panel repre-
sent 20 times the logarithm of the matching IRN gain for an IRN with four
iterations. The lower curves in each panel show the pitch-strength matches
obtained with an IRN matching stimulus with 16 iterations. For the indi-
vidual data~panels L1–L3! as well as for the mean data~lower right panel!
a downward slope for the pitch-strength matches is observed. AABB test
stimuli produced with longerd were matched with IRN with a greater pitch
strength~a higher IRN gain! than AABB with shorterd.

FIG. 4. Height of the first peak in the normalized long-term autocorrelation
function (h1) for an IRN with either 4 iterations~diamonds! or 16 iterations
~squares! pitch-strength matched to AABB as a function of 1/d. Peak
heights are based on mean data. The horizontal dashed line represents the
d-independenth1 for AABB and RN~see the Introduction!. The high simi-
larity between the data obtained with 4 and 16 iterations confirms previous
findings that pitch strength for IRN is a function ofh1. The difference of
both data plots from the value of 0.5 for AABB reveals that, for longer
delays,h1 of pitch-strength matched IRN is considerably higher than that of
AABB. Thus the pitch strength matches reveal that AABB violates theh1
dependence of pitch strength found for RN and IRN.
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interval, two-alternative, forced-choice paradigm. The first
interval always contained an AABB stimulus, either the sec-
ond or the third interval contained the IRN stimulus gener-
ated with one of the seven gain values; the remaining inter-
val contained a sample of the given AABB stimulus. The
listeners were the same as in the previous experiments.

B. Results and discussion

The psychometric functions for the discrimination of an
AABB from its pitch-strength matched IRN are plotted in
Fig. 5 for 1/d5357 Hz ~filled squares! and 44.3 Hz~filled
diamonds!. The average psychometric functions are dis-
played in the lower right panel. For all subjects and both
pitches, the psychometric functions are V-shaped with a
minimum close to 50% correct. This means that when the
pitch strength of an AABB and an IRN are matched, there is
no longer any cue to discriminate between the two.

The psychometric functions for 357 Hz exhibit an asym-
metry with the slope for gains less than the matching gain
being shallower than the slope for gains greater than the
matching gain. Moreover, the minima in the psychometric
functions are shifted slightly towards IRN gains greater than
the matching points measured in experiment II. This asym-
metry may be explained as follows: Yost~1996b! showed
that the pitch strength for IRN stimuli is a nonlinear function
of h1. h1 itself grows nonlinearly with increasing IRN gain.
So, when we used linear IRN gain step sizes of 2.5 dB,
pitch-strength differences cannot be expected to change lin-
early. These nonlinear effects may be more pronounced for
the high fundamental frequency in experiment III than for
the low fundamental frequency because the overall pitch
strength for the high pitch seems much stronger than for the
low pitch. Thus nonlinear growth of pitch-strength differ-

ences may serve as a qualitative explanation for the asym-
metry found in the psychometric functions in experiment III.

IV. MODELING THE PITCH STRENGTH OF
REGULAR-INTERVAL NOISES

In Yost ~1996b!, pitch strength is based on the first peak
of the long-term normalized autocorrelation function (h1).
Pitch strength was found to be an exponential function ofh1.
h1 represents the average measure of temporal regularity of
a stimulus over the whole stimulus duration. Yost~1996b!
subjected this averaged value to the nonlinear transforma-
tion. Whereas, for RN and IRN this may be a reasonable
approach, a measure of temporal regularity for AABB
stimuli should fluctuate periodically. The following simula-
tion suggests that these fluctuations are essential for the per-
ceived pitch-strength difference between RN and AABB be-
cause averaging a fluctuating function before or after
applying a nonlinear transformation leads to different results.

A. Calculation of the long-term autocorrelation and
the running autocorrelation

The long-term autocorrelation of a signalx(t) is given
by

R~t!5E
2`

`

x~ t !x~ t2t!dt, ~1!

wheret is the correlation lag. This is the formulation used by
Yost ~1996a, b! and in this case, the integration period is
only limited by the stimulus duration. Licklider~1951! sug-
gested that the auditory system may use running autocorre-
lation; that is, the integration is limited by a time window.
Licklider suggested an exponentially decaying window with
a time constantl. For a running autocorrelation, the integra-
tion period can be limited to three timesl because values
beyond three timesl are small relative to the sum. The run-
ning autocorrelation of a signal,x(t), is given by

RR~ t,t!5E
t23l

t

x~s!x~s2t!e~s2t !/l ds, ~2!

wherel is the time constant, ands is the integration variable
of the running autocorrelation. Note that the correlation lagt
and the time constantl are independent time variables.

For each position of the sliding integration window, the
running autocorrelation can be normalized according to

RRn~ t,t!5
RR~ t,t!

RR~ t,0!
. ~3!

B. Running autocorrelations for RN and AABB stimuli

We applied normalized running autocorrelation to the
stimuli used in the present study. As shown in Fig. 1, AABB
and RN stimuli have only one peak in their long-term auto-
correlation which occurs at the correlation lag corresponding
to the RN delay or the AABB sample duration. For conve-
nience,RRn(t,t) was calculated only for this one correla-
tion lag (t5d). In the following, RRn(t,d) will be called

FIG. 5. Psychometric functions for the discrimination of AABB versus IRN
with IRN gains ranging from 7.5 dB below the pitch-strength matched IRN
gain to 7.5 dB above the matching gain. Individual data are shown in panels
L1–L3; mean data are plotted in the lower right panel. Filled squares show
the data for 1/d5357 Hz; filled diamonds represent the discrimination for
IRN and AABB with 1/d544.2 Hz. The mean psychometric functions as
well as those for the individual listeners are V shaped. The dip of the
functions is always at chance level indicating that when the IRN gain is
pitch-strength matched to AABB the two are no longer discriminable.
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Rh1(t). Rh1(t) is plotted in Fig. 6 for stimuli with pitches
of 357 Hz~left panels! and 44.2 Hz~right panels!. The upper
panels showRh1(t) for RN, the lower panels showRh1(t)
for AABB. Whereas for RN, there are only small, random
fluctuations ofRh1(t), for AABB, Rh1(t) fluctuates peri-
odically with a period equal to 2d. The periodic fluctuations
occur because, when the correlation lag equals the noise-
segment duration, a given noise segment is correlated, in
turn, with itself ~giving a correlation of one! and with an
independent noise segment~giving a correlation of zero!.
This is readily understandable by looking at the AABB
waveforms symbolized by letters:

The exponential integration window smoothes this fluc-
tuating correlation pattern to an extent given by the integra-
tion time constant. The smoothing has proportionately less
effect onRh1(t) for stimuli with a pitch of 44.2 Hz than for
stimuli with a pitch of 357 Hz. The horizontal lines show the
value ofRh1(t) averaged over the entire stimulus duration.

Yost ~1996b! found that the pitch strength is propor-
tional to 10 raised to the power ofh1 in the long-term auto-
correlation. We applied this exponentiation toRh1(t). For
convenience, the resulting values were normalized and so the
formula is

ERh1~ t !5
10k* Rh1~ t !21

9
. ~4!

The parameterk is a constant whose value is determined
in the modeling section~see below!. ERh1(t) derived from
Rh1(t) shown in Fig. 6 is presented in the same format in
Fig. 7. As before, the horizontal lines showERh1(t) aver-
aged over the entire stimulus duration. In the following, we

define this average as the pitch strength of the stimulus.
For the higher pitch~left panels!, the pitch strength is

about the same for RN and AABB~about 0.3!. For the lower
pitch ~right panels!, the pitch strength for RN~upper panel!
is about 0.25, but for AABB~lower right panel!, the pitch
strength is about 0.42, that is, considerably higher than the
RN pitch strength. This distribution of pitch strength values
mirrors that of the results from experiments I and II. For high
pitches, the pitch strength of RN and AABB are about the
same and the two stimuli are not discriminable. For low
pitches, the stimuli are discriminable because AABB has a
stronger pitch than RN.

The corresponding analysis for experiment III is pre-
sented in Fig. 8.ERh1(t) and pitch strength~horizontal
lines! for the AABB stimuli are presented in the lower panels
and those for the pitch-strength-matched IRNs are presented
in the upper panels in the same format as in Figs. 6 and 7.
Now, the average values presented by the horizontal lines are
essentially the same for the AABB and the corresponding
IRN for the low and the high pitch. Experiment III showed
that for the higher and, even more surprisingly, for the lower
pitch, the discrimination of AABB and IRN fails when the
two are pitch-strength matched despite the pronounced oscil-
lation of Rh1(t) andERh1(t) for the AABB stimuli.

C. A simulation of the pitch-strength matches

Unlike in previous autocorrelation models, where tem-
poral integration was implemented in a single stage~Slaney
and Lyon, 1990; Meddis and Hewitt, 1991a, b, 1992; de
Cheveigne´, 1998!, the processing suggested here is based on
two stages of temporal integration separated by a nonlinear-
ity. The first integration stage is determined by the time con-
stant of running autocorrelation, the second stage remains
undetermined but can be approximated by averaging over the
stimulus duration~see above and Fig. 8!. While this kind of

FIG. 6. Rh1(t) as a function of time during the stimulus. A running auto-
correlation was performed with an exponential time window withl
51.5 ms and a fixed correlation lag corresponding tod. Rh1(t) is plotted
for RN stimuli ~upper panels! and AABB stimuli ~lower panels! with 1/d
5357 Hz ~left panels! or 44.2 Hz~right panels!. Rh1(t) values averaged
over the stimulus duration are shown as flat lines in the panels. Whereas for
the RN stimuli~upper panels!, Rh1(t) fluctuates randomly around its aver-
age of 0.5,Rh1(t) for AABB stimuli ~lower panels! shows periodic fluc-
tuations. The influence of the 1.5-ms time constant is reflected in the low-
pass characteristic imposed on these periodic fluctuations.

FIG. 7. Rh1(t) as a function of time after being exponentiated with Eq.~4!
@ERh1(t)#. ERh1(t) averaged over the stimulus duration is shown by the
horizontal line in each panel. As in Fig. 6, the functions are plotted for RN
stimuli ~upper panels! and AABB stimuli ~lower panels! with 1/d5357 Hz
~left panels! or 44.2 Hz~right panels!. For RN and AABB with 1/d5357,
the average value is about the same. For 1/d544.2 Hz, the average value for
AABB is considerably larger than the value for RN. If the average values
are taken as a measure of the stimulus pitch strength, this pattern coincides
with the experimental finding that, for low pitches, the pitch strength of
AABB is higher than that of RN whereas pitch strengths are similar for high
pitches.
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processing may account for pitch-strength differences be-
tween AABB and RN or IRN, the results of pitch-strength
matches between different IRN stimuli as in Yost~1996b!
will not be changed when using this two-stage integration.
The stimuli used by Yost~1996b! produce only relatively
small, random fluctuations ofRh1(t). These small fluctua-
tions are not so sensitive to the nonlinear transformation, a
fact which is also reflected in the current model’s perfor-
mance for stimuli with a relatively high pitch.

In this section, two-stage integration of pitch informa-
tion is used to simulate the results of experiment II. For each
interval of a simulated experimental trial, we calculated
Rh1(T), exponentiated according to Eq.~4!, and averaged it
over the stimulus duration to obtain a pitch-strength value. A
block diagram for the simulation is shown in Fig. 9.

The simulation was run with the same stimuli and the
same adaptive two-alternative, forced-choice~2AFC! proce-
dure as in experiment II. On each trial, the simulated pitch
strengths of the AABB and IRN were compared to determine
the one with the greater pitch strength. Over trials, the IRN
gain was adaptively changed with the same step sizes as in
experiment II to determine the IRN gain that produced a
pitch-strength match between the AABB and IRN. Model
performance was also averaged over three runs. The free
parameters in the simulation were the time constant of the
running autocorrelationl and the factork @see Eq.~4!#. The
pitch-strength-matching results of experiment II are repre-
sented by filled diamonds and filled squares for IRN(d,g,4)
and IRN(d,g,16), respectively, in Fig. 10. The solid lines
show the pitch-strength matches from the simulation with a
time constant of 1.5 ms andk equals one.

The root-mean-squared deviation of the simulation from
the average data is only 0.5 dB. Nevertheless, we attempted
to determine if the goodness of fit could be improved further
by varyingk in the exponent of the nonlinear pitch-strength
relation @Eq. ~4!#. The influence of this parameter on the

goodness of fit is shown in Fig. 11 as a function of the time
constant for values ofk from 0.5 to 2. The figure shows that
the best fit is obtained withk equal to one, at which pointl
is 1.5 ms as reported above. Whenk is 1.2, the fit is essen-
tially as good, and the optimal time constant shifts up to 2.5
ms. Values ofk greater than 1.2 or less than 0.9 lead to
significantly worse fits.

The results and simulations presented here do not prove
unequivocally that pitch perception arises from the calcula-
tion of a running autocorrelation. Indeed, it has been argued
that such models fail to account for certain aspects of tem-
poral processing and pitch perception~Shackleton and Car-
lyon, 1994; Carlyon, 1998; Kaernbach and Demany, 1998!.
However, the success of the simulation presented in Fig. 10
shows that a temporally based model can account for the

FIG. 8. Comparison of pitch-strength matched stimuli. In the left panels,
stimuli have a pitch of 357 Hz, in the right panels, the pitch is 44.2 Hz.
Upper panels showERh1(t) and averages for pitch-strength-matched IRN,
lower panels showERh1(t) and averages for AABB. The average value for
AABB and pitch-strength-matched IRN is about the same for both pitches.
The short-term fluctuations ofERh1(t), however, differ substantially be-
tween IRN and the corresponding AABB. From experiment III, it can be
concluded that, nevertheless, the stimuli cannot be discriminated. The audi-
tory system seems to be insensitive to the periodic fluctuations ofERh1(t)
for AABB stimuli.

FIG. 9. Block diagram of the pitch-strength-match simulation of regular
interval noises. The simulation was set up with the same adaptive 2AFC
paradigm and was in each trial presented with an AABB stimulus and an
IRN stimulus. For both stimuli, pitch strength was calculated by calculating
the running autocorrelation, applying a nonlinear transformation, and aver-
aging over the stimulus duration. When the calculated pitch strength for the
IRN was higher than that of the AABB, the IRN gain was reduced for the
following trial, when the AABB pitch strength was found to be higher than
that of the IRN, the IRN gain was increased for the next trial.

FIG. 10. Simulation results of the AABB-IRN pitch-strength matches. Mean
data from experiment II are replotted from the lower right panel of Fig. 3.
The filled diamonds represent the mean pitch matches with IRN with 4
iterations; the filled squares show the mean pitch-strength matches with IRN
with 16 iterations. The solid lines represent the matches of the pitch-strength
simulation obtained with the same matching stimuli,k equals one, and the
time constant of running autocorrelationl, is fixed at 1.5 ms.

2312 2312J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Wiegrebe et al.: Dynamics of pitch strength



pitch-strength differences occurring between RN and AABB.
The results provide important limitations on the temporal
dynamics of pitch perception, and suggest that the initial,
instantaneous measures of temporal regularity are limited by
a time constant of approximately 1.5 ms.

V. SUMMARY AND CONCLUSIONS

The present study compared the perceptions produced
by two regular interval noises, rippled noise~RN! and
AABB. Experiment I showed that for low pitches, listeners
can discriminate between the two stimuli. Listeners reported
that the AABB stimuli had a stronger pitch than the RN
stimuli, despite the fact thath1 in the long-term autocorre-
lation is the same. Experiment II showed that listeners could
match the pitch strengths of AABB and iterated rippled noise
~IRN! and that, for low-pitched stimuli,h1 for the IRN that
produces a match is invariably greater than that for the
AABB. Experiment III showed that if the pitch strength of
IRN is matched to that of AABB, the two cannot be dis-
criminated which supports the interpretation that the dis-
crimination observed in experiment I is based exclusively on
differences in pitch strength. The data show that Yost’s
~1996b! suggestion that the pitch strength of regular interval
noises is based onh1 is valid for the stimuli used in his
study but does not hold for AABB stimuli. AABBs and IRNs
with the sameh1 have different pitch strengths, and AABBs
and IRNs matched for pitch strength are not discriminable
despite having differenth1 values.

A three-stage model of pitch strength is introduced. It
consists of~1! running autocorrelation with an integration
window representing the first stage of temporal integration,
~2! exponentiation according to Yost~1996b! and ~3! aver-

aging over the stimulus duration which approximates the
second stage of temporal integration. The model provides an
excellent quantitative fit to the pitch-strength-matching data
with a time constant of running autocorrelationl fixed at 1.5
ms. The value of 1.5 ms for the time constant of running
autocorrelation is not readily comparable to the value of 2.5
ms suggested by Licklider~1951! and used by Meddis and
Hewitt ~1991a, b!, or to the value of 10 ms used by Meddis
and Hewitt~1992!. These models consist of only one stage of
temporal integration implemented as the time window for the
running autocorrelation, whereas the current model uses two
stages only the first of which is the autocorrelation time win-
dow. The nature of the second stage of temporal integration
which is currently implemented by averaging over the stimu-
lus duration remains to be determined.
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Loudness functions and frequency difference limens~DLFs! were measured in five subjects with
steeply sloping high-frequency sensorineural hearing loss. The stimuli were pulsed pure tones
encompassing a range of frequencies. Loudness data were obtained using a 2AFC matching
procedure with a 500-Hz reference presented at a number of levels. DLFs were measured using a
3AFC procedure with intensities randomized within 6 dB around an equal-loudness level. Results
showed significantly shallower loudness functions near the cutoff frequency of the loss than at a
lower frequency, where hearing thresholds were near normal. DLFs were elevated, on average,
relative to DLFs measured using the same procedure in five normally hearing subjects, but showed
a local reduction near the cutoff frequency in most subjects with high-frequency loss. The loudness
data are generally consistent with recent models that describe loudness perception in terms of
peripheral excitation patterns that are presumably restricted by a steeply sloping hearing loss.
However, the DLF data are interpreted with reference to animal experiments that have shown
reorganization in the auditory cortex following the introduction of restricted cochlear lesions. Such
reorganization results in an increase in the spatial representation of lesion-edge frequencies, and
is comparable with the functional reorganization observed in animals following fre-
quency-discrimination training. It is suggested that similar effects may occur in humans with steeply
sloping high-frequency hearing loss, and therefore, the local reduction in DLFs in our data may
reflect neural plasticity. ©1998 Acoustical Society of America.@S0001-4966~98!02910-5#

PACS numbers: 43.66.Ba, 43.66.Cb, 43.66.Fe, 43.66.Sr@RVS#

INTRODUCTION

Restricted cochlear lesions in adult animals have been
shown to result in plasticity of the frequency tuning of audi-
tory cortical neurons, and consequently in the functional
tonotopic organization of auditory cortex. The general form
of this reorganization is that neurons in the region of cortex
deprived of its normal input by the lesion develop sharp
tuning and low thresholds for a frequency close to the edge
of the hearing loss, and the areal representation of that fre-
quency is consequently greatly increased~see Irvine and Ra-
jan, 1995 for review!. This dynamic process of reorganiza-
tion in auditory cortex is analogous to that seen in visual and
somatosensory cortices after restricted retinal lesions and
amputation of a digit or limb, respectively~see Kaas, 1991,
1995 for recent reviews!. In each case, central reorganization
results in an enlarged cortical representation of the peri-
lesion area, or areas, of the receptor epithelium.

Cortical reorganization of this sort has been described in

primary auditory cortex of adult mammals of a number of
species, including simian primates, and after a variety of
forms of cochlear lesion@guinea pig: Robertson and Irvine
~1989!; mouse: Willott et al. ~1993!; cat: Harrisonet al.
~1993!, Rajan et al. ~1993!; macaque: Schwaberet al.
~1993!#. It therefore seems likely that it would also occur in
humans with partial deafness attributable to cochlear lesions
of the types that have been studied in animal models. Since
such reorganization would have the consequence that a
stimulus activating peri-lesion areas of the receptor organ
would produce a much larger than normal area of cortical
activation by including neurons whose activation is normally
associated with different stimuli and percepts, its occurrence
would be expected to have perceptual consequences. The
occurrence of such reorganization in the human somatosen-
sory system is indicated by imaging studies in amputees
~e.g., Elbertet al., 1994; Floret al., 1995!, and its perceptual
consequences by some phantom limb phenomena~Ram-
achandranet al., 1992!. There have been no analogous stud-
ies in the auditory system. Our aim was to investigate pos-a!Electronic mail: h.mcdermott@medoto.unimelb.edu.au
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sible perceptual correlates of putative cortical reorganization
in humans with partial hearing loss.

Realization of this aim is complicated by at least two
considerations. The first is that so far we have very little
information on what characteristics of a particular cochlear
lesion determine whether or not that lesion will result in
cortical reorganization. Rajan and Irvine~1996! presented
evidence from a cat with an idiopathic lesion which showed
no evidence of cortical reorganization. The differences be-
tween this lesion and those produced experimentally sug-
gested that a loss that slopes steeply from a region having
relatively good thresholds to a region of severe deafness is a
necessary condition for the occurrence of reorganization. We
have therefore studied perceptual characteristics in a group
of human subjects with steeply sloping loss. The second
complication is that, in the absence of knowledge of the pat-
terns of cortical activation associated with even the simplest
auditory perceptual experience in either humans or animals,
it is difficult to predict the nature of the perceptual changes
that might result from such reorganization if it were to occur
in humans. It would not be unreasonable to suppose, how-
ever, that the occurrence of cortical reorganization, such that
a particular stimulus resulted in activation of a much larger
than normal area of cortex, might result in a change in the
perceived loudness and/or pitch of that stimulus.

Loudness perception has previously been studied in a
group of subjects whose audiograms indicated near-normal
hearing thresholds at low frequencies, followed by a steeply
sloping loss at mid frequencies, with slopes greater than 50
dB/oct ~Hellman, 1994!. Loudness growth functions, mea-
sured by absolute magnitude estimation and production,
were compared for tones at frequencies in the normal-
threshold region, and for tones at the cutoff frequency~i.e.,
near the beginning of the slope!. The slopes of the loudness
functions were found to be significantly less steep, at mid-
to-high levels, for the tones at the cutoff frequency than for
the lower-frequency tones. A second group of subjects, who
had hearing losses that were less steep~31–49 dB/oct!, did
not show this effect. To explain this result, it was assumed
that the steep loss was indicative of a cochlear impairment
that restricted the effective spread of the excitation from the
tone at the cutoff frequency into higher-frequency regions of
the cochlea. The reduction or absence of excitation above the
cutoff frequency would cause a relatively slow growth of
loudness with increasing level. Recently, models of loudness
perception which can incorporate the effects of restricted co-
chlear hearing loss have been published~Florentineet al.,
1997; Moore and Glasberg, 1997!. These models can ac-
count both qualitatively and quantitatively for the above ob-
servations, and thereby support the proposition that an appro-
priate explanation for these loudness effects can be found at
the peripheral, rather than the cortical, level. However, it is
still possible that some aspects of loudness perception in
these subjects might relate to central plasticity, either instead
of, or as well as, to peripheral activation patterns.

It is also possible that changes in pitch perception occur
at frequencies near the lesion edge in subjects with steeply
sloping high-frequency loss. This suggestion finds some in-
direct support in the reports that frequency-discrimination

training in animals results in changes in the frequency selec-
tivity of auditory cortical neurons, and in the frequency or-
ganization of primary auditory cortex, that are analogous to
those produced by cochlear lesions~Recanzoneet al., 1993;
Weinberger, 1995!. Although the relationship between
injury- and use-induced plasticity in auditory~and other! cor-
tices, and the extent to which common mechanisms are in-
volved, remains to be determined~Irvine and Rajan, 1996!,
these data nevertheless support investigation of frequency
discrimination in subjects with putative auditory cortical re-
organization.

In the following, we report on two experiments which
investigated the perceptions of subjects with cochlear impair-
ments resulting in a steeply sloping loss. In the first experi-
ment, absolute thresholds and equal-loudness relations were
obtained for pulsed pure tones over a wide range of frequen-
cies. The second experiment measured frequency difference
limens ~DLFs! for pulsed pure tones presented at intensities
corresponding to a fixed, comfortable loudness level.

I. EXPERIMENT 1: ABSOLUTE THRESHOLDS AND
EQUAL-LOUDNESS CONTOURS

A. Method

1. Subjects

A group of five adults with steeply sloping sensorineural
hearing loss~S1–S5! acted as subjects in all experiments
described below. Some relevant background information
about them is summarized in Table I. The subjects were
selected on the basis of their audiograms~see filled circles in
Fig. 1!, which show three distinctive regions:~1! at low fre-
quencies, normal hearing thresholds or slight to mild hearing
loss, with absolute thresholds generally better than 33 dB
HL; ~2! a transition region where the loss increases abruptly
from slight to severe; and~3! at higher frequencies, severe to
profound hearing loss. Of the five subjects, only one~S2!
usually wore a hearing aid. The ear tested was that with
better hearing if the loss was not symmetrical. Audiological
assessments indicated that the hearing loss in each case was
likely to be of cochlear origin.

None of the subjects had experience in psychophysical
tasks. They were not paid for participation in the two experi-
ments, although costs such as travel expenses were reim-
bursed.

TABLE I. Background information on the hearing-impaired subjects.

Subject Sex Age~years! Tested ear Etiology

S1 male 45 left unknown
~congenital!

S2 female 56 right otitis media,
ototoxic drug

S3 female 45 left hereditary, progressive
~congenital!

S4 male 37 left unknown
~congenital!

S5 female 55 right progressive,
suspected cochlear

otosclerosis
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2. Stimuli

Subjects were tested individually in a double-walled
sound-attenuating booth. Sounds were presented monaurally
via a TDH-39 earphone with an Mx-41/AR cushion. All
stimuli were pure tones generated using a programmable
clinical audiometer~Madsen OB822!, or a digital synthesizer
~Korg 05R/W!. They had 30-ms rise/decay ramps and a

steady-state portion of 500-ms duration. The levels of the
stimuli were computer-controlled via the audiometer. Spe-
cifically written software running on an IBM-compatible per-
sonal computer was used to control the stimuli and to collect
each subject’s responses. In the experiments, subjects used a
custom-designed interface to initiate presentation of stimuli
and to make their responses, as described further below. Be-

FIG. 1. Absolute thresholds and relative slopes of the loudness growth functions for each of the five subjects with steeply sloping hearing loss. Thresholds,
in db HL ~filled circles!, are plotted against the left ordinate. The arrows indicate thresholds that could not be determined because they either exceeded the
limit of the audiometer, or elicited uncomfortable sensations. The loudness-growth slopes~open squares, right ordinate! are scaled relative to the slope at 500
Hz, and were calculated from the data in Fig. 2 as illustrated in Fig. 3~see text for details!. The vertical dotted lines and adjacent numbers indicate the derived
cutoff frequency~in Hertz! for each subject.
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cause standard audiometric equipment was used, stimulus
levels are reported below in units of dB HL.

3. Procedure
a. Absolute thresholds.Absolute thresholds were mea-

sured using an adaptive, four-interval forced-choice proce-
dure, with a two-up, two-down decision rule. This rule con-
verges on the 50% point on the psychometric function
~Levitt, 1971!. The frequencies of the stimuli were distrib-
uted between 250 Hz and at least 2 kHz. In the procedure,
each trial was initiated by the subject and comprised a se-
quence of four observation intervals, each lasting 500 ms,
and marked by lights. The intervals were separated by pauses
of 300 ms. A stimulus was presented in only one interval,
chosen at random. The subjects were asked to identify that
interval. After two correct responses in three consecutive tri-
als, the stimulus level was decreased, and after two incorrect
responses in three trials, the level was increased. Six level
reversals were obtained in each run. The levels were changed
in 5-dB steps until the second reversal occurred, and in 2-dB
steps thereafter. After each run, the arithmetic mean of the
levels at the last four reversals was calculated. The results
reported below are the averages for three such runs.

Thresholds were obtained at closely spaced frequencies
near the beginning of the steep slope in the audiogram, so
that the cutoff frequency (f c) could be estimated precisely.
The cutoff frequency was defined as the lowest frequency for
which the threshold was greater~worse! than 15 dB HL, and
the slope of the threshold curve at higher frequencies was
greater than or equal to 50 dB/oct. As in Hellman~1994!, we
converted the dB HL data to equivalent free-field dB SPL
units ~ISO, 1996! before calculating the threshold slope. The
order of the frequencies tested was randomized across ses-
sions.

b. Equal-loudness contours.Equal-loudness contours
were measured using an adaptive two-interval, two-
alternative forced-choice procedure utilizing a two-up, two-
down decision rule. Each trial consisted of two observation
intervals, one containing a reference tone of 500 Hz pre-
sented at a fixed level, and the other containing a comparison
tone at the frequency to be tested. The observation intervals
were presented in random order, and the subject’s task was
to identify the interval which contained the louder tone.

The reference tone was presented at four or five levels,
spaced at intervals of 15 dB, and chosen to encompass a
wide range of loudness. The highest level was selected for
each subject to avoid production of any uncomfortable sen-
sations during the loudness matching procedure. This some-
times limited the number of matches that could be made at
frequencies well abovef c . For example, with S3, loudness
matches could be obtained only at two levels for a frequency
of 1125 Hz.

For each subject, the comparison tone was presented at
five frequencies, while the reference tone in each condition
remained at 500 Hz. The lowest frequency was always 250
Hz, while the other four frequencies were above the 500-Hz
reference. The highest comparison frequency was selected
for each subject individually, because in some instances,
high-frequency tones were found to produce anomalous sen-
sations that made loudness matching impractical. The re-

maining comparison frequencies were distributed between
the 500-Hz reference and the selected highest frequency. An
attempt was made to sample the sloping region of the hear-
ing loss fairly evenly. The order of testing was determined
by random selection from among the entire set of frequency
and level combinations for each subject.

In each run of the adaptive procedure, the level of the
comparison tone was increased when it was judged less loud
than the reference on two out of three consecutive trials, and
reduced when it was judged louder on two out of three trials.
The level was varied initially in 5-dB steps until the second
level reversal occurred. Thereafter it was varied in 1-dB
steps until four further reversals were obtained. The levels at
these last four reversals were averaged for each run, and two
such runs were obtained for each condition. The results
shown are averages for these two runs.

B. Results

The graphs in Fig. 1 show the absolute thresholds across
frequency for subjects S1–S5~filled circles!. The cutoff fre-
quency calculated for each subject is indicated by a vertical,
dotted line, and the adjacent number. Also shown is the es-
timated slope of the loudness function~open squares!, the
derivation of which is described below.

The equal-loudness contours for subjects S1–S5 are
shown in Fig. 2. For completeness, the appropriate absolute
thresholds, as plotted in Fig. 1, are also included in Fig. 2
~dashed lines!. Below f c , the curves in Fig. 2 are roughly
parallel, indicating that the growth of loudness with intensity
is similar across those frequencies. In contrast, abovef c the
curves converge towards higher frequencies. This illustrates
the phenomenon of loudness recruitment, which is com-
monly associated with severe sensorineural hearing loss. Es-
sentially, the curves converge because the thresholds in-
crease more steeply with frequency than the intensities
corresponding to equal loudness at higher levels. This means
that the growth of loudness with intensity becomes steeper at
higher frequencies.

Because a loudness matching procedure was used, it is
easy to compare the slopes of these loudness functions across
frequency. To calculate the relative slopes, the data of Fig. 2
were replotted to show, for each comparison frequency, the
levels of the reference~500 Hz! stimulus versus the levels of
the comparison stimulus obtained in the experiment. These
transformed data are shown in Fig. 3 for subjects S1–S5.
Lines were fitted to these data using simple regression. Gen-
erally, straight lines fitted the data reasonably well in all
cases except for frequencies above 1 kHz for subject S1~see
below!. The slopes of these lines are plotted in Fig. 1~open
squares!. Note that because estimates of loudness were not
obtained in the experiment, the loudness-growth slopes at
each frequency are plotted relative to that for the reference
stimulus~i.e., at 500 Hz, the slope is 1.0 by definition!.

At frequencies abovef c , there is a marked increase in
loudness-growth slope, corresponding to recruitment, for
each subject except S1, some of whose data were not well
fitted by straight lines. However, an examination of S1’s
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loudness-matching data in Figs. 2 and 3 indicates that the
slope was in fact much steeper for supra-threshold levels at
frequencies abovef c than below it. For all subjects, the
slopes at frequencies belowf c are generally close to 1.0, as
expected, but in each case reach a minimum value in the

vicinity of f c . This observation is consistent with previous
reports on loudness perception with high-frequency hearing
loss ~Hellman, 1994; Florentineet al., 1997; Moore and
Glasberg, 1997! that were described briefly in the Introduc-
tion.

FIG. 2. Equal-loudness contours for the five subjects with steeply sloping hearing loss. The reference stimulus was a 500-Hz tone presented at four or five
levels encompassing a range of loudness. The sensation levels of these 500-Hz reference tones for each subject are indicated in the legends. The contour
containing levels at which stimuli were presented in the DLF experiment is marked by squares. Hearing thresholds are also shown~circles, dashed lines; Thr
in the legends!. The vertical dotted lines and adjacent numbers indicate the cutoff frequency~in Hertz! for each subject.
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To examine the reliability of this effect, the slope of the
function at the frequency closest tof c was compared with
that at the next lower frequency in the region with near-
normal hearing thresholds. Thus for subjects S1–S5 the near-
f c frequencies were: 750, 1000, 750, 500, and 500 Hz, and
the adjacent lower frequencies were: 500, 500, 500, 250, and

250 Hz, respectively. Note that each of these frequency pairs
includes the 500-Hz reference frequency. This facilitates
comparison of the loudness-growth slopes, because in the
experiment, subjects matched the loudness at these frequen-
cies directly. When lines were fitted to the data at these fre-
quencies~as explained above!, the correlation coefficients

FIG. 3. The loudness-matching data shown in Fig. 2 transformed to facilitate estimation of the relative loudness-growth slopes plotted in Fig. 1. Each curve
connects levels at which the loudness of the reference stimulus~ordinate! was judged equal to the loudness of the comparison stimulus~abscissa! at a given
frequency. The frequency of the reference stimulus was 500 Hz~squares!, while the comparison stimuli were presented at different frequencies, as indicated
in the legends. Cutoff frequencies (f c) for each subject are also shown.
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(R2) in each case were greater than 0.96. Thus these data are
well described by linear functions, as would be expected.
Averaging across subjects, the relative slope at the frequency
nearf c was 0.97, while that at the lower frequency was 1.07.
A t-test, paired for subjects, confirmed that this difference in
slopes was statistically significant (p,0.02).

II. EXPERIMENT 2: FREQUENCY DIFFERENCE
LIMENS FOR PURE TONES

A. Method

1. Subjects

In experiment 2, a control group of five subjects with
normal hearing was tested in addition to the above five sub-
jects with steeply sloping audiograms~S1–S5!. The control
subjects were three women and two men, ranging in age
from 21 to 42 years. The absolute thresholds of their tested
ears~chosen at random! were better than 15 dB HL at octave
frequencies from 250 Hz to 4 kHz, and audiological assess-
ments found no abnormalities. These subjects had no expe-
rience with the psychoacoustic procedures described below.

2. Procedure

Frequency difference limens~DLFs! for pure tones were
measured using an adaptive, three-interval, forced-choice
procedure. On each trial, two of the three observation inter-
vals contained pure tones at a reference frequency, and one
~selected at random! contained a pure tone of variable fre-
quency, which was always higher than the reference fre-
quency. The subject’s task was to identify that interval. A
three-down, one-up rule was used to estimate the frequency
difference corresponding to the 79.4% point on the psycho-
metric function~Levitt, 1971!. The initial difference between
the variable and the reference frequencies was 20% of the
reference frequency for subjects with impaired hearing, and
10% of the reference frequency for subjects with normal
hearing. After three consecutive correct responses, the differ-
ence in frequency was decreased by a factor of 0.75, while

after each incorrect response the difference was increased by
1.25. For example, if the reference frequency was 1000 Hz
and the variable frequency was 1100 Hz, a single step down
would decrease the variable frequency to 1075 Hz, and a
single step up would increase it to 1125 Hz. Each run pro-
ceeded until 12 frequency reversals had occurred, and the
geometric mean was calculated for the last 8 reversals. Three
such runs were performed for each reference frequency, and
the DLF was calculated as the geometric mean over those
three runs.

For each subject with impaired hearing, the reference
frequencies were chosen to sample the frequency range from
250 Hz to the highest frequency at which a result could be
obtained. The sampling was densest at frequencies close to
and immediately abovef c , on the grounds that the results of
the animal experiments outlined earlier suggest that reorga-
nization would produce an expanded representation of fre-
quencies in this region. The order of testing was randomized
across sessions.

Because the results of experiment 1 showed that loud-
ness would vary greatly for tones presented at a constant
level across frequencies, it was considered inappropriate to
attempt to measure DLFs at a constant SPL in these subjects.
If a constant level had been used, subjects might have based
their judgments in the DLF experiment on changes in loud-
ness with frequency rather than on changes in pitch. There-
fore, all stimuli were presented at an approximately constant
loudness level, using each subject’s equal-loudness contour
obtained in experiment 1 when the 500-Hz reference tone
was set to a medium~comfortable! loudness. These contours
are plotted with squares in Fig. 2, and correspond to an av-
erage reference level of approximately 45 dB SL. Levels for
frequencies between those tested in experiment 1 were cal-
culated by linear interpolation. To prevent subjects from ex-
ploiting any residual loudness differences as the frequency
changed in the adaptive procedure, the level of each stimulus
was varied in each observation interval by a random value
selected from a uniform distribution between23 and13 dB.

In order to familiarize subjects with the DLF task, a
small number of training runs of the procedure were pre-
sented initially. In these runs the random level variation was
not applied, and feedback was provided at the end of each
trial. This was done by illuminating a light briefly to indicate
whether the subject had correctly selected the interval con-
taining the higher-frequency stimulus. Data were not col-
lected during these training runs. Subsequently, in order to
obtain additional data allowing any learning effects to be
assessed, one practice run was performed before each experi-
mental run. In the practice runs, neither level randomization
nor correct-response feedback were provided. Data were col-
lected for three such practice runs, but were analyzed sepa-
rately from the data from the three experimental runs~i.e.,
those having randomized levels!.

For the five subjects with normal hearing, DLFs were
measured at reference frequencies of 250, 500, 1000, 1500,
2000, and 4000 Hz. The procedures were the same as those
used with the hearing-impaired subjects, except that only one
practice and one experimental run were performed for each
frequency and each subject. This was considered adequate to

FIG. 4. Average DLFs for the five normal-hearing subjects, plotted on a log
scale as a percentage of the frequency tested. Error bars indicate6 one
standard deviation of the mean across subjects. The dashed line shows pre-
dictions from a general equation for DLFs~Nelsonet al., 1983!.
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check the validity of a general equation predicting DLFs in
normal-hearing subjects as a function of frequency and level,
as discussed below. The levels of the stimuli were obtained
from a published equal-loudness function for pure tones at
the 70-phon loudness level~Robinson and Dadson, 1956!.
This was perceived as a comfortable level by the normal-
hearing listeners.

B. Results

Before discussing the DLF results in detail, it is worth-
while considering the data obtained during the practice runs
in which the stimulus levels were not randomly varied. For
the normally hearing subjects, a two-way analysis of vari-
ance~ANOVA ! was carried out on the log(DLF) data aver-
aged across subjects, with factors of frequency and condi-
tion. The condition factor divided the DLFs into those
obtained during practice runs~with fixed levels!, and those
obtained during experimental runs~with randomized levels!.
The analysis showed that neither the condition nor the
frequency3condition factors were statistically significant
(p.0.05). This was not unexpected, because the levels var-
ied over a range of only 6 dB~see Moore and Glasberg,
1989!. A similar ANOVA was carried out on the log(DLF)
data for each of the hearing-impaired subjects S1–S5. Data
could not be combined across these subjects because DLFs
were not always obtained at the same frequency for each
subject. For each subject, the effect of condition was signifi-
cant (p,0.01), with the mean DLFs being higher in the
randomized-level condition than in the practice condition.
However, the shape of the DLF values across frequency for
each subject was essentially identical for the two conditions.
This is consistent with the results of the ANOVA, which
showed that the frequency3condition factor was not signifi-
cant (p.0.05) for each of S1–S5. This suggests that the
generally lower DLFs for the fixed-level condition did not
result from any residual loudness cues. If such cues had been
present, and had assisted subjects to detect small frequency
differences, then the effect of level randomization would
probably not have been so consistent across frequencies. It is
more probable that the distraction of random level changes in
the post-training experimental condition adversely affected
these subjects’ judgments, resulting in a general elevation of
DLFs. Averaged across subjects, the mean increase in DLFs
for the randomized-level condition was by a factor of 1.35
~ranging from 1.23 for S1 and S2, to 1.74 for S5!. Despite
this effect, it can be concluded that the data obtained in the
randomized-level condition for each subject are probably not
confounded by loudness-related effects. Therefore, only the
randomized-level data are considered in the following analy-
ses.

The average DLFs for the five normal-hearing subjects
are shown in Fig. 4, and the DLFs obtained for subjects
S1–S5 are shown in Fig. 5. Note that the DLFs are expressed
as the mean frequency difference (D f ) divided by the ref-
erence frequency, and are plotted as a percentage on a loga-
rithmic scale.

The results for the normal-hearing subjects are consis-
tent with those reported previously~e.g., Wieret al., 1977;

Nelsonet al., 1983; Emmerichet al., 1989; Moore and Glas-
berg, 1989; Moore and Peters, 1992!. They show a mono-
tonic decrease from a mean of 1.2% at 250 Hz to about 0.6%
at 4 kHz. There was considerable inter-subject variability, as
indicated on the graph by the error bars. However, the mean
DLFs are very close to those predicted by a general equation
~Nelsonet al., 1983!, shown as the dashed curve. This equa-
tion is

log~D f !5aAf 1k1m/SL,

wheref is the frequency, SL is the sensation level, and values
for the constants appropriate for normal-hearing listeners are:
a50.023,k520.25, andm54.3 ~Moore and Peters, 1992!.
For our normal-hearing subjects, absolute thresholds at each
frequency were, on average, close to 0 dB HL, so the SLs
were taken to be equal to the published intensities~in dB
HL! for the 70-phon equal-loudness level at which the DLFs
were obtained~Robinson and Dadson, 1956!. To enable di-
rect comparison with our data, the predictions of the equa-
tion were scaled to account for the differences between our
experimental procedure and that on which the equation was
based. Our procedure, and that of Moore and Peters~1992!,
estimate DLFs corresponding to ad8 value of 1.6, while that
of Nelson et al. ~1983! used ad8 value of 0.78. Because
DLF is a linear function ofd8 ~Nelson and Freyman, 1986!,
the values calculated from the equation were increased by a
factor of 2.05. As shown in Fig. 4, the mean DLFs we ob-
tained are generally very close to the predictions of the equa-
tion. The mean squared error@in log(DLF) terms# is less than
0.02.

The DLFs for subjects S1–S5 are plotted individually in
Fig. 5 ~solid lines!, and the hearing thresholds are included
for convenience~dashed lines!. In each case the DLFs are a
nonmonotonic function of frequency. Overall, they did not
exceed 20% for any subject over the range of frequencies for
which data were obtained.

At frequencies well belowf c , the DLFs are higher than
the mean DLFs for the normal-hearing subjects. This is true
even for S4, who has thresholds well within the normal range
below 500 Hz. However, his DLFs are within the range we
obtained across the five normal-hearing subjects. The re-
maining four subjects have both poorer thresholds and higher
DLFs than normal in this frequency region.

At frequencies well abovef c , the data generally show
an increase in DLFs with frequency. Only in the case of S3
are the DLFs at the highest frequencies tested near those
obtained at the lowest frequencies. For the remaining sub-
jects, the increase in DLF coincides with the worsening of
hearing thresholds.

The most interesting feature of the data in Fig. 5 is that,
for most ~if not all! subjects, the DLFs are reduced near the
cutoff frequency relative to those at surrounding frequencies.
To verify this observation objectively, we compared the
DLFs near f c with those at higher and lower frequencies.
Because our definition off c is somewhat arbitrary, it seemed
reasonable to include DLFs from a narrow range of frequen-
cies aroundf c in this comparison. Therefore, for each sub-
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ject, the mean log(DLF) was calculated for frequencies in
three bands: within one-third of an octave on each side off c ;
for all remaining lower frequencies; and for all remaining
higher frequencies. A one-way ANOVA and Fisher’s pair-
wise comparisons were used to determine, for each subject,
whether the mean DLF was significantly lower in the band
centered onf c than in the other two bands. For S1–S4, this
was the case (p,0.05). For S5, the mean DLF in the band

centered onf c was not significantly different from that in
either the lower-frequency or the higher-frequency band. Al-
though there are clear differences in the detailed data from
each subject, the overall pattern of results is sufficiently con-
sistent to suggest that there exist unusual perceptual charac-
teristics affecting frequency discrimination near the cutoff
frequency in the majority of these subjects. Possible expla-
nations for these characteristics are discussed below.

FIG. 5. Frequency difference limens~DLFs! for each of the five hearing-impaired subjects~S1–S5!, plotted as in Fig. 4~solid lines!. Error bars indicate6
one standard deviation of the mean. The cutoff frequenciesf c ~vertical dotted lines and adjacent numbers!, and the absolute thresholds~dashed lines, right
axes! are included for reference.
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III. GENERAL DISCUSSION

The results of experiments 1 and 2 reveal noteworthy
features of both loudness perception and frequency discrimi-
nation that are associated with these subjects’ steeply sloping
high-frequency hearing loss. In particular, both the slopes of
the loudness-growth functions and the DLFs exhibit local
minima close to each subject’s cutoff frequency. Although it
is tempting to postulate that the same mechanism underlies
both phenomena, further consideration suggests that, al-
though cochlear excitation patterns may provide an adequate
explanation for the loudness data, the DLF data are more
likely to reflect partial functional reorganization in the audi-
tory cortex~or subcortical auditory centers!, at least in some
subjects.

A. Loudness perception

The finding of significantly reduced loudness-growth
slope near f c is consistent with the results of Hellman
~1994!. Although the difference between the slope at the fre-
quency nearf c and the slope at the lower frequency is
smaller in our study~approximately 9%! than that reported
by Hellman ~approximately 17%!, this disparity is not sur-
prising, considering the differences in the procedures, in the
ways in which the frequencies of the stimuli were selected,
and between the subjects, particularly in their hearing thresh-
olds. At least for frequencies up tof c , our data are also
consistent with recently published models of loudness per-
ception with hearing impairment~Florentine et al., 1997;
Moore and Glasberg, 1997!. As outlined in the Introduction,
these models assume that subjects with steeply sloping high-
frequency hearing loss, like our S1–S5, have cochlear im-
pairment resulting in partial or total loss of sensitivity in a
region having high characteristic frequencies. The lower
boundary of this unresponsive region is presumed to be lo-
cated close to the cutoff frequency. When stimuli are pre-
sented at frequencies below, but near, this boundary, the up-
ward spread of excitation is effectively truncated. Therefore,
the growth of loudness with intensity is less steep than at
lower frequencies, where upward spread of excitation is pre-
sumed to be relatively normal. Thus it appears that the re-
duced slope of loudness functions nearf c is explicable in
terms of peripheral mechanisms, and does not need an expla-
nation based on central reorganization.

B. Frequency discrimination

The interpretation of the pattern of DLF results from
experiment 2 is less straightforward. First, it is necessary to
determine whether practice on the discrimination task could
have led to an improvement in DLFs over time. This is im-
portant, because the subjects generally provided more DLF
data for frequencies nearf c than for the remaining test fre-
quencies. To investigate whether this additional experience
could have caused the reduction in DLFs nearf c , we con-
structed scatter graphs for each subject containing the DLF
estimate for each experimental run plotted against an integer
representing the test sequence. Straight lines were fitted to
these data. If reductions had occurred in DLFs as a conse-
quence of practice, the lines would be expected to have nega-

tive slopes. However, in no cases were the slopes signifi-
cantly different from zero (p.0.05). We repeated the
analysis using exclusively data from the band of frequencies
centered onf c , with the same result for each subject. To-
gether with the data showing an overall increase in DLFs
across frequency in the randomized-level condition~com-
pared with the fixed-level condition!, these results strongly
suggest that the DLF reductions nearf c are not a conse-
quence of practice on the task for any subject.

To analyze the DLF data obtained with S1–S5 at the
lowest frequencies, where hearing thresholds were near nor-
mal, the general equation predicting DLFs as a function of
frequency and sensation level may be applicable, although it
is important to note that it was based on DLFs obtained with
normal-hearing listeners. To compare the data of S1–S5 with
those obtained from our normal-hearing subjects, it is neces-
sary to account for the different sensation levels used. For
S1–S5, the sensation levels used at 250 and 500 Hz were, on
average, about 17 dB lower than those used with the normal-
hearing subjects. The equation predicts that this would result
in an elevation of DLFs by a factor of approximately 1.07.
Clearly this does not account fully for the DLFs we mea-
sured, which were, on average, about 3% for the hearing-
impaired subjects, compared with about 1% for the normal-
hearing subjects. However, for all hearing-impaired subjects
except S4, hearing thresholds indicated a slight to mild hear-
ing loss at the lowest frequencies, so it is likely that the
elevation in the corresponding DLFs is related to a loss of
hearing sensitivity. This is consistent with the observation
that only S4 had both hearing thresholds and DLFs in the
normal range at 250 and 500 Hz. Similar elevation of DLFs
associated with various degrees of hearing loss have been
reported previously~e.g., Turner and Nelson, 1982; Moore
and Peters, 1992!.

To interpret the DLF data at the higher frequencies, we
need to consider current theories of frequency discrimina-
tion. One theory that has received much attention is based on
auditory excitation patterns~e.g., Zwicker, 1970; Moore,
1989; Moore and Glasberg, 1989!. The excitation pattern for
a pure-tone stimulus is roughly triangular, with the peak lo-
cated at a place corresponding to the frequency of the tone. A
change in the stimulus frequency causes a shift in the exci-
tation pattern, and consequently a change in excitation levels
in the regions on each side of the peak. Because the slope of
the excitation pattern is steeper on the low-frequency side of
the peak, it has been suggested by some researchers that
detection of changes in excitation level in that region might
be sufficient to enable discrimination of changes in the
stimulus frequency~see Moore, 1989; Moore and Glasberg,
1989!. If this were an adequate explanation of frequency
discrimination, however, it would be expected that random
changes in the level of the stimuli~accompanying the fre-
quency changes, as in our experiment 2! would result in
elevation of the DLFs. This is inconsistent with most of the
empirical data obtained with normal-hearing listeners and
small level variations. For example, in one study where
DLFs were measured in five subjects, both with fixed levels
and with level randomization over a range of 6 dB, the effect
of the randomization was to increase the average DLFs by a
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factor of 1.15, but this increase was not statistically signifi-
cant ~Moore and Glasberg, 1989!. In another study where a
significant effect of level randomization was found~Emmer-
ich et al., 1989!, the level was changed in steps ranging from
8 to 20 dB. Those steps were large enough to have directly
affected the pitch perceived, and thereby to have affected the
frequency discrimination. The insignificant effect of random-
ization over a narrower range of levels suggests that fre-
quency discrimination may make use of information addi-
tional to, or other than, the level on the low-frequency edge
of the excitation pattern. DLF data obtained when noise
bands were applied to mask selected regions of the excitation
pattern generally support this hypothesis. For example, DLFs
were increased~relative to DLFs obtained in quiet! when
tones were presented flanked by a low-pass or a high-pass
noise, or in a notch created by combining a low-pass and a
high-pass noise~Emmerichet al., 1983, 1986!. However, the
increase was smaller than that expected if only information
about excitation level is used in discriminating frequency
changes, at least when only the upper side of the excitation
pattern was masked by noise~Moore and Glasberg, 1989!.
This suggests that additional information is used to assist
frequency discrimination. One possible source of such infor-
mation is the phase locking of neural responses to temporal
patterns in the stimulus. Presumably, temporal information,
as well as excitation level information, would be available
even in the responses of neurons that are tuned to frequencies
somewhat distant from the stimulus frequency.

The steeply sloping hearing impairment of our subjects
S1–S5 implies that, for stimulus frequencies belowf c , re-
duced information would be available from higher frequency
regions. If, as suggested above, the cochleas of at least some
of these subjects have an unresponsive high-frequency re-
gion, then for frequencies close tof c , only information from
the lower-frequency portion of the excitation pattern would
be available. This condition is analogous to one where DLFs
were obtained in normal-hearing listeners with a masking
noise placed immediately above the stimulus frequency~Em-
merich et al., 1986; Moore and Glasberg, 1989!. In those
studies a statistically significant elevation in DLFs by a fac-
tor of about 1.5 was obtained relative to the unmasked con-
dition. Furthermore, a study in which DLFs were measured
in subjects who had normal hearing sensitivity up to 1500
Hz, and a loss of at least 20 dB averaged across higher fre-
quencies, showed that DLFs at 1200 Hz were increased, on
average, by a factor of 2 relative to normal~Turner and Nel-
son, 1982!. This is in contrast to the results of our experi-
ment. Although the DLFs obtained with our subjects S1–S5
were generally larger than normal, they tended to fall as the
stimulus frequency was increased towards the cutoff fre-
quency~Fig. 5!. In fact, our data suggest that there is some
additional mechanism contributing to frequency discrimina-
tion in these subjects which compensates partially for the
effects of the reduced spread of excitation presumed to apply
to stimuli near the cutoff.

Is it possible that this mechanism, and the local reduc-
tion in DLFs nearf c , can be understood in terms of neural
plasticity? As outlined in the Introduction, there is experi-
mental evidence of cortical plasticity in adult animals with

restricted cochlear lesions. In these animal studies the region
of cortex deprived of its normal input by a lesion was found
to contain an expanded representation of lesion-edge fre-
quencies. There is also evidence that training on frequency
discrimination tasks in animals results in a similar expansion
of the representation of the training frequencies~Recanzone
et al., 1993; Weinberger, 1995!. If these results can be ex-
tended to humans, it is possible that the observed reduction
in DLFs close tof c reflects a related process. For example, if
the high-frequency cochlear regions of subjects S1–S5 have
been deprived of their normal acoustic input for a long time,
as their etiologies seem to indicate, then it is plausible that
frequencies nearf c would activate a larger than normal num-
ber of cortical neurons. Although the central~cortical or sub-
cortical! mechanisms underlying frequency discrimination
are not well understood, it is reasonable to assume that
stimuli which can be discriminated must evoke different pat-
terns of neural activity in the central nervous system. Be-
cause phase-locked frequency information is poorly pre-
served at levels above the brainstem, it is likely that the
spatial distribution of activity would differ for stimuli that
are discriminable in frequency. If circumstances result in a
greatly expanded representation of a particular range of fre-
quencies, it seems plausible that discrimination of frequen-
cies in and around that range would be enhanced~relative to
discrimination of other frequencies!, because the expansion
would increase the probability that different frequencies
would generate different spatial patterns of activity. This
supposition is supported by the animal studies suggesting an
association between frequency discrimination ability and the
spatial extent of the associated frequency representation~Re-
canzoneet al., 1993; Weinberger, 1995!. Therefore, it is pos-
sible that the DLF reduction nearf c observed in our subjects
might be a consequence of expanded cortical or subcortical
~Irvine and Rajan, 1997! representation of those frequencies.

IV. CONCLUSIONS

The results of these two psychophysical studies on five
subjects with steeply sloping high-frequency hearing impair-
ment can be summarized as follows.

~1! Loudness perception

~a! Growth of loudness for tones presented near the cutoff
frequency was less steep than that for tones presented
at a lower frequency, although hearing thresholds were
near normal at both frequencies. This was consistent
with published models of loudness perception with sen-
sorineural hearing loss, which assume that the upward
spread of auditory excitation patterns is effectively
truncated at a frequency near the cutoff.

~b! Growth of loudness at higher frequencies was steeper
than at the cutoff frequency, consistent with the pres-
ence of recruitment where hearing thresholds were el-
evated.

~2! Frequency discrimination

~a! Across the range of frequencies tested, DLFs for pulsed
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pure tones were generally elevated compared with
DLFs for a control group of subjects with normal hear-
ing.

~b! Below the cutoff frequency, the only subject having
DLFs within the normal range was also the only sub-
ject with normal hearing thresholds at those frequen-
cies.

~c! The DLF data from most subjects exhibited a local
reduction near the cutoff frequency. It is speculated
that this could be the result of functional reorganization
of the auditory cortex~or subcortical auditory centers!,
similar to that observed in experimental animals with
restricted cochlear lesions.

~d! For the normal-hearing subjects, the DLF data closely
matched the predictions of a published general equa-
tion.
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Perceptual segregation and pitch shifts of mistuned
components in harmonic complexes and in regular
inharmonic complexesa)
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It is unclear whether the perceptual segregation of a mistuned harmonic from a periodic complex
tone depends specifically on harmonic relations between the other components. A procedure used
previously for harmonic complexes@W. M. Hartmannet al., J. Acoust. Soc. Am.88, 1712–1724
~1990!# was adapted and extended to regular inharmonic complexes. On each trial, subjects heard a
12-component complex followed by a pure tone in a continuous loop. In experiment 1, a mistuning
of 64% was applied to one of the components 2–11. The complex was either harmonic, frequency
shifted, or spectrally stretched. Subjects adjusted the pure tone to match the pitch of the mistuned
component. Near matches were taken to indicate segregation, and were almost as frequent in the
inharmonic conditions as in the harmonic case. Also, small but consistent mismatches, pitch shifts,
were found in all conditions. These were similar in direction and size to earlier findings for
harmonic complexes. Using a range of mistunings, experiment 2 showed that the segregation of
components from regular inharmonic complexes could be sensitive to mistunings of 1.5% or less.
These findings are consistent with the proposal that aspects of spectral regularity other than
harmonic relations can also influence auditory grouping. ©1998 Acoustical Society of America.
@S0001-4966~98!03910-1#

PACS numbers: 43.66.Fe, 43.66.Hg, 43.66.Jh, 43.66.Ba@DWG#

INTRODUCTION

Many of the sounds to which the ear is exposed are
periodic or nearly periodic in character. Hence, harmonic
relations between the partials of a complex tone can provide
a basis for the ascription of those partials to a common
source. A number of studies have shown that the auditory
system can discriminate a harmonic complex tone from a
similar complex tone made inharmonic by the imposition of
a small degree of mistuning on a single component~Moore
et al., 1985b; Carlyon, 1994; Lee and Green, 1994!. How-
ever, Hartmann~1988! noted that a range of cues was poten-
tially available to perform this task, including the perception
of roughness or dissonance, in addition to the emergence of
the mistuned component as a separate perceptual entity, with
its own pure-tone-like pitch. The perceptual segregation of a
mistuned component from an otherwise harmonic complex
has been reported by Rasch~1978! and Martens~1984!, and
has been investigated systematically by Mooreet al. ~1986!
and by Hartmannet al. ~1990!.

Moore et al. ~1986! asked listeners explicitly to judge
whether or not a mistuned component could be heard out
from an otherwise harmonic complex at various degrees of
mistuning for harmonic numbers 1–6. These authors found
that segregation occurred for an approximately constant ratio
of mistuning across these components, in the range 1.3%–
2.1%. Hartmannet al. ~1990! were concerned about the sub-
jective nature of Mooreet al.’s ~1986! data. Therefore, they

designed a discrimination experiment intended to provide an
objective measure of the perceptual segregation of a mis-
tuned partial, while minimizing the influence of other cues to
inharmonicity~see Hartmann, 1988!. These authors also ex-
tended the range of harmonic numbers tested up to the 16th,
although their results for some partials above the 11th were
subject to artifacts.1 Listeners were presented with complex
tones that were harmonic except for one mistuned compo-
nent. Their task was to hear out the mistuned partial and to
adjust the frequency of a pure tone until it matched that of
the segregated partial. A match to within predefined criteria
was accepted as a ‘‘hit,’’ and the proportion of hits obtained
over a set of trials, the hit rate, was taken as a measure of the
extent of segregation for that partial at that degree of mistun-
ing. The results broadly confirmed and extended those of
Moore et al. ~1986!.

As a by-product of their hits data, Hartmannet al.
~1990! noted that there were small but systematic mis-
matches between the frequency of the mistuned partial and
the preferred matching frequency of the adjustable pure tone.
Following Terhardt ~1971!, they referred to these mis-
matches as pitch shifts, and found that they were generally
exaggerations of the mistuning imposed on a partial. Pitch
shifts were assumed to result from partial masking effects in
the pitch model of Terhardt~1979! and his colleagues~Ter-
hardt et al., 1982!. However, Hartmannet al. ~1990! found
that an implementation of Terhardtet al.’s ~1982! model was
unable to predict the pattern of pitch shifts that they ob-
served. Instead, the model predicted positive pitch shifts for
negative as well as for positive mistunings.

Hartmann and Doty~1996! have since confirmed Hart-
mannet al.’s observations in a study designed to obtain more
accurate measures of these pitch shifts. In their study, the

a!A summary of this research was presented at the Joint 16th International
Congress on Acoustics and 135th Meeting of the Acoustical Society of
America, Seattle, WA, June 1998@J. Acoust. Soc. Am.103, 2768~A!
~1998!#.

b!Electronic mail: b.roberts@bham.ac.uk
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harmonic number tested was fixed for all trials in an experi-
mental run, and a large degree of mistuning~8%! was used
on the first trial to cue the subject to the appropriate fre-
quency region for that run. Hartmann and Doty interpreted
their findings in terms of a combined place-and-time model,
based on partial masking interactions in the excitation pat-
tern and predicted peak locations in the interspike-interval
histogram of neural activity, but could not account for key
aspects of the data. In particular, their hybrid model had
difficulty in accounting for the apparent saturation, and
sometimes supersaturation, of the pitch-shift effect for higher
degrees of mistuning, and was unable to account for the pitch
shifts evident for the fundamental component.

de Cheveigne´ ~1997! has since pointed out that the pat-
tern of displacement seen in the pitch-shift data of Hartmann
et al. ~1990! and Hartmann and Doty~1996! can instead be
accounted for in terms of statistical decision theory. The op-
eration of a template mechanism is assumed, perhaps like the
‘‘harmonic sieve’’ proposed by Duifhuiset al. ~1982!, and
Scheffers~1983a, b!. Consider a mistuned partial, lying on
one side of a ‘‘slot’’ in a template that is optimally aligned
with the partials of an otherwise harmonic complex tone.
The extent of its perceptual segregation can be assumed to
depend on its distance from the slot center, increasing with
displacement from the center up to some asymptotic level.
Furthermore, the internal representation of the frequency of
any partial will be influenced from trial to trial by random
processes. Since those trials in which the frequency of the
mistuned partial is represented as more displaced from the
slot center will lead to greater perceptual segregation, and
hence give higher hit rates, it follows that the pitch estimates
will be displaced from the center of the slot in either direc-
tion. This effect will saturate as the partial moves further
away from the slot center. Although Lin and Hartmann
~1998! have pointed out that de Cheveigne´’s ~1997! model
cannot account for both the pitch shifts and high hit rates
observed by Hartmann and Doty~1996!, it should be noted
that this objection might be overcome if the model were
modified to include noise in the neural representation of the
target partialwithin a trial.

Consistent with de Cheveigne´’s ~1997! proposal of a
template mechanism, Lin and Hartmann~1998! have since
shown that the pitch shifts found when a harmonic is mis-
tuned are not primarily dependent on local interactions be-
tween partials. In particular, these pitch shifts can be found
for partials isolated from the rest of the complex by gaps of
one or more harmonic positions. Lin and Hartmann have
interpreted their findings as evidence of an intimate connec-
tion between the ascription of pitch and the attribution of
common source to a set of harmonics, namely that auditory
organization is a consequence of the operation of a template-
based pitch mechanism. However, de Cheveigne´ has pointed
out that any arbitrary template, whatever its nature or origin,
would produce similar pitch shifts for partials mistuned from
their appropriate frequencies. Furthermore, while pitch per-
ception is clearly of great importance in hearing@consider,
e.g., Houtsma and Goldstein’s~1972! demonstration that low
pitch is ascribed even to dichotically presented two-
component stimuli#, the notion that it precedes auditory

grouping is difficult to reconcile with the body of research
showing that auditory attributes depend on the outcome of
grouping processes~see Bregman, 1990!.

Roberts and his colleagues~Roberts and Bregman, 1991;
Roberts and Bailey, 1993a, b, 1996a, b; Roberts, 1998! have
explored the role in auditory grouping of aspects of spectral
patterning other than harmonicity. Roberts and Bregman
~1991! showed that a single even harmonic in an otherwise
odd-harmonic complex is typically more salient than its odd
neighbors. Roberts and Bailey~1996b! have extended this
finding to regular but inharmonic complexes, created by ap-
plying either frequency shift or spectral stretch manipula-
tions to harmonic stimuli. These authors have suggested that
their findings may indicate the operation of a principle of
auditory grouping based on common spectral pattern.

Our informal listening to stimuli derived by applying
moderate degrees of frequency shift or spectral stretch to
multi-component periodic tones with consecutive harmonics
suggests that these complexes sound far more coherent than
randomly distributed partials. They also have some form of
low pitch, although it may be weak and/or ambiguous. The
experiments reported here have attempted to evaluate further
the proposal that common spectral pattern can influence au-
ditory grouping by applying the mistuned partial-matching
paradigm of Hartmannet al. ~1990! to regular inharmonic
complexes of this kind. If common spectral pattern, in a
broader sense than harmonicity, can influence spectral fu-
sion, then regularly spaced but inharmonic components
should also be sensitive to mistuning. Mistuning a partial
should cause it to segregate just as in the harmonic case,
allowing listeners to adjust a pure tone to a value near the
frequency of the mistuned partial. One might also expect to
find pitch shifts displaced from in-tune positions, as pre-
dicted by de Cheveigne´ ~1997! for any template that medi-
ates spectral fusion.

From a broader perspective, further evidence to support
the notion that regularities other than harmonic relations can
also act as a basis for spectral grouping would have consid-
erable implications for our understanding of auditory percep-
tion. In particular, it would suggest a flexible system that can
utilize a range of structures inherent in the spectra of a vari-
ety of sounds, rather than a mechanism equipped to deal
solely with harmonic or near-harmonic stimuli.

I. EXPERIMENT 1

A. Method

1. Subjects

Three subjects participated, all of whom reported normal
hearing. One subject was the second author and the others
were research students from other laboratories in the School.
All had some experience of taking part in auditory percep-
tion experiments, and one claimed to be musically experi-
enced.

2. Task

Each trial consisted of a repeating cycle of a complex
tone followed by a pure tone, with each sound separated
from the next by a brief silent interval. One of the compo-
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nents of the complex tone was mistuned from its appropriate
frequency. The subjects’ task was to adjust the frequency of
the pure tone until its pitch matched that of the mistuned
component. The ease with which this was possible depended
on the perceptual salience of the mistuned component in re-
lation to that of the other partials in the complex. There was
no limit on the number of stimulus cycles that was permitted
in a trial. The adjustment was made using a trackball mouse
with two different sensitivity settings, which could be se-
lected freely via a mouse button. The default was a coarse
control that allowed rapid adjustment to the chosen fre-
quency region. The fine control was ten times more sensitive,
and subjects were encouraged to use this setting for final
adjustments before selecting their best match using another
mouse button. At the end of a trial, subjects were given feed-
back on their performance via a computer screen~see Sec.
I A 4!. Subjects chose when to start each trial, and were free
to rest at any time between trials.

3. Stimuli and conditions

Within a trial, each stimulus cycle contained a 420-ms
complex tone followed by a 310-ms pure tone, both includ-
ing linear onset and offset ramps of 20 ms each. The dura-
tions of the within- and between-cycle silent intervals were
200 and 500 ms, respectively. These were chosen to create a
rhythm that clearly identified the within-cycle order of the
tones. The complex tone consisted of the first 12 partials of a
nominal fundamental (F0) frequency, chosen randomly
from a rectangular distribution with a width of610% around
200 Hz. All of the components were in sine phase and of
equal amplitude, each set to a level of 60 dB SPL. The pure
tone was set to the same level. The initial frequency of the
pure tone was chosen randomly within the range of adjust-
ment, 100–3200 Hz, quantized in steps of 2 Hz. This range
was chosen to exceed that spanned by components 1 and 12
for the lowest and highest possibleF0 frequencies, respec-
tively, for all conditions. One of ten components of the com-
plex tone, chosen from the set 2–11, was mistuned by64%
from its appropriate frequency. Components 1 and 12, which
constituted the spectral edges of the complex, were not
tested.

There were three conditions, which differed in the type
of complex tones used. For conditions 1–3, these were har-
monic, frequency shifted, and spectrally stretched, respec-
tively. The frequency shift used was 15% of the nominalF0
~e.g., 30 Hz added to the frequency of each component of a
harmonic series with anF0 of 200 Hz!. The spectral stretch
used was 3% of the nominalF0 ~e.g., a cumulative incre-
ment of 6 Hz added to the frequency spacing of the compo-
nents with increasing component number for a harmonic se-
ries with an F0 of 200 Hz!. This kind of spectral
manipulation has previously been employed by Plomp
~1964!, Fine and Moore~1993!, and Roberts and Bailey
~1996b!. The frequencies of the partials comprising the com-
plex tones for a nominalF0 of 200 Hz are listed in Table I.
The use of component numbers for the inharmonic condi-
tions is analogous to their use in the harmonic condition.

All stimuli were generated usingMITSYN software~see
Henke, 1990! at a sampling rate of 16 kHz, and played with

a precision of 16 bits via a D/A converter~Data Translation
DT2823!. They were low-pass filtered~corner frequency
55.2 kHz, roll-off5100 dB/oct.! and presented binaurally
over Sennheiser HD 480-13II earphones. The levels of the
stimuli were set using a programmable attenuator~0.25-dB
steps!, and were calibrated with a sound-level meter~Brüel
& Kjaer type 2209, linear weighting! connected to the ear-
phones by an artificial ear~type 4153!. The stimuli were
presented to the listeners in a sound-attenuating chamber~In-
dustrial Acoustics!.

4. Procedure

Each session consisted of three consecutive sets, each in
a new randomized order, of all combinations of component
number and direction of mistuning for one condition only,
giving a total of 60 trials~3 sets310 components32 direc-
tions!. Three sessions were run for each condition to give
nine responses per stimulus. Each condition was completed,
in the appropriate order, before the next was begun. The
presentation order for the conditions across the three listeners
was given by cyclic permutation. The total number of trials
per subject was 540.

Feedback on performance was given to subjects at the
end of each trial. If the chosen response was within60.8
3nominal F0 of the correct value, the message ‘‘within
range’’ was displayed. If the response was above or below
this range, the message ‘‘much too high’’ or ‘‘much too
low’’ was displayed, as appropriate.2 Before the main experi-
ment, subjects received two practice sessions to familiarize
them with the full set of stimuli. Each session consisted of
three consecutive sets, one for each condition, of all 20 com-
binations of component number and direction of mistuning,
giving 60 trials in total. The order of the conditions was the
same for each listener as in the main experiment.

5. Data analysis

The data analysis was based closely on that used by
Hartmannet al. ~1990!, who used a simple classification of
responses as ‘‘hits’’ or ‘‘misses.’’ Those authors noted that
this approach obscured some aspects of the data, in particular
the pattern of errors among the data points classified as

TABLE I. For a nominalF0 frequency of 200 Hz, columns 2–4 show the
in-tune frequencies~in Hz! of the components comprising the complex tones
used in experiments 1 and 2.

Component
No.

Condition 1
~harmonic!

Condition 2
~15% shifted!

Condition 3
~3% stretched!

1 200 230 200
2 400 430 406
3 600 630 618
4 800 830 836
5 1000 1030 1060
6 1200 1230 1290
7 1400 1430 1526
8 1600 1630 1768
9 1800 1830 2016

10 2000 2030 2270
11 2200 2230 2530
12 2400 2430 2796
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misses, but had the advantage of facilitating further quanti-
tative analysis. However, they also noted that the classifica-
tion of responses as hits or misses was complicated by pitch-
shift effects—systematic mismatches between the pitch of a
partial and an isolated pure tone of the same frequency~Ter-
hardt, 1971!. This problem was tackled by employing a two-
stage procedure to classify the responses, as described below.

To be classified as a hit, a response was first required to
fall within 61.03nominal F0 of the frequency of the mis-
tuned partial. This criterion was more lax than that used for
feedback, owing to evidence of substantial pitch shifts for
some stimuli. The second criterion was based on the cluster-
ing of the responses that passed the first criterion. A mean
and standard deviation were calculated for these data. If the
standard deviation exceeded 2.5% of the frequency of the
mistuned component, then the data point most distant from
the mean was rejected and a new mean and standard devia-
tion were calculated. This procedure was repeated until the
clustering criterion was met, or only two data points re-
mained. In cases where these two data points failed the clus-
tering criterion, the data point further from the frequency of
the target component was rejected. In cases where only one
data point passed the first criterion, that point was accepted
as a hit. For each subject, the number of hits per stimulus
~0–9! was converted to a percentage. A mean hit rate and
intersubject standard error were then calculated for each
stimulus.

Pitch shifts were calculated from those responses that
were classified as hits. A pitch shift for a given stimulus was
defined as the mean deviation of the hits, in units of compo-
nent number, from the frequency of the mistuned partial. The
use of a component number scale was to preserve as close an
equivalence as possible across conditions for corresponding
component numbers. To minimize the number of empty cells
in a quantitative analysis of these pitch shifts, an estimate
was calculated whenever a subject achieved at least one hit
for a given stimulus. From these estimates, a mean pitch shift
and intersubject standard error were then calculated for each
stimulus.3

B. Results and discussion

1. Hit rates

The data are displayed in Figs. 1 and 2. Figure 1 shows
the effects of direction of mistuning and component number
in a separate panel for each condition. Figure 2 shows in one
panel the effects of component number for all three condi-
tions, when the data are collapsed across direction of mistun-
ing. The data were assessed using a three-factor repeated-
measures analysis of variance.

The most striking observation is the general similarity in
the response profiles for the three conditions. The mean hit
rates for conditions 1–3, collapsed across component num-
ber and direction of mistuning, were 65.2%, 57.4%, and
57.6%, respectively. Clearly, subjects were able to hear out
mistuned components not only from harmonic complexes,
but also from shifted and stretched complexes, because all of
these values were well above chance.4 The lower proportion
of hits seen in the inharmonic conditions resulted chiefly
from the lowest and highest component numbers tested, but
the overall difference between conditions was not significant
@F(2,4)52.02, p50.247#. A significant main effect was

FIG. 1. Mean hit rates for three subjects~with intersubject standard errors! in conditions 1–3 of experiment 1. Parts 1–3 show these values for the
corresponding conditions across component numbers 2–11. Hit rates for positive and negative mistunings are represented by filled and open symbols,
respectively.

FIG. 2. Mean hit rates for three subjects~with intersubject standard errors!
in conditions 1–3 of experiment 1. Hit rates in each condition are shown for
components 2–11 when collapsed across direction of mistuning.
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found for component number@F(9,18)56.69, p,0.001#.
Figure 2 shows that hit rates generally peaked in the region
5–7 and declined for higher and lower component numbers.
The elevated hit rate for a positive mistuning on component
11 in all conditions was the only clear exception to this pat-
tern ~see Fig. 1!. Although the main effect of direction of
mistuning was not significant@F(1,2)53.67, p50.196#, a
significant two-way interaction was found for direction
3component@F(9,18)518.50,p,0.001#. The origin of this
interaction is evident in Fig. 1. In all conditions, the hit-rate
profiles peak at components 6 and 7 for positive mistunings,
but are broadly flat over the range 4–9 for negative mistun-
ings. The reason for this difference in profiles is unclear.
None of the other interaction terms was significant
@condition3component: F(18,36)50.66, p50.822;
direction3condition: F(2,4)50.97, p50.455; direction
3condition3component:F(18,36)50.77,p50.715#.

The peak region in the hit-rate profiles overlaps with,
but does not correspond to, the dominant region of compo-
nents ~3–5! predicted for theseF0 frequencies~Ritsma,
1967!. A similar experiment using different nominalF0’s
would be required to assess the effect on the profile of the
absolute frequencies of the components tested. The hit-rate
profile reported by Hartmannet al. ~1990! for a mistuning of
64% on a partial in a harmonic complex with a nominalF0
of 200 Hz was not an inverted U-shaped function. However,
this is almost certainly because the performance of their
highly trained subjects~the three authors! was nearly perfect
for this condition. In conditions where the task was made
more difficult by using smaller degrees of mistuning, the
highest hit rates were found in the region 3–7.

2. Pitch shifts

The mean pitch shifts are displayed in Fig. 3, in units of
component spacing~see Sec. I A 5!. These data were as-

sessed using a general linear model designed to provide an
analysis similar to that of the balanced ANOVA used to as-
sess the hit-rate data. This was necessary because of missing
pitch-shift values in cases where none of a subject’s re-
sponses to a stimulus was a hit~only seven cases in total!.

The findings for the harmonic condition replicate the
main observation of Hartmannet al. ~1990! and of Hartmann
and Doty~1996! that pitch shifts occur in the direction of the
mistuning, representing an exaggeration of the displacement
of the target component from its in-tune frequency. Hart-
mannet al.’s report of smaller pitch shifts for negative mis-
tunings is also consistent with the pattern observed here, at
least for components 2–6. In units of component number, the
pitch shifts tended to grow progressively with an increase in
component number, until coinciding almost exactly with the
in-tune frequency of the nearest neighbor for component 11.
Hartmannet al. ~1990, Fig. 2! shows exactly this pattern for
a mistuning of14%.

The pitch-shift profiles for the inharmonic conditions
were like that for the harmonic condition in the most impor-
tant aspect—that pitch shifts were an exaggeration of the
direction of mistuning. Indeed, the main effect of direction of
mistuning was found to be significant@F(1,2)5153.97, p
50.006#. However, the difference between the conditions
was also sufficient to reach significance as a main effect
@F(2,4)510.77,p50.025#. The profile for the shifted con-
dition shows evidence of more extreme pitch shifts for posi-
tive mistuning of components 2–4, which resulted from a
considerable number of matches close to the in-tune fre-
quency of the next higher component. There was also an
anomalous pitch shift for negative mistuning of component
10, but otherwise the profile for components 5–11 was simi-
lar to that seen in the harmonic condition. The profile for the
stretched condition was more similar to that for the harmonic
condition. The main difference was the finding of relatively

FIG. 3. Mean pitch shifts for three subjects~with intersubject standard errors! in conditions 1–3 of experiment 1. Parts 1–3 show these values for the
corresponding conditions across component numbers 2–11. Pitch shifts for positive and negative mistunings are represented by filled and open symbols,
respectively. The inset gives the mean pitch shifts expressed as percentage changes~for positive mistunings in the top row and for negative mistunings in the
bottom row!. The dotted lines indicate pitch shifts that would correspond to the frequencies of the components immediately adjacent to the mistuned
component.
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smaller pitch shifts for negative mistunings of the highest
components. Overall, the dependence of pitch shift on com-
ponent number is shown by the significant interaction term
for direction3component@F(9,18)59.16, p,0.001#. The
main effect of component number was not significant
@F(9,18)51.39, p50.265#. Also, none of the other interac-
tion terms was significant@condition3component:F(18,36)
51.05, p50.431; direction3condition: F(2,4)54.82, p
50.086; direction3condition3component:F(18,29)51.51,
p50.156#.

The pitch shift evident in all conditions for a positive
mistuning of component 11 suggests that the marked in-
crease in hit rate seen for this manipulation was probably an
artifact. This pitch shift corresponds closely in all cases to
the in-tune frequency of component 12, which was the high-
est component in the complex. This component will have
had a salient edge pitch associated with it~Kohlrausch and
Houtsma, 1992; Moore and Ohgushi, 1993!, and matches to
it would be indistinguishable from those to the mistuned tar-
get.

The pitch-shift estimates obtained from this experiment
were only supplementary to the computation of hit rates, for
two reasons. First, subjects were not directed to listen to any
particular frequency region within the complex, and so mis-
tuned targets that were more difficult to hear out will have
given rise to low hit rates and hence poor estimates of pitch
shifts. Second, the feedback criterion needed to be lax to
account for pitch shifts, and this would not have encouraged
great accuracy in the matches made by the subjects. A pro-
cedure like that used by Hartmann and Doty~1996! would be
required to study pitch shifts in greater detail. However,
there were notable common features seen across the condi-
tions in our pitch-shift estimates, despite these limitations. In
particular, the finding of pitch shifts in the same direction as
the mistuning for harmonic, shifted, and stretched complexes
suggests the operation of a similar mechanism in the percep-
tual segregation of mistuned partials from the original com-
plexes in all cases. We shall return to this point in the fol-
lowing section.

II. INTERIM DISCUSSION

The broad similarity in both hit-rate and pitch-shift pro-
files across conditions is consistent with the notion that the
auditory system can be sensitive to the spectral regularity of
inharmonic complex tones as well as harmonic ones. How-
ever, it is important to consider how well these findings can
be accounted for by the quasiharmonic nature of shifted and
stretched stimuli. The notion of a regular inharmonic tem-
plate should only be invoked if an explanation in terms of a
hypothetical device like the harmonic sieve proves inad-
equate.

Frequency-shifted stimuli have long been used to study
the mechanisms of low pitch perception~de Boer, 1956,
1976; Schoutenet al., 1962; Patterson, 1973; Patterson and
Wightman, 1976!. The multi-component complexes used in
Patterson and Wightman’s~1976! study included examples
very similar to those used in experiment 1~nominal F0
5200 Hz, component numbers 1–12 present, equal-
amplitude components!. The dominant components deter-

mining the low pitch of these frequency-shifted complexes
were shown to be 4 and 5, and the slope of the near-linear
function relating low pitch to the degree of frequency shift
was estimated to be around 0.23. From this, we can estimate
the low pitch of one of our stimuli, with a nominalF0 of 200
Hz and a fixed frequency shift of 15%, to be about 207 Hz.
This is consistent with our informal observations of the low
pitch of these complexes.

Taking this value as theF0 frequency for a harmonic
sieve with a slot width of63%, components 3–12 would be
passed when in tune.5 This outcome supports the quasihar-
monic account of the findings, which may also explain some
details of the findings. In particular, partials above the fourth
show a progressive displacement below the centers of their
corresponding slots for a harmonic sieve with anF0 of 207
Hz, such that components 9 and 10 fit the sieve when they
are mistuned by14% about as well as when they are in tune.
This might explain the marked depression in hit rates for
positive mistunings of components 8–10 in the shifted con-
dition. However, it should be noted that the same tendency is
evident for those components in the other conditions, and
such an account cannot explain the finding for the harmonic
case. Furthermore, one would predict a marked dichotomy in
hit rates between positive and negative mistuning on compo-
nent 2 in the shifted condition, as24% gives a value close to
the center of slot 2, whereas14% falls outside the slot.
However, hit rates for both mistunings were equally de-
pressed.

Less is known about the low pitches of stretched com-
plexes, but best matches can be approximated by applying a
harmonic sieve with an adjustableF0 to these stimuli. This
was achieved using an implementation of Scheffers’~1983a,
b! equations, with the slot width set to63%.5 For a stretch
factor of 3% and a nominalF0 frequency of 200 Hz, the best
two matches were for sieveF0’s of 206 and 258 Hz. Both of
these would pass 8 of the 12 components. The lower-F0
sieve would pass components 1–5 and 9–11 through slots
1–5 and 10–12, and the higher-F0 sieve would pass com-
ponents 5–12 through slots 4–11. Both sieves pass compo-
nents through slots 4 and 5, which are key components in the
dominant region~Ritsma, 1967!, although in each case the
pass through one of these slots is very marginal. The lower-
F0 sieve has the advantage of passing more of the compo-
nents in the dominant region, but has the disadvantage of
passing two nonconsecutive sets of partials. Informal listen-
ing suggested an ambiguous pitch with a primary value close
to 206 Hz and a secondary value close to 258 Hz.

Whichever of these two pitches is assumed, the profile
of hits in the stretched condition is hard to explain. If it
depended on a quasiharmonic match to anF0 of 206 Hz,
then components 6–8 should not integrate into the complex
when in tune. These should present false targets for matching
that would be expected to reduce markedly the overall level
of hits, which did not happen. Moreover, mistunings of24%
on partials 6 and 7, and of14% on partial 8, should cause
them to pass through slots 6, 7, and 9, respectively. No cor-
responding decrements in hit rate were seen for these values.
To the extent that the hit rate declined for14% on partial 8,
the decline was smaller than occurred for the same partial in
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the harmonic case. Similarly, a quasiharmonic match to an
F0 of 258 Hz would not predict the high hit rates to mistun-
ings of partials 3 and 4, comparable to those found in the
harmonic condition. Only by assuming some kind of blend
of quasiharmonic matches to the two candidate low pitches
can the hit-rate profile be understood. Even then, it is unclear
how such a combination would operate in practice, as mis-
tuning a partial so that it falls outside the slots of one sieve
would often lead to it being passed by the other.

The slot width of63% chosen for our implementation
of Scheffers’~1983a, b! harmonic-sieve model was based on
the finding that a resolved harmonic ceases to make its full
contribution to the low pitch of a periodic complex tone
when it is mistuned by more than63% ~Mooreet al., 1985a;
Darwin et al., 1994!. This value was generous in relation to
perceptual segregation. For example, Mooreet al. ~1986!
found that only a small degree of mistuning, between 1.3%
and 2.1%, was needed for listeners to report hearing a low
partial in an otherwise harmonic complex as a separate tone.
Indeed, Hartmannet al. ~1990! have shown that it is some-
times possible to hear out a partial when it is mistuned from
a harmonic value by as little as 0.5%. These findings make
any attempt to explain the hit-rate profiles observed for the
inharmonic conditions in terms of quasiharmonicity even
more problematic.

It was noted earlier that the pitch shifts found for the
shifted and stretched stimuli, although less regular across
component number than for the harmonic stimuli, were typi-
cally in the same direction as the mistuning imposed on the
target. According to de Cheveigne´’s ~1997! template hypoth-
esis, pitch shifts result from variability in the internal repre-
sentation of a mistuned partial that falls on the sloping skirt
of a slot in the template that is centered on or close to the
in-tune frequency. From this, it follows that the slot centers
for the hypothetical templates applied to our inharmonic
stimuli must typically fall between the frequencies defined
by 64% mistuning for each of the set of target partials. A
single harmonic template cannot meet this criterion. Rather,
our findings imply once again either a blend of quasihar-
monic matches to two or more candidate low pitches, or a
single template with slots that are spaced inharmonically.

III. EXPERIMENT 2

A. Introduction

Mistunings of64% were used in experiment 1 to ensure
reasonably high hit rates and relatively stable estimates of
pitch shifts for the harmonic condition, against which the
two inharmonic conditions could be compared. Experiment 1
showed few differences between the conditions, but more
important differences might be revealed by testing other de-
grees of mistuning. In particular, the inclusion of smaller
degrees of mistuning can provide more information on the
spectral center and frequency tolerance of a slot in a hypo-
thetical template aligned with the partials of a complex tone.
Indeed, a demonstration for inharmonic stimuli of a sensitiv-
ity to displacement in either direction of a target partial from
its in-tune frequency, across a set of component numbers,
would strengthen the notion that a template can be con-

structed to mediate the fusion of regular but inharmonic
complexes. As well as hits, evidence of pitch shifts of the
same sign as the mistuning for smaller degrees of mistuning
would also lend support to this concept. Therefore, an ex-
periment was devised that would allow a cross-condition
comparison of the function relating hit rate to degree of mis-
tuning across a range of values.

B. Method

1. Stimuli and conditions

As before, there were three conditions in which har-
monic, 15% frequency-shifted, and 3% spectrally stretched
complex tones were used. However, the mistuning of a target
partial varied in degree as well as in sign. To keep the num-
ber of trials within acceptable bounds, the set of component
numbers tested was restricted to 3, 6, and 9. The range of
mistunings available for testing that would not infringe on
neighboring partials was more restricted in percentage terms
for the higher component numbers, and so a different set of
values was used for the three components tested. Mistunings
of 60.75%, 1.5%, 3%, and 6% were used for all three com-
ponents~eight values!. For component 6, additional mistun-
ings of 69% were used~10 values!, and for component 3,
additional mistunings of69%, 12%, and 18% were used~14
values!.

2. Procedure and subjects

Each session consisted of all combinations of degree of
mistuning, direction of mistuning, and condition for the three
components tested, giving a total of 96 trials. The order of
these trials was randomized anew for each session. Nine ses-
sions were run per subject, giving a grand total of 864 trials.
Feedback was changed to display the ‘‘within range’’ mes-
sage to matches within61.03nominal F0 of the correct
value. This was in response to the substantial pitch shifts
found for some stimuli in experiment 1. The practice session
given beforehand was the same as a single session in the
main experiment.

C. Results and discussion

1. Hit rates

The hit rate data are displayed in Figs. 4–6, which show
the results for components 3, 6, and 9, respectively. This
depiction is used to facilitate cross-condition comparisons
within corresponding component numbers. A separate
repeated-measures ANOVA was used to assess the data for
each component number.6 These analyses are considered in
turn.

For component 3, a significant main effect was found for
degree of mistuning@F(6,12)59.62,p50.001#, and for con-
dition @F(2,4)511.06, p50.023#, but not for direction of
mistuning@F(1,2)50.17,p50.724#. None of the interaction
terms was significant. Figure 4 shows that the mistuning pro-
files for component 3 were quite similar across conditions.
All were trough shaped, centered around the in-tune position
for the target, and of similar bandwidth~the functions as-
ymptoted around66% mistuning!. The conditions differed
somewhat in their asymptotic hit rates, as reflected in the
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overall means of 69.8%, 52.6%, and 56.1% for harmonic,
shifted, and stretched stimuli, respectively.7 The lower per-
formance in the inharmonic conditions probably reflected the
increased likelihood of false targets resulting from a lower
overall perceptual coherence for the inharmonic complex
tones. The apparent compression of the profile for negative
mistunings in the shifted condition resulted from poor per-
formance for only one of the three subjects.

For component 6, a significant main effect was found for
degree of mistuning@F(4,8)517.54,p50.001#, and for con-
dition @F(2,4)519.91, p50.008#, but not for direction of
mistuning @F(1,2)50.13, p50.750#. One interaction term,
condition3degree, was significant@F(8,16)52.80, p
50.038#, but the others were not. The overall mean hit rates
were 90.0%, 81.9%, and 61.5% for harmonic, shifted, and
stretched stimuli, respectively.7 Consistent with the results of
experiment 1, the hit rates for the nearest equivalent mistun-
ings ~63%! were higher than those of their counterparts for
component 3. A comparison of Fig. 5 with Fig. 4 shows that
the widths and depths of the mistuning profiles for compo-
nent 6 differed across conditions more than did those for
component 3. The profile was markedly narrower for condi-
tion 1, and to a lesser extent for condition 2, than it was for
condition 3. However, the most parsimonious explanation for
this effect is in terms of ceiling effects on asymptotic perfor-
mance rather than underlying changes in bandwidth. Near-
perfect matching behavior will occur when the perceptual

salience of the target has risen above a certain level, relative
to competing false targets. Beyond this level, further rises in
salience with increased mistuning will not be reflected in the
response profile, making the trough width appear narrower.
By this analysis, the occurrence of more salient false targets
in the stretched, and to a lesser extent shifted, stimuli than in
the harmonic case removed these ceiling effects. The profile
for the stretched stimuli suggests a trough width of approxi-
mately63%.

For component 9, a significant main effect was found for
degree of mistuning@F(3,6)58.41,p50.014#, and for con-
dition @F(2,4)521.20, p50.007#, but not for direction of
mistuning@F(1,2)52.33,p50.266#. None of the interaction
terms was significant. The overall mean hit rates were
50.9%, 40.3%, and 32.4% for harmonic, shifted, and
stretched stimuli, respectively.7 Consistent with the results of
experiment 1, the hit rates for the nearest equivalent mistun-
ings ~63%! were usually lower than those of their counter-
parts for components 3 and 6. More generally, Fig. 6 shows
that the mistuning profiles for component 9 were broader and
shallower than were their equivalents for components 3 and
6. Although the trough width is difficult to estimate, it must
have been at least66%. For the stretched stimuli, perfor-
mance was close to chance for all but the larger negative
mistunings in the limited test set used for this component
number.

The mistuning profiles for components 3 and 6 show a
common trend for rising hit rates with increasing mistuning
from 60.75% to63% in all conditions. This finding con-

FIG. 4. Mean hit rates for three subjects~with intersubject standard errors!
in conditions 1–3 of experiment 2. Each part shows these values for com-
ponent 3 in the corresponding condition across the range of mistunings
tested.

FIG. 5. Same as Fig. 4, except that component 6 was mistuned.
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strains the slot centers of our hypothetical template to lie
even closer to the in-tune frequencies of the target partials
than did the results of experiment 1. Therefore, assuming
that the results reflect the activation of only one template at a
time, its slots must be distributed in a regular but inharmonic
way when shifted and stretched stimuli are heard. The mis-
tuning profiles for component 9 are less well defined for all
conditions. However, it should be noted that the depressed
hit rate for16% mistuning in the stretched condition cannot
be accounted for by harmonic sieves withF0’s of either 206
or 258 Hz~assuming a nominalF0 of 200 Hz for the stimuli!
and a slot width of63% ~see Sec. II!.

2. Pitch shifts

We adopted a different approach from that used in ex-
periment 1 to estimate the pitch shifts. Instead, the pitch shift
for a given degree of mistuning in each condition was de-
fined as the mean deviation from the mistuned frequency of
all responses that were classified as hits when pooled across
subjects and component number.8 Only the pitch shifts for
mistunings common to all three components tested were ana-
lyzed. These data are displayed in Fig. 7.

The pitch shifts were again clearly associated with the
direction of mistuning in all three conditions. The only gen-
eral exception was for the smallest degree of negative mis-
tuning ~20.75%!. The harmonic profile shows some evi-
dence of saturation for the higher degrees of mistuning,
which is consistent with the findings of Lin and Hartmann
~1998!. The shifted profile is quite similar to the harmonic

profile, except for16% mistuning, which was influenced by
a strong positive pitch shift for component 3. The same ten-
dency was evident for14% mistuning on component 3 for
the shifted condition in experiment 1. The stretched profile is
similar to the other two for negative mistunings, though
much less so for positive ones. However, it should be noted
that the difference between the stretched and harmonic con-
ditions is not great for mistunings of13% or more. Also, the
pitch shifts for the lower degrees of positive mistuning in the
stretched condition were computed from a rather small num-
ber of hits.

Two-samplet-tests were used to assess the overall effect
of direction of mistuning in each condition, after further col-
lapsing the data across degree of mistuning. All of these
comparisons were highly significant and in the predicted di-
rection @harmonic: t(426)510.27, p,0.0001; shifted:
t(347)59.55, p,0.0001; stretched: t(288)55.36, p
,0.0001#. Together with the observed profile of pitch shifts,
this analysis suggests that the slot centers in our hypothetical
templates were not displaced substantially~i.e., ,63%!
from the in-tune frequencies of the partials in our stimuli.

IV. FINAL DISCUSSION

A. How coherent are percepts of regular inharmonic
complexes?

The sensitivity of our shifted and stretched complexes to
small degrees of mistuning on their partials indicates that
these stimuli have a significant degree of perceptual coher-
ence. Indeed, the sounds produced by many kinds of envi-
ronmental events consist of inharmonic partials, and yet may
still be perceived as coherent. While our understanding of
the perception of such sounds in general is limited~Gaver,
1993!, there is a considerable body of knowledge concerning
the sounds produced by musical instruments. These often
exhibit nonlinear behavior, which may be severe for large-
amplitude oscillations~McIntyre et al., 1983!. The extent to

FIG. 6. Same as Fig. 4, except that component 9 was mistuned.

FIG. 7. Pitch shifts in conditions 1–3 of experiment 2 for mistunings in the
range66%. These values were computed for each level of mistuning after
pooling the hits of all three subjects across components 3, 6, and 9~see text!.
The numbers of hits contributing to the computed pitch shifts are shown in
the inset.
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which these nonlinearities are manifest as departures from
harmonicity is generally small~e.g., piano strings, see
Young, 1952!, but can be marked for some kinds of instru-
ment, notably carillon bells~e.g., Slaymaker and Meeker,
1954!, tubular chimes~e.g., Hartmann, 1996!, gongs, and
drums. Pierce~1992! notes that the sounds produced by these
instruments are typically heard as having distinct and identi-
fiable timbres.

Pierce’s ~1966! consideration of the potential musical
application of inharmonic sounds may be credited with ini-
tiating a study of their perceptual coherence~Slaymaker,
1970; Mathews and Pierce, 1980; Cohen, 1980a, b, 1984!.
All of these studies used a stretch transformation in which
the logarithmic frequency ratios between theF0 component
and its overtones in a harmonic complex were uniformly
expanded to create sounds with systematic departures from
harmonicity. Following Cohen~1980a!, the frequency of the
nth stretched partial can be calculated as shown:

f n85kxlog2~n f1!, where k5
f r

xlog2 f r
,

and wheref 1 is the fundamental frequency of the unstretched
system,f r is the reference frequency which acts as the center
of the stretch transformation, andx is the base of the stretch
factor, or octave ratio. Ifx52.0, the equation describes an
untransformed harmonic series. Values above and below 2.0
result in logarithmic stretch and compression, respectively.
When the reference frequency and the nominalF0 frequency
are the same, the expression defining the transformation sim-
plifies to

f n85 f 1xlog2 n.

Slaymaker~1970! used informal listening tests to estab-
lish how flat-spectrum tones with octave ratios in the range
1.7–2.4 were perceived, both individually and when formed
into chords. The chords were made using intervals in a mu-
sical scale that was stretched from the conventional tempered
scale by the same amount as the tones. Both stretched and
compressed tones were reported to sound increasingly bell-
or chime-like with greater departures from an octave ratio of
2.0. Chord sequences created from tones with an octave ratio
up to about 2.1 were reported to sound increasingly out-of-
tune as the intervals in the scale became more noticeably
different from the familiar tempered scale, yet to retain an
impression of conventional harmonic effect. However, chord
sequences made with a larger octave ratio~around 2.4! lost
all sense of this predictability, sounding ‘‘smooth,’’ but nei-
ther in-tune nor out-of-tune. Furthermore, Mathews and
Pierce ~1980! reported that stretched tones with an octave
ratio of 2.4 did not sound fused. Pierce~1992! noted that the
lower partials of these tones were usually distinguishable in-
dividually, with the upper partials heard as a group.

Cohen’s~1980a! thesis represents the most extensive ex-
ploration of how the auditory system interprets regular inhar-
monic complex tones of the kind created by logarithmic
stretching. In particular, she was interested to discover the
point at which inharmonicity of the partials destroys tone
fusion. Experienced musicians were asked to judge the de-
gree of fusion/dispersion on a rating scale for tones gener-

ated with a range of octave ratios. No cues were provided to
assist in hearing out particular partials. Each tone comprised
eight partials, had a spectral envelope of26 dB/oct, and was
200 ms in duration. The reference frequency for the stretch
transformation was 256 Hz, and theF0 component in the
harmonic case (x52.0) was either 196 or 440 Hz. Five dif-
ferent temporal envelopes were used, including trapezoidal
and exponential. Tones with trapezoidal envelopes in the
lower-F0 group were the most similar to our stimuli. Rated
fusion was found to decline with increasing departure from
harmonicity, asymptoting for the lower-F0 group beyondx
52.2. However, a substantial degree of fusion remained for
trapezoidal envelopes whenx52.05, and an appreciable
amount whenx52.1. Tones with exponential envelopes
were consistently rated as more fused than equivalent tones
with trapezoidal envelopes, which has led Pierce~1992! to
speculate that the sharp attack and slow decay of percussive
sounds is important in holding together their partials. A mul-
tidimensional scaling experiment, in which listeners rated
tone pairs for their degree of similarity with respect to tone
fusion, confirmed the principal findings of the rating experi-
ment. In another experiment, Cohen~1980a, 1984! asked lis-
teners to ‘‘tune’’ two concurrent tones with the same octave
ratio, one fixed and the other adjustable, to a designated mu-
sical interval. In the rangex51.9– 2.1, performance was de-
termined primarily by the coincidence of partials~Plomp and
Levelt, 1965!, which is the aspect of interval size preserved
by logarithmic stretching. However, beyond this range, lis-
teners preferred to listen for salient partial pitches and to
adjust them to a conventional ratio~e.g., 2:1 for the octave!.
A similar change in octave ratio changes the percept of a
chord from a set of distinct notes to a blended timbre. Based
on these experiments, Cohen~1980a! concluded that when
the octave was stretched by more than about65% (x
51.9– 2.1), then the resulting inharmonic complex was no
longer recognized as a whole.

We used a different kind of stretch transformation from
that used by Cohen, such that ours resulted in less change to
the frequencies of the lower partials, relative to the higher

TABLE II. Column 2 shows the component frequencies for our 3%
stretched complex tones, for a nominalF0 frequency of 200 Hz. Columns 3
and 4 show the component frequencies for logarithmically stretched com-
plex tones with octave ratios of 2.05 and 2.1, respectively. To facilitate
comparison, both the reference and nominalF0 frequencies for these tones
were set to 200 Hz.

Component
No.

3% Stretched
~Experiments 1 and 2!

log stretch
~base52.05!

log stretch
~base52.1!

1 200 200 200
2 406 410 420
3 618 624 648
4 836 841 882
5 1060 1059 1120
6 1290 1279 1361
7 1526 1500 1606
8 1768 1723 1852
9 2016 1947 2101

10 2270 2171 2352
11 2530 2396 2605
12 2796 2622 2859
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ones, for a given degree of stretch. However, the similarity in
the transformations is sufficient for a useful comparison to be
made~see Table II!. Both the nominalF0 frequency and the
reference frequency were set to 200 Hz for the computation
of the log-stretched stimuli, in order to facilitate the compari-
son with our stimuli. Note that our 3% spectral stretch results
in a departure from harmonicity that is clearly less than that
resulting from an octave ratio of 2.1~5% stretch on the oc-
tave!, and is of the same order as that resulting from an
octave ratio of 2.05~2.5% stretch on the octave!. Hence, it
seems reasonable to conclude that our stretched stimuli fell
within the region of with appreciable fusion reported in Co-
hen’s experiments.

B. How are perceptual fusion and low pitch related?

The degree of perceptual cohesion of complex tones
with significant but systematic departures from harmonicity
requires explanation. Hartmann~e.g., 1988, 1996! has argued
strongly for the primacy of pitch in complex-tone perception.
For example, the stretched partials of a chime tone give rise
to a pitch~the ‘‘strike tone’’! that does not correspond to any
of the modes of vibration, but rather to the best fit of a
harmonic template. The perceptual fusion necessary for the
distinctive timbre of the chime tone to be heard is then seen
as a direct consequence of the acceptance of its partials by a
pattern-recognition device that computes low pitch~e.g.,
Goldstein, 1973; Terhardt, 1974!. The opinion that percep-
tual fusion is secondary to pitch perception is consistent with
the results of Lin and Hartmann~1998, Expt. 5!. These au-
thors showed that increasing theF0 frequency of a harmonic
complex tone from 200 to 800 Hz almost abolished the pitch
shifts found for theF0 component when it was mistuned.
The occurrence of these pitch shifts was taken to indicate the
presence of an active slot in a harmonic template. Lin and
Hartmann point out that 800 Hz is also the upper limit of the
‘‘existence region’’ for low pitch~Ritsma, 1962!. However,
an independent effect on both processes resulting from the
progressive loss of phase-locking precision for partials above
about 1 kHz~Anderson, 1973! could also account for this
common upper limit. Indeed, the evidence in support of per-
ceptual fusion as a process secondary to low pitch perception
is at best equivocal. In particular, there is a clear mismatch in
tolerance for component mistuning across the two processes
in complex-tone perception. Mooreet al. ~1985a! found that
a low partial made a full, linear, contribution to the estima-
tion of low pitch when mistuned by up to63%, but Moore
et al. ~1986! found that listeners often reported hearing out a
separate pure tone when a low partial was mistuned by only
half this amount. Unless some form of duplex perception is
assumed~see Moore, 1987!, this mismatch suggests that the
two processes may be distinct. The problem with harmonic
or near-harmonic stimuli is that it is hard to distinguish the
effects of the pitch process from the grouping one.

C. Conjectures on inharmonic templates

As discussed earlier, the sensitivity to small degrees of
mistuning imposed on the partials of shifted and stretched
complexes reported here cannot easily be explained in terms

of quasiharmonicity. In the context of template models, the
patterns of hits and pitch shifts observed must reflect either a
blend of harmonic-template fits to the in-tune frequencies of
our shifted and stretched stimuli, or a single fit by an inhar-
monic template. In the latter case, what might plausibly be
the basis for the construction or activation of such a tem-
plate? Some speculation is necessary here. A reasonable
starting position might be to assume that the auditory system
is sensitive to equal spacing between consecutive partials,
perhaps based on intermodulations evoked by partials not
fully resolved by the auditory filterbank. This kind of sensi-
tivity would encompass both harmonic and shifted com-
plexes, as the rate of intermodulation between neighboring
partials is unaffected by frequency shifting a harmonic com-
plex. Moreover, an extension of this framework to encom-
pass complex tones with moderate degrees of spectral stretch
is also possible. We used stimuli with a spectral stretch of
3% and a nominalF0 frequency of 200 Hz. For these
stimuli, each of the tested partials, 2–11, was displaced only
slightly downwards~3 Hz! from equidistance with its imme-
diate neighbors. In percentage terms, this ranges from
20.73% for component 2 to20.12% for component 11.
Most of the mistunings used in experiments 1 and 2 were
substantial on this scale, and could, in principle, have been
detected as deviations from equal spacing. The extension re-
quired here is that small local deviations from equal spacing
are tolerated, and that the overall strength of perceptual fu-
sion is built up by the ‘‘chaining’’ together of local consis-
tencies among the partials across the spectrum. This kind of
process would be ‘‘blind’’ to any marked changes over
greater spectral distances resulting from the cumulation of
small deviations, as in our stretched stimuli. This approach
also avoids the need to hypothesize a set of preexisting tem-
plates able to to deal with varying degrees of spectral stretch,
which there is no theoretical reason to expect. The idea of a
template as a flexible device, built to utilize spectral regulari-
ties inherent in the stimulus, is not an implausible one. That
sensitivity to spectral structure involves more than simply
theglobal activation of the best-fitting template is clear even
for harmonic stimuli. For example, Lin and Hartmann~1998,
Expt. 3! showed a decline in the pitch-shift gradient for68%
mistuning of a 200-HzF0 component when harmonics 2–4
were progressively removed from the complex tone. This
proximity effect suggests that the spread of activation to
other harmonic positions from the partials defining the spec-
tral pattern is not truly global, but rather attenuates with dis-
tance. The findings of Brunstrom and Roberts~1998!, using
hit-rate measures, led them to the same conclusion as Lin
and Hartmann.

D. Can the ear recognize spectral structure in regular
inharmonic complexes?

The findings of Roberts and his colleagues using vari-
ants of a stimulus configuration based on adding a single
even harmonic to an otherwise odd-harmonic complex, in-
cluding shift and stretch manipulations, have suggested that
the auditory system may be sensitive to aspects of spectral
pattern other than harmonicity~e.g., Roberts and Bailey,
1996b; Roberts, 1998!. However, to move beyond conjec-
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ture, a means must be found to evaluate directly whether or
not a regular but inharmonic spectral structure can be recog-
nized. As far as we are aware, only one attempt at this has
previously been reported. Cohen~1980a, b! argued that if the
ear is capable of recognizing the spectral structure of a loga-
rithmically stretched complex as regular, then listeners
should be able to reinsert a missing partial at the frequency
predicted from the mathematical order of the other partials.
Listeners~all experienced musicians! were presented with
log-stretched complexes, created using various octave ratios,
from which the second partial had been removed. The tones
had flat spectral envelopes~partials 1–12, minus the second!,
a trapezoidal temporal envelope, and were one second in
duration. The task was to ‘‘tune’’ an adjustable sinusoid to
the position of the missing partial. The adjustment range was
from the first to the third partial, and the stimulus could be
repeated freely until the listener was satisfied with his or her
choice. Within the range of octave ratios 1.9–2.1, but not
outside it, there was a tendency for the chosen match to fall
below twice theF0 component for compression and above it
for stretch, although the slope of this function~estimated by
eye! was not as predicted. However, there was considerable
scatter in the data, with subjects having difficulty in adjust-
ing the sinusoid even in the truly harmonic case~octave ratio
52.0!. This difficulty probably reflected an attention-based
segregation of the sinusoid from the complex induced by
adjusting its frequency, as Cohen~1980a! acknowledged.

An approach that may prove more reliable than Cohen’s
design is one that avoids on-line adjustment of component
frequency, and which uses complex tones with spectral gaps
created by the removal of more than one consecutive partial.
It should also prove informative to explore the effects of
changing the degree of frequency shift or spectral stretch
applied to harmonic stimuli. For example, it follows from
our suggestion that the auditory system may be sensitive to
equal component spacing that, unlike for stretch, increasing
the degree of shift should have little effect on our ability to
detect the mistuning of a partial.

E. Concluding remarks

At this point, it may be concluded that the auditory sys-
tem can be sensitive to small mistunings imposed on the
partials of complex tones with systematic departures from
harmonicity. Indeed, for the 15% frequency-shifted and 3%
spectrally stretched stimuli that we employed, both the hit-
rate and pitch-shift profiles suggest that this sensitivity may
approach that observed for truly harmonic stimuli. This find-
ing cannot be explained in terms of a quasiharmonic fit to a
harmonic template unless the responses of more than one
concurrently active template are somehow blended together.
Instead, the results may in each case reflect the best match of
a single inharmonic template. Further study of the perceptual
consequences of changing the spectral structure of regular
inharmonic complexes is necessary to resolve these hypoth-
eses. The results of experiments of this kind may also have
implications for our understanding of how auditory grouping
mechanisms process harmonic stimuli.
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1The behavior of listeners was markedly nonmonotonic for partials in this
range. Typically, performance was poor for harmonics 12–14, but was
good for harmonics 15 and 16. Hartmannet al. ~1990! suggested that two
modes of perception were involved in their task: A mistuned harmonic
below the 12th was heard as a separate tone, whereas a higher-numbered
mistuned harmonic evoked a beating sensation. For harmonics 15 and 16,
this sensation took place in a region of tone height that was narrow enough
for listeners’ responses often to be classified as hits.

2Note that the frequency range around a perfect match was defined in terms
of units of nominalF0 rather than of component number, making it con-
stant in Hz across conditions and component numbers for a given nominal
F0. Otherwise, the range would have increased~in linear terms! with com-
ponent number for the stretched complexes used in condition 3.

3An alternative approach would have been to calculate mean pitch shifts that
were weighted for the number of hits contributed by each subject. This
could be justified on the grounds that the estimate obtained from a subject
should be more stable when derived from a greater number of hits. This
would minimize the impact of occasions on which an individual’s pitch
shift was based on a single, extreme, data point. However, this approach
would also result in contributions from the three subjects that were unequal,
sometimes heavily influenced by the scores of only one subject, and that
varied in proportion from stimulus to stimulus. Since we were primarily
interested in determining whether or not our stimulus manipulations ex-
pressed themselves across subjects, we preferred to accept the uncertainty
introduced by pitch-shift estimates based on low hit rates rather than to lose
the equal contribution of each subject.

4Chance performance is difficult to ascertain in a design of this kind. There
are 12 consecutive components in each complex tone, giving a minimum
spacing of 11 units of nominalF0 between the lowest and highest partials.
Given this, and the first criterion of61.03nominal F0 around the target
frequency for a response to be classified as a hit, an estimate of 2/11, or
about 18%, would seem a reasonable estimate.

5The harmonic sieve as implemented by Duifhuiset al. ~1982! and Schef-
fers ~1983a,b! was designed to separate out the set of resolved partials in a
complex-tone mixture that corresponded to one of two concurrentF0 fre-
quencies. Since we are also interested in the ability of listeners to hear out
mistuned partials above the sixth, which are less well resolved, and we are
using this model only for illustrative purposes, we have extended it to
include them. Our version was implemented using a template with 12 slots.

6This was done because the component numbers differed in the set of mis-
tunings applied to them.

7Note that the means cannot be compared directly across component num-
bers, as different ranges of mistuning were used.

8This approach is an extension of the alternative that was considered and
rejected~see footnote 1! for the calculation of pitch shifts in experiment 1.
It was used here because of the especially low hit rates that sometimes
resulted from the introduction of smaller degrees of mistuning, and that
occurred more generally for component 9. Extensive pooling of the data
was considered necessary to give stability to the estimates of pitch shifts. It
was also felt that a confirmation, using a different method, of the finding in
experiment 1 that pitch shifts are associated with the direction of mistuning
would help to demonstrate that the finding was robust. A limited analysis,
performed separately for each condition, replicated the previous finding
that pitch shifts tend to be larger for higher components.
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The pitch of short-duration fundamental frequency glissandos
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Pitch perception for short-duration fundamental frequency (F0) glissandos was studied. In the first
part, new measurements using the method of adjustment are reported. Stimuli wereF0 glissandos
centered at 220 Hz. The parameters under study were:F0 glissando extents~0, 0.8, 1.5, 3, 6, and
12 semitones, i.e., 0, 10.17, 18.74, 38.17, 76.63, and 155.56 Hz!, F0 glissando durations~50, 100,
200, and 300 ms!, F0 glissando directions~rising or falling!, and the extremity ofF0 glissandos
matched~beginning or end!. In the second part, the main results are discussed:~1! perception seems
to correspond to an average of the frequencies present in the vicinity of the extremity matched;~2!
the higher extremities of the glissando seem more important;~3! adjustments at the end are closer
to the extremities than adjustments at the beginning. In the third part, numerical models accounting
for the experimental data are proposed: a time-average model and a weighted time-average model.
Optimal parameters for these models are derived. The weighted time-average model achieves a 94%
accurate prediction rate for the experimental data. The numerical model is successful in predicting
the pitch of short-durationF0 glissandos. ©1998 Acoustical Society of America.
@S0001-4966~98!03810-7#

PACS numbers: 43.66.Hg, 43.75.Bc@DWG#

INTRODUCTION

In natural audio signals like speech or music, fundamen-
tal frequency (F0) is almost never constant. The main psy-
chological correlate ofF0 is pitch. It is well known that the
physical aspect (F0) and the psychological aspect~pitch!
can differ significantly, particularly for sounds whose funda-
mental frequency changes. The aim of the present article is
to report new measurements and to propose a numerical
model for pitch perception of short-durationF0 glissandos.
Short-durationF0 glissandos are thought of as prototypes or
building blocks for theF0 contours that can be encountered
in many natural signals, like notes in music or syllables in
speech.

Several theories accounting for humaninstantaneous
pitch detection are available, together with the corresponding
pitch detection algorithms@see Hess~1983! or Hermes
~1993! for reviews#. These theories and techniques focus on
instantaneous, or at least short-term, attributes of the acoustic
signal. Only a few periods of signals are considered in order
to compute the time-varying instantaneous fundamental fre-
quency. However, the link between instantaneousF0 con-
tours and pitch perception for larger units, likeF0 glissan-
dos, is by no means straightforward. It is therefore important
to distinguish betweeninstantaneous F0, which is a rela-
tively well-known problem, and pitch perception forshort-
duration F0 glissandos.

Perceptual thresholds for predicting under what condi-
tionsF0 changes are audible have long been studied. A first
perceptual threshold is the glissando threshold, or absolute
threshold of pitch change. It is expressed in frequency unit
per unit of time. Below the threshold, aF0 glissando is
perceived with constant pitch. Above the threshold, a pitch
glissando is perceived. Data on the glissando threshold for
speechlike sounds have been obtained by Klatt~1973!,
Rossi1 ~1971, 1978a!, and Schouten~1985!, following the

pioneering work of Sergeant and Harris~1962! for pure
tones. A unified view of this problem was presented by ’t
Hart ~1976! and ’t Hartet al. ~1990!, who conclude that the
threshold can be approached byGt50.16/T2, whereGt is
the glissando threshold~in semitones/s! andT the tone dura-
tion. When a glissando is above the glissando threshold, a
separate perception of the high and low extremities of theF0
patterns appears. Nabeleket al. ~1970! first studied this ef-
fect in a work on the pitch for tone bursts of changing fre-
quency. They coined the term ‘‘separation’’ for when only
the final part of the burst contributes to the pitch judgment,
and the term ‘‘fusion’’ for when the overallF0 pattern con-
tributes to the pitch judgment. Thresholds for separation and
fusion are consistent with the glissando threshold.

Thresholds can predict whether a givenF0 glissando
~with a certain duration and a certain extent! will be per-
ceived as a constant pitch tone or as a pitch glissando. How-
ever, the data on perceptual thresholds for pitch changes do
not address the problem of what pitch is actually perceived,
i.e., what the subjective pitch value is at the beginning and
end of theF0 glissando. The first aim of this study is to give
explicit measurements of the pitch perceived at the begin-
ning and end ofF0 glissandos. One of the few studies ad-
dressing this problem can be found in Rossi~1971, 1978a!,
where natural and synthetic vowels were used. Unfortu-
nately, the experimental conditions used by Rossi were not
likely to give accurate results, because of the choice of sub-
jects ~a group of students in phonetics whose individual ca-
pabilities in pitch discrimination were not tested! and be-
cause of the stimulus presentation method~loudspeakers in a
classroom!. Therefore, new and more accurate measurements
were needed.

Another issue which needs to be reinvestigated is
whether there are asymmetries in the perception of supra-
liminar rising and falling F0 glissandos. Several articles
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have noted such asymmetries, but the results have not always
been consistent. Hombert~1975! and Rump and Hermes
~1996! found that the high register has more weight in into-
nation perception. Brady~1961! and Wieringen and Pols
~1995! reported that for pure tone glides, the end of the tone
has more perceptual weight than the beginning. For pure
tones and complex tones, Demany and McAnally~1994! and
Demany and Cle´ment ~1995, 1997!, found an asymmetry
between peaks and troughs for large frequency modulations.
However, Rossi~1978a! reported that no differences oc-
curred in the perception of rising and falling glissandos. In
this article, we compare the perception of rises and falls over
a wide range of conditions.

The final purpose of this work is to propose a numerical
model of pitch perception for short-durationF0 glissandos.
A first model addressing this problem was proposed by Rossi
~1971, 1978a!, using natural and synthetic vowels. Rossi
postulated that for vowels withF0 glissandos~either rising
or falling!, the pitch perceived at the end of vowels corre-
sponds to an averaging ofF0 toward the end of the glis-
sando. This is expressed in Rossi’s so-called ‘‘2/3 rule,’’
which can be stated as follows:

For dynamic tones in a vowel, the pitch per-
ceived corresponds to a point between the second
and the third third of the vowel.

For example, if a linear glissando between 100 and 200
Hz lasts 150 ms, this rule predicts that the pitch perceived is
somewhere in theF0 values of the glissando in the time
interval 100–150 ms, i.e., between 166.6 and 200 Hz. In
Rossi’s terminology, a dynamic tone is a tone with perceived
pitch change. Of course, this rule applies only to the experi-
mental situation envisaged in Rossi’s experiments, namely
pitch perception measured at the end of tones in vowels. This
model was also applied to the pitch of glidelikeF0 curves in
folk songs. Ross~1987! reported good agreement between
his experimental results and Rossi’s rule. In mathematical
terms, Rossi’s rule is an example of a time-average~TA!
model of pitch perception. Pitch is computed by averaging
F0 on the time interval of the tone:

p5
* t1

t2F0~t!dt

* t1
t2 dt

, ~1!

where p is the pitch perceived,F0(t) is the time-varying
fundamental frequency,t1 and t2 are the averaging time
limits. In systems for automatic intonation analysis, several
authors used ‘‘pragmatic’’ TA models. For instance, Mertens
~1987! and House~1990! computed pitch as the average of
F0 on 20–30 ms at the end of vowels in syllables.

In a study on pitch perception for short-duration vibrato
tones in singing, d’Alessandro and Castellengo~1994!
showed that TA models were not suitable in this situation.
The main problem was that TA models were not able to give
more perceptual weight to the end of tones. They proposed
instead a weighted time-average~WTA! model of pitch per-
ception. Pitch is computed as the time average ofF0 viewed
through a time window:

p5
* t1

t2~ea~t2t2!1b!F0~t!dt

* t1
t2~ea~t2t2!1b!dt

, ~2!

where the constantsb and a define the raised exponential
window. The constanta is the factor of the exponent in the
window. It gives more or less weight to the final part of the
tone. The constantb is the height of the raised exponential
window, i.e., the height of a rectangular window, whose
width is the tone duration. Contrary toa, the constantb
gives equal weight to all parts of the tone. Thusb controls
the weight given to the whole tone, whilea controls the
weight given to the end of the tone. The optimal parameters
were a522 andb50.20. This WTA model was also suc-
cessfully applied to intonation stylization in speech in
d’Alessandro and Mertens~1995!.

In summary, the aim of the present study is to address
the following matters:~1! to give new measurements of the
pitch perceived at the beginning and end of short-duration
F0 glissandos;~2! to study the asymmetries in perception of
rises and falls;~3! to evaluate a WTA model ofF0 integra-
tion for pitch perception. This model should be able to pre-
dict the pitch perceived at the beginning and end of anF0
glissando. In Sec. I, the experimental method is described.
Then the results are presented and analyzed in Sec. II. A
numerical model accounting for our data is proposed and
discussed in Sec. III. Section IV concludes.

I. METHOD

A. Conditions

The aim of these experiments is to measure the pitch
perceived for short-durationF0 glissandos. LinearF0 glis-
sandos are of the formF0(t)5a3t1b, where b is the
frequency~in Hz! at the beginning of the tone,a is the slope
of the tone~if d is the duration of the tone,a3d1b is the
frequency at the end of the tone!, andt represents time. The
stimulus are pairs of synthetic vowels, with a 300-ms silent
interval between each member of a stimulus pair. One mem-
ber of a pair is a glissando~either a rise or a fall!. The other
member of a pair is flat~constantF0! with the same dura-
tion. The test is divided into four parts ABCD, summarized
in Fig. 1.

FIG. 1. The four parts ABCD of the experiments.
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In ~A! the first member of a stimulus pair is a rise, and
the second member is flat. The subjects are asked to adjust a
flat tone to the end of a rise.

In ~B! the first member of a stimulus pair is flat, and the
second member is a rise. The subjects are asked to adjust a
flat tone to the beginning of a rise.

In ~C! the first member of a stimulus pair is a fall, and
the second member is flat. The subjects are asked to adjust a
flat tone to the end of a fall.

In ~D! the first member of a stimulus pair is flat, and the
second member is a fall. The subjects are asked to adjust a
flat tone to the beginning of a fall.

All the stimuli are centered at 220 Hz, a typicalF0 for a
female voice. Four parameters are studied: the glissando di-
rection ~rise/fall!, the extremity matched~beginning/end!,
duration ~50, 100, 200, and 300 ms! and extent. The glis-
sando extents are defined according to the glissando thresh-
old, using data reported in ’t Hartet al. ~1990!. For the 50
ms duration condition, Gt50.16/(0.05)2564 semi-
tones/s. The extent of the glissando at threshold (Gtr) is 64
30.0553.2 semitones. For this condition, the extents stud-
ied in the experiments are 0, 0.8, 1.5, 3, 6 and 12 semitones
~or 0, 10.17, 18.74, 38.17, 76.63, and 155.56 Hz!. This cor-
responds approximately to 0.253Gtr , 0.53Gtr , Gtr , 2
3Gtr , 43Gtr , in addition to the 0-Hz extent condition. The
same values are used for the 100, 200, and 300 ms duration
conditions. The extents are symmetric around the center
value 220 Hz on a semitone~logarithmic! scale:F0 is within
220 Hz6N/2 semitones, whereN is the extent of the stimuli
in semitones. As the glissandos are linear functions of time
in Hz, the value of 220 Hz is not reached at the center of the
stimuli in time because of the wider interval in Hz for higher
frequencies. In summary, there are 24 conditions for rises
~including four ‘‘0 semitone’’ conditions, which are consid-
ered as rises! and 20 conditions for falls. The resulting 88
conditions are summarized in Table I, together with the glis-
sando threshold. Glissandos above and below the glissando
threshold are considered in the experiments.

B. Stimuli

The stimuli were synthetic posterior vowels /a/, com-
puted by a digital parallel formant synthesizer. The center
frequencies, bandwidth and relative amplitudes of the first
four formants (F1, F2, F3, F4) were typical values for a
female speaker: F15(650 Hz, 80 Hz, 0 dB), F2

5(1100 Hz, 90 Hz,28 dB), F35(2900 Hz, 140 Hz,
211 dB), F45(3300 Hz, 130 Hz,220 dB). Synthetic
voice stimuli were chosen because they were fully con-
trolled, and because they were closer to natural sounds~like
speech and singing! than pure tones or square waves. The
signals corresponding to all the experimental conditions were
synthesized and stored on a computer disk. Signals were
sampled at 16 kHz, using 16 bits per sample. Prestored ex-
amples were played at test time, following the procedure
described below.

The signal peak amplitude was the same for all the
stimuli. Sound intensity variation within all the stimuli was
less than 2.4 dB. This was small enough to avoid consider-
ation of the effect of intensity changes on pitch perception
@see Rossi~1978b! for a discussion of interaction of ampli-
tude and fundamental frequency glissandos in pitch percep-
tion#.

C. Procedure

Previous data published on the pitch perceived for short-
duration F0 glissandos were generally obtained using a
forced-choice procedure~Rossi, 1971; ’t Hartet al., 1990!.
However, we preferred a method of adjustment similar to the
method used in a study of pitch perception for short-duration
vibrato tones in d’Alessandro and Castellengo~1994!. The
method of adjustment has a number of advantages:~1! each
response of a subject gives an estimation of the pitch per-
ceived;~2! the method helps concentration, as the subject is
actively engaged in the adjustment process;~3! the data ob-
tained are less variable than forced-choice data in frequency
discrimination tasks, as shown by Wieret al. ~1976!.

Subjects were asked to adjust the frequency of the flat
tone so that it was equal to the frequency at the beginning or
at the end of the glissando. To make an adjustment, the sub-
ject pointed to a place on a one-octave scale on the computer
screen, pressed a button, and heard a stimulus pair. If she/he
was satisfied with this pair, the subject reported a match. If
she/he was not satisfied with this pair, the subject moved the
mouse pointer on the scale and listened to the corresponding
stimulus pair. Low frequencies were on the left of the scale,
and high frequencies on the right. For each match, the sub-
ject had no time limit for giving an answer, and could play
any stimulus pair for the same condition. Subjects typically
listened to about ten stimulus pairs while manipulating the
frequency of the flat tone before reporting a match. The sub-

TABLE I. Experimental conditions. R: rise. F: fall. B: adjustment at the beginning. E: adjustment at the end. b:
below the glissando threshold. g: glissando threshold. a: above the glissando threshold.¯ : condition not tested.

50 ms 100 ms 200 ms 300 ms

B E B E B E B E

R F R F R F R F R F R F R F R R

0 ST b ¯ b ¯ b ¯ b ¯ b ¯ b ¯ b ¯ b ¯

0.8 ST b b b b b b b b g g g g a a a a
1.5 ST b b b b g g g g a a a a a a a a
3 ST g g g g a a a a a a a a a a a a
6 ST a a a a a a a a a a a a a a a a
12 ST a a a a a a a a a a a a a a a a
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jects were asked to always give an answer. For each test, a
fixed scale spanning one octave was proposed to the subjects
for adjustment of the flat tone. This scale was divided into
steps of 2.25 Hz. This step size corresponded to about 1.4
times the difference limens reported by Moore~1973! for
short-duration tones~about 1.6 Hz for 50 ms at 250 Hz!. The
signals were presented to both ears at a level of 80 dB SPL
through Beyer DT48 headphones. The subjects participated
in five test sessions divided into 20 min periods, with a com-
fortable pause between periods. A typical session lasted be-
tween 2 and 4 h. The first test session was considered as a
training session, and was not used in the results.

D. Subjects

A group of eight musically trained subjects participated
in the experiments. One of the subjects was one of the au-
thors ~CdA!, and the others were music students who were
paid for the experiments. Results are likely to be accurate
with trained and selected subjects. However, interpretation of
the results as representative of the general population may be
questionable, because of the superior skills of our subjects in
pitch discrimination. With 8 subjects and 4 sessions, 32
matches were made for each of the 88 experimental condi-
tions.

II. RESULTS AND DISCUSSION

A. Results

Means and standard deviations averaged for all subjects
are reported in Table II and plotted in Fig. 2. For each con-
dition in Fig. 2, horizontal sides of the box represent duration
and vertical sides of the box represent extent. The four empty
circles near the corners of the boxes represent the means
obtained for the four parts ABCD of the test. The coordinates
of a circle represent the mean frequency~along they axis!
reported by the subjects, and the time~along thex axis! that
corresponds to the instant when the glissando frequency was
equal to the mean frequency. Thus theF0 rises can be rep-
resented in the boxes by a line between the bottom left cor-
ner and the top right corner. The falls can be represented in
the boxes by a line between the top left corner and the bot-
tom right corner. If the subjects were able to perfectly per-
ceive the time-varying fundamental frequency, matches
would place the four points in the four corners. Part A~rise/
end! is generally in the right/top corner, part B~rise/
beginning! is generally in the left/bottom corner, part C~fall/
end! is generally in the right/bottom corner, and part D~fall/
beginning! is generally in the left/top corner. Responses are
always close to the extremity matched. This indicates that
subjects did not take all the glissando into account, but rather
made an average of the frequencies present near the extrem-

TABLE II. Experimental results. Means and standard deviations for the matches reported by the subjects, as a
function of extent, duration, rise/fall, and begin/end~see parts ABCD in the text!. Means and standard devia-
tions are in Hz.

Extent ST~Hz! 50 ms 100 ms 200 ms 300 ms

Part A

0.0~220.9! 221.561.8 221.161.0 221.261.0 221.161.0
0.8~215.0–225.1! 224.067.1 225.566.9 226.268.7 227.069.5
1.5~210.6–229.4! 222.865.4 227.7610.6 229.869.1 231.4610.8
3.0~201.7–239.9! 234.7615.5 238.6612.4 241.1611.6 242.0612.7
6.0~185.0–261.6! 255.1613.7 257.069.7 255.266.8 256.565.3

12.0~155.6–311.1! 281.9612.4 283.7612.8 291.0613.7 292.0612.7

Part B

0.0~220.9! 218.163.6 219.061.5 219.162.5 219.561.4
0.8~215.0–225.1! 219.062.0 218.363.4 218.162.9 218.164.0
1.5~210.6–229.4! 215.569.9 216.3610.3 216.1610.7 215.2610.5
3.0~201.7–239.9! 213.9612.4 216.0613.1 213.3611.6 212.4611.3
6.0~185.0–261.6! 215.7624.3 213.3625.4 209.5620.0 203.8619.4

12.0~155.6–311.1! 215.9639.7 213.8641.1 208.2635.7 201.8629.1

Part C

0.8~215.0–225.1! 217.667.2 217.168.3 217.367.2 216.964.0
1.5~210.6–229.4! 217.962.0 217.562.6 215.364.9 214.665.4
3.0~201.7–239.9! 215.264.1 213.565.1 210.966.3 210.466.6
6.0~185.0–261.6! 208.1615.9 205.7613.8 201.0612.2 198.0610.0

12.0~155.6–311.1! 214.1631.2 202.0622.0 193.7620.5 193.5620.5

Part D

0.8~215.0–225.1! 220.262.0 221.162.8 223.164.4 222.563.0
1.5~210.6–229.4! 223.767.7 224.165.3 225.367.2 226.765.2
3.0~201.7–239.9! 228.367.8 231.169.5 234.0611.4 235.066.7
6.0~185.0–261.6! 246.6616.5 250.3614.3 251.6611.6 254.369.5

12.0~155.6–311.1! 267.4618.8 272.1618.9 275.9622.0 282.0616.6
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ity. The underlined conditions in Fig. 2 represent infralimi-
nar glissandos, glissandos that are below the glissando
threshold~they are marked ‘‘b’’ in Table I!. The other con-
ditions represent supraliminar glissandos. For supraliminar
glissandos, a ‘‘butterfly’’ pattern seems consistent across
duration/extent conditions. Most butterflies share a similar
form: part A is the nearest to the corner, and in several cases
is matched even out of the box~average differences between
means and extremities for part A are: 6.35 Hz!; part B is the
farthest from the corner~B: 20.12 Hz!; point C is farther
from the corner than point D~C: 16.43 Hz, D: 12.74 Hz!.
The parts can be classified in the order A,D,C,B as a
function of their distances to the corresponding extremity.

The butterfly pattern shows a possible asymmetry be-
tween rises and falls. Pitch for rises~compared to falls! is
closer to the end when matched at the end~compare parts A
and C!, and farther off the beginning when matched at the
beginning~compare parts B and D!. This might indicate dif-
ferent intervals for perceptual time averaging that may de-
pend on the factor ‘‘rise/fall.’’ It seems that subjects are
more influenced by the higher extremity than by the lower
extremity. Typically, falls are adjusted closer to the begin-
ning, i.e., the higher extremity~compare C and D!, whereas
rises are adjusted closer to the end, i.e., the higher extremity
~compare A and B!. Heuristic rules for drawing the butterfly
patterns in Fig. 2 can be stated as follows:

~1! the high register has more weight in perception~because
matches are closer to the higher extremity of the glis-
sando!.

~2! the integration interval is shorter at the end and longer at
the beginning~because matches are closer to the extrem-
ity at the end than at the beginning!.

Rule ~1! states that A,B and C.D. Rule ~2! states that
A,D and B.C. Thus, one can deduce that A,D,C,B.

The same tendency can be seen for standard deviations.
The standard deviations reported in Table II are an indication
of the consistency of the adjustments. Generally, standard
deviations are smaller for adjustments at the end~parts A and
C!, and higher for adjustments at the beginning~parts B and
D!. This could indicate that it was easier to make consistent
adjustments at the end. Also, standard deviations are smaller
for adjustment of the higher extremity~compare A and D,
and B and C!. For the large extent conditions~6 semitones
and 12 semitones!, the standard deviations can be ordered as:
A,D,C,B. Thus it seems that when adjustments are far-
ther from the extremity matched, they are also less consis-
tent. For the smaller extent conditions, it is difficult to inter-
pret the differences in standard deviation. For the 0 semitone
condition, the standard deviations are small when adjusted at
the end. In this case, they are close to the difference limens
for short tones~Moore, 1973!.

An analysis of variance was carried out with factors
‘‘duration’’ ~four values!, ‘‘rise/fall’’ ~two values!,
‘‘beginning/end’’ ~two values!, ‘‘extent’’ ~five values!, ‘‘ses-
sion’’ ~four values!. The factor ‘‘duration’’ was not signifi-
cant @F(3,560)520.055; p50.9830#. As a matter of fact,
only a slight dependence on duration is noticeable in Fig. 2.
Means followed a slightly rising or falling line as duration
increased for a same extent, but this tendency was not sig-
nificant. This showed that duration played only a minor role
compared to other factors. No significant effect was found
for the factor ‘‘beginning/end’’ @F(1,560)51.936; p
50.1646#; subject responses averaged for parts A and C
were not different from the subject responses averaged for
parts B and D. The effect of the factor ‘‘rise/fall’’ was sig-
nificant @F(1,560)526.94; p,0.0001#. This indicates that
the asymmetry observed in perception of rises and falls is
significant. The factor ‘‘extent’’ was significant@F(4,560)
572.67; p,0.0001#. This was likely to occur, as for most
conditions the extents were close to or above the glissando
threshold. Interactions between ‘‘rise/fall’’ and ‘‘beginning/
end’’ were very strong@F(1,560)51092.80; p,0.0001#
This indicates different behaviors for the different parts A, B,
C and D. The interaction between ‘‘rise/fall’’ and ‘‘extent’’
was significant@F(4,560)53.07; p50.0162#. Again, this
confirms an asymmetry in perception of rises and falls,
which depends on extent. All other interactions were not
significant.

B. Asymmetry between higher and lower extremities

Rule ~1! states that the higher extremity is ‘‘better’’ per-
ceived than the lower extremity. ‘‘Better’’ perceived means
that adjustments are closer to the higher extremity, when it is
the extremity matched, compared to the lower extremity,

FIG. 2. Experimental results. Means reported in Table II. Each circle rep-
resents the mean obtained for each condition. Each box corresponds to the
four parts ABCD of the experiments. For part A, rises adjusted at the end,
results are generally in the right and top corner. For part B, rises adjusted at
the beginning, results are generally in the left and bottom corner. For part C,
falls adjusted at the end, results are generally in the right and bottom corner.
For part D, falls adjusted at the beginning, results are generally in the left
and top corner. The underlined conditions represent infraliminar glissandos,
glissandos that are below the glissando threshold~they are marked ‘‘b’’ in
Table I!. The other conditions represents supraliminar glissandos.
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again when it is the extremity matched. This experimental
result suggests that the high register might be perceptually
more important than the low register. Similar findings have
already been reported in other works. A difference between
rises and falls was noticed by Rump and Hermes~1996! in
an experiment on prominence in intonation. The stimuli were
/mamama/ utterances, with fundamental frequency around
100 Hz. They found that high pitch levels contributed to
prominence more than low pitch levels. Demany and
McAnally ~1994! and Demany and Cle´ment ~1995, 1997!
conducted a number of studies on perception of wide fre-
quency modulations. In these experiments, pure tones or
complex tones were used, between 250 and 4000 Hz. They
consistently found that frequency peaks are better perceived
than frequency troughs. This effect seems robust against fac-
tors like the carrier signal, modulation waveform, frequency
register and intensity. In a study on perception of contour
tones, Hombert~1975! asked subjects to adjust a static tone
at the beginning of a rise or a fall. The results are very
similar to ours: the beginning of a gliding tone is better per-
ceived for falls than for rises. In other words, for a task rather
similar to the present experiments, Hombert~1975! found the
same type of effect: The higher extremity is better perceived
than the lower extremity. This indicates that rule~1! might
be a rather general effect for perception of supraliminar~or
wide! frequency modulations.

C. Asymmetry between beginning and end

The second type of asymmetry found in our data, rule
~2!, is an asymmetry between adjustments at the beginning
and at the end of tones. This type of asymmetry has been
reported in several studies of wide frequency modulations, as
in formant transitions between consonants and vowels in
speech. Bradyet al. ~1961! suggest that a higher perceptual
weight could be assigned to the most recent information.
More recently, Porteret al. ~1991!, Wieringen and Pols
~1995!, Wieringen~1995!, and Cullenet al. ~1992! reported
differences in sensitivity between initial and final transitions
of short formant glides. All these studies conclude that the
end is better perceived than the beginning. This indicates that
rule ~2! might be a rather general effect for perception of
time-varying frequency modulation.

D. Asymmetries between rises and falls

The possible asymmetry in perception of rises and falls
has been the subject of controversial discussion in many pa-
pers on tone or intonation perception. Dooley and Moore
~1988! discussed asymmetry in difference limens for glide
detection. In a two-alternative, forced-choice procedure, they
measured frequency difference limens~DLF! for rises and
falls. Rises and falls were presented randomly before and
after a constant tone signal. Signals were merged, corre-
sponding to parts A and B on the one hand and C and D on
the other, and no effects between beginning and end were
likely to occur. Pure tones were used, with center frequencies
ranging from 500 to 8000 Hz, and durations ranging from 50
to 800 ms. Dooley and Moore~1988! found that UP–DL
~DLF for rises! were consistently higher than DOWN–DL

~DLF for falls!. Thus it seems that rises are more difficult to
perceive than falls. The opposite effect is reported by Gard-
ner and Wilson~1979!. Dooley and Moore conclude that
these differences are difficult to interpret. The differences
between rises and falls went unnoticed in many previous
works on the glissando threshold, as ’t Hartet al. ~1990!
pointed out. They also noted the large dispersion of the data
on the glissando threshold found in the literature. All these
studies were for difference limens. In this case, it is difficult
to conclude about possible asymmetries between rises and
falls. On the contrary, in the case of wide and supraliminar
frequency modulations, it seems that the difference between
rises and falls is consistent in many experiments~Hombert,
1975; Rump and Hermes, 1996; Demany and McAnally,
1994; Demany and Cle´ment, 1995, 1997!. In this case, the
combination of rules~1! and ~2! can shed some light on the
possible asymmetry in perception of rises and falls, as it is
discussed above.

E. Summary

In summary:~1! the mean frequency perceived for short-
durationF0 glissandos is in the direction of the extremity
matched;~2! distances of adjustments to the extremity differ
for rises and falls;~3! adjustments are closer to the extremity
for adjustments at the end, compared to adjustments at the
beginning;~4! adjustments are closer to the higher extremity
compared to the lower extremity;~5! ‘‘duration’’ plays a
minor role; ~6! ‘‘extent’’ is highly significant. As a conse-
quence, the four parts ABCD for a given condition of extent
and duration have distinct behaviors, which can be seen in
the asymmetric butterfly patterns of Fig. 2.

Time averaging ofF0 could explain pitch perception for
F0 glissandos. It also seems that not all the glissando is
taken into account for time averaging. These results are com-
patible with Rossi’s 2/3 rule. One can easily check that most
of our experimental data are comprised between the second
and the third third of the glissandos.2 However, this rule is
not really a model, as it gives only an indication of where
pitch is. It is of little use in the case of large extent. For
example, if one considers the 12 semitone conditions, Ros-
si’s rule predicts that the pitch perceived is between the sec-
ond and the third third of the glissando, and one third of the
glissando represents more than 50 Hz. Of course the result is
correct, but not very accurate. In the next section, a more
accurate model is discussed.

III. NUMERICAL MODEL

A. Equation of the model

A numerical model able to predict experimental data is
searched for. The aim of this model is to predict the pitch
perceived at the beginning and end of a givenF0 glissando.
The model should be able to give a response which is close
to the subjects’ mean response. Both TA and WTA models
are studied. The TA model integratesF0 over a time interval
of the glissando. The integration interval is near the extrem-
ity matched. Assuming a linear glissandoF05at1b, a TA
model is
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p5
* t1

t2~at1b!dt

* t1
t2dt

5a
t11t2

2
1b. ~3!

The model has only one parameter,d, defined as fol-
lows. Letd be the glissando duration. Thend is the length of
the averaging interval for integration, expressed as a propor-
tion of d. The time limits of integration are (t150, t25d
3d! for an adjustment at the beginning, and (t15d2d
3d, t25d! for an adjustment at the end. The TA model is
computed as

p~d!5H ad~22d!

2
1b adjustment at the end

add

2
1b adjustment at the beginning.

~4!

Like the TA model, the WTA model integratesF0 on a
time interval of the glissando, butF0 is modulated by a
weighing function. The aim of this weighing function is to
concentrate the integration of frequency on a part of the glis-
sando. It is reasonable to assume that time plays a role in the
averaging process, so more attention must be paid to the end
in case of adjustment at the end, and to the beginning in case
of adjustment at the beginning. This is the reason that the
weighing function chosen is an exponential function. The
model has two parameters.d represents the duration of the
averaging interval expressed as a proportion of the tone du-
ration, anda is the exponential factor:

p~a,d!5
* t1

t2 exp„a~t2t2!…~at1b!dt

* t1
t2 exp„a~t2t2!…dt

5
at22at1 exp„a~ t12t2!…

12exp„a~ t12t2!…
1b2

a

a
. ~5!

Let d be the glissando duration. Then the time limits of
integration are (t150, t25d3d! for an adjustment at the
beginning, and (t15d2d3d, t25d! for an adjustment at
the end. The WTA model is computed as:

p~a,d!55
a2a~d2dd!exp~2add!

12exp~2add!
1b2

a

a

adjustment at the end,

add

12exp~2add!
1b2

a

a

adjustment at the beginning.

~6!

B. Estimation of optimal parameters

The TA model depends on one free parameter, and the
WTA model depends on two free parameters. Optimal pa-
rameters of the models must be estimated. A classical means
for estimation of optimal parameters is to minimize the root-
mean-square~rms! distance between the model response and
the experimental data.

Let m(n) be the experimental mean~reported in Table
II ! for a particular conditionn of factors ‘‘duration,’’ ‘‘ex-
tent,’’ ‘‘rise/fall,’’ and ‘‘beginning/end.’’ Let pd,a(n) be the
response of a model with parametersd,a for condition n.
The normalized rms distance is computed by

rms~d,a!5
1

N
A(

n51

N

„pd,a~n!2m~n!…2, ~7!

wheren is between 1 andN, and whereN is the number of
conditions considered.

The minimum rms distance between the model and data,
using an iterative minimization procedure, gives the optimal
parameters. However, the raw distance between the model
and the data is not very informative by itself. A good way to
gain further insight into the model quality is to evaluate the
fit to the data, by computing the numberQ of conditions for
which the model response is not statistically different from
the subject’s response: The larger theQ, the better the fit.Q
is computed as follows. Lete(n) be the experimental stan-
dard deviation~reported in Table II! for a particular condi-
tion n of factors ‘‘duration,’’ ‘‘extent,’’ ‘‘rise/fall,’’ and
‘‘beginning/end.’’ The statistical equivalence between this
predicted value and the experimental data is computed by the
Studentt-test~recall that 32 responses are available for each
test condition!: t(n)5@„m(n)2pd,a(n)…A31#/e(n). Using a
level of significance of 0.05, the critical value is 2.03 for a
two-tailed test with df531. The statistical equivalence be-
tween the predicted value and the experimental data for a
conditionn is computed using a functionqd,a(n) defined by

qd,a~n!5H 1, if 22.03,t~n!,2.03,

0, otherwise.
~8!

The qualityQ(d,a) of the model with parametersd,a is the
number of conditions for which the model and the data are
statistically equivalent:

Q~d,a!5 (
n51

N

qd,a~n!, ~9!

n is between 1 andN, whereN is the number of conditions
considered. For instance, if the model is searched for all the
conditions, thenN580; but if it is searched only for rises
matched at the end, thenN520. The zero-semitone condi-
tions are not considered, because every model will give the
same answer in this case.

Discussion of the results reported above suggests that
asymmetries between beginning versus end, higher versus
lower extremities, and rises versus falls have to be consid-
ered. This indicates that each part ABCD should be consid-
ered separately for modeling. Thus four sets of parameters
are considered for modeling, one for each part ABCD, with
N520 for each set. The optimization procedure described
above is applied to each part. In addition, the optimization
procedure is applied to the entire set of data~coined ‘‘all
data’’ condition!. Optimal parameters, and the corresponding
number of conditions for which the predicted data are not
significantly different from the experimental data, are re-
ported in Table III. Results for each condition~using four
sets of parameters! are displayed in Fig. 3. An empty circle
indicates a condition for which the model response is statis-
tically different from the data. A filled circle indicates a con-
dition for which the model response is not statistically dif-
ferent from experimental data.
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C. Discussion

The TA and WTA models are able to predict 85% and
94% of the data, provided that the four parts ABCD are
considered separately. The percentages are reduced to only
61% and 65% with the same parameter setting for all parts.
This result is not surprising, given the asymmetries observed
in the experimental data. Thus for modeling the four parts
ABCD must be considered separately. In this case, good re-
sults are obtained for both models, though the WTA model
performs better than the TA model.

The optimala andd parameters for the WTA model are
different for the four parts of the test. The interpretation ofd
is straightforward: It represents the proportion of the glissan-

dos over which integration occurs. Interpretation ofa is two-
fold. On the one hand, the sign ofa indicates if more atten-
tion was paid to the beginning or end of the glissando. A
positive a indicates that a higher perceptual weight is as-
signed to the most recent information~end!. A negativea
indicates that a higher perceptual weight is assigned to the
most distant information~beginning!. On the other hand, the
magnitude ofa represents the amount of damping introduced
in averaging. A large magnitude means that a higher percep-
tual weight is assigned to the information close to the ex-
tremity matched. A small magnitude means that all the parts
of the time interval used for averaging have almost the same
weight. The averaging interval (d50.26) is very short for
part A: about 26% of the end of the glissando. The parameter
a524.7 is positive, which means that the end of the glis-
sando has more weight. The averaging window length in part
B (d50.82) is long: about 82% of the glide. The parameter
a527.5 is negative. This indicates that more attention was
paid to the beginning of the glissando. The same remark
holds for part D, wherea5219.4 is negative, though for
part D the averaging window (d50.56) is shorter than for
part B. For part C, the parametera513.5 is positive, which
indicates that more attention was paid to the end of the glis-
sando. The averaging window (d50.75) is long, about 75%
of the tone duration. The same remarks hold for the TA
model. The averaging window is shorter for part A~18%!,
longer for part B~69%!. It is also long for parts C and D.

The combination of the magnitude ofa and d can be
used for computing the distance between the model re-
sponses and the extremity matched. Recall that in the results
section, it was found that this distance is ordered as
A,D,C,B for the experimental means. The constanta
magnitude represents the damping factor. When it is high,
damping is high and then the model response is close to the
extremity. The distance of the model response and the ex-
tremity can be ordered as follows: A,D,C,B because the
corresponding a are 24.7~A!.19.4~D!.13.5~C!.7.5~B!.
The parameterd represents the proportion of the glissando
used for integration. Whend is small, the model response is
close to the extremity. We obtain the same order:
A,D,C,B, because 0.26~A!,0.56~D!,0.75~C!,0.82~B!.
Therefore, the optimal parameters obtained for the WTA
model are in good agreement with the heuristic rules derived

FIG. 3. Weighted time-average models. Each circle represents the value
obtained by four weighted time-average models corresponding to the four
parts of the test. A filled circle represents a conditions which is not statisti-
cally different from the experimental data. The underlined conditions repre-
sent infraliminar glissanndos, glissandos that are below the glissando thresh-
old ~they are marked ‘‘b’’ in Table I!. The other conditions represent
supraliminar glissandos.

TABLE III. Optimal parameters for the TA and the WTAM models. ‘‘Q’’ represents the ‘‘quality’’ of the
model: the number of conditions for which the predicted data are not significantly different from the experi-
mental data~see text!, and ‘‘#’’ represents the number of conditions for each part. ‘‘%’’ is the corresponding
percentage (1003Q/#). ‘‘All data’’ means that a same parameter setting is used for all data. ‘‘ABCD’’ means
that a different parameter setting is used for each part ABCD.

TA d Q ~#! % WTA d WTA a Q ~#! %

All data 0.48 49~80! 61 0.54 7.2 52~80! 65
Part A 0.18 17~20! 85 0.26 24.7 17~20! 85
Part B 0.69 20~20! 100 0.82 27.5 20~20! 100
Part C 0.59 16~20! 80 0.75 13.5 20~20! 100
Part D 0.45 15~20! 75 0.56 219.4 18~20! 90
ABCD ¯ 68 ~80! 85 ¯ ¯ 75 ~80! 94
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from the experimental results: The same order is found for
the four parts ABCD of the test.

In summary, it seems that both the TA and the WTA
models are able to predict a significant amount of the experi-
mental data. However, the WTA model performs better than
the TA model. This is not surprising, since the WTA model
has two parameters compared to only one parameter for the
TA model. The model’s parameters give some insight into
the experimental data, and are compatible with the butterfly
patterns found in the experimental data. It must be pointed
out that it is necessary to know the glissando direction and
whether the match is at the beginning or end in order to
select a set of parameters. This means that the WTA model
in itself is not able to explain the asymmetries, but must be
adapted to each situation. In this case it is able to predict the
pitch perceived. The WTA model is a functional model, and
not a model of the physiological or psychological processes
that take place in pitch perception. It may help to compute
the pitch perceived for anF0 glissando, but is not able to
explain how this pitch is perceived. In particular, the expla-
nation of experimental asymmetries in pitch perception is
still unclear.

IV. CONCLUSION

In this study, we studied perception of short-duration
linearF0 glissandos. Perception of rising and falling glissan-
dos, matched at the beginning and at the end, was measured.
Significant differences between the four main parts ABCD of
the experiments~rises adjusted at the end, rises adjusted at
the beginning, falls adjusted at the end, falls adjusted at the
beginning! were found. This indicates that there is a differ-
ence between perception of rises and falls and perception of
the beginning and the end of tones. This might be explained
by a greater perceptual weight for the high register, com-
pared to the low register. The experimental results showed
that some sort of averaging of theF0 contours was per-
formed by the subjects. Frequencies near the extremity
matched~beginning or end! seemed more important. Simple
numerical models for prediction of the experimental data
were tried: a time-average model and a weighted time-
average model of pitch perception. Optimal parameters for
these models were estimated using a statistical distance cri-
terion. The models performed well in predicting experimen-
tal data: 94% of the data computed with the best WTA mod-
els were not significantly different from experimental data.
The optimal model’s parameter settings varied significantly
among parts ABCD~rises versus falls, adjustment at the end
versus adjustment at the beginning!. This was consistent with
the finding of significant differences in the perception of the
four parts. It can be concluded from our experiments that
pitch perception for short-durationF0 glissandos corre-
sponds to a weighted time average ofF0. The WTA model
proposed in the present study is close to the WTA model that
was proposed for perception of short-duration vibrato tones
in d’Alessandro and Castellengo~1994!. However, the pa-
rameters obtained in both studies are different, as in this
study they are also different among different parts.
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á la reconnaissance automatique,’’ Ph.D. thesis, Catholic University of
Leuven, Belgium.

Moore, B. C. J.~1973!. ‘‘Frequency difference limens for short-duration
tones,’’ J. Acoust. Soc. Am.54, 610–619.

Nabelek, I. V., Nabelek, A. K., and Hirsh, I. J.~1970!. ‘‘Pitch of tone bursts
of changing frequency,’’ J. Acoust. Soc. Am.48, 536–553.

Porter, R. J., Cullen, J. K., Collins, M. J., and Jackson, D. F.~1991!. ‘‘Dis-
crimination of formant transition onset frequency: Psychoacoustic cues at
short, moderate, and long durations,’’ J. Acoust. Soc. Am.90, 1298–1308.

Ross, J.~1987!. ‘‘The pitch of glide-like F0 curves in Votic folk songs,’’
Proceedings of XIth International Congress of Phonetic Sciences, XIth
ICPhS, Tallin, USSR, pp. 174–177.

Rossi, M.~1971!. ‘‘Le seuil de glissando ou seuil de perception des varia-
tions tonales pour les sons de la parole,’’ Phonetica23, 1–33.

Rossi, M.~1978!. ‘‘La perception des glissando descendants dans les con-
tours prosodiques,’’ Phonetica35, 11–40.

2347 2347J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 d’Alessandro et al.: Pitch of glissandos



Rossi, M. ~1978!. ‘‘Interaction of intensity glides and frequency glissan-
dos,’’ Language and Speech21, 384–396.

Rump, H. H., and Hermes, D. J.~1996!. ‘‘Prominence lent by rising and
falling pitch movements: Testing two models,’’ J. Acoust. Soc. Am.100,
1122–1131.

Schouten, H. E. M.~1985!. ‘‘Identification and discrimination of sweep
tones,’’ Percept. Psychophys.37, 369–376.

Sergeant, R. L., and Harris, J. D.~1962!. ‘‘Sensitivity to unidirectional
frequency modulation,’’ J. Acoust. Soc. Am.34, 1625–1628.

’t Hart, J. ~1976!. ‘‘Psychoacoustic backgrounds of pitch contour styliza-
tion,’’ IPO Ann. Prog. Rep.11, Eindhoven, The Netherlands, 11–19.

’t Hart, J., Collier, R., and Cohen, A.~1990!. A Perceptual Study of Intona-
tion ~Cambridge U.P., London!.

van Wieringen, A.~1995!. ‘‘Perceiving dynamic speechlike sounds,’’ Ph.D.
thesis, Amsterdam University.

van Wieringen, A., and Pols, L. C. V.~1995!. ‘‘Discrimination of single and
complex consonant-vowel- and vowel-consonant-like formant transi-
tions,’’ J. Acoust. Soc. Am.98, 1304–1312.

Wier, C. C., Jesteadt, W., and Green, D. M.~1976!. ‘‘A comparison of
method-of-adjustment and forced-choice procedures in frequency dis-
crimination,’’ Percept. Psychophys.19, 75–79.

2348 2348J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 d’Alessandro et al.: Pitch of glissandos



The role of the envelope in processing iterated rippled noise
William A. Yost
Parmly Hearing Institute, Loyola University Chicago, 6525 North Sheridan Road, Chicago, Illinois 60626

Roy Patterson
Centre for the Neural Basis of Hearing, Physiology Department, University of Cambridge, Cambridge
CB2 3EG, England

Stanley Sheft
Parmly Hearing Institute, Loyola University Chicago, 6525 North Sheridan Road, Chicago, Illinois 60626

~Received 9 December 1997; revised 8 April 1998; accepted 10 July 1998!

Iterated rippled noise~IRN! is generated by a cascade of delay and add~the gain after the delay is
1.0! or delay and subtract~the gain is21.0! operations. The delay and add/subtract operations
impart a spectral ripple and a temporal regularity to the noise. The waveform fine structure is
different in these two conditions, but the envelope can be extremely similar. Four experiments were
used to determine conditions in which the processing of IRN stimuli might be mediated by the
waveform fine structure or by the envelope. In experiments 1 and 3 listeners discriminated among
three stimuli in a single-interval task: IRN stimuli generated with the delay and add operations
(g51.0), IRN stimuli generated using the delay and subtract operations (g521.0), and a
flat-spectrum noise stimulus. In experiment 2 the listeners were presented two IRN stimuli that
differed in delay~4 vs 6 ms! and a flat-spectrum noise stimulus that was not an IRN stimulus. In
experiments 1 and 2 both the envelope and waveform fine structure contained the spectral ripple and
temporal regularity. In experiment 3 only the envelope had this spectral and temporal structure. In
all experiments discrimination was determined as a function of high-pass filtering the stimuli, and
listeners could discriminate between the two IRN stimuli up to frequency regions as high as
4000–6000 Hz. Listeners could discriminate the IRN stimuli from the flat-spectrum noise stimulus
at even higher frequencies~as high as 8000 Hz!, but these discriminations did not appear to depend
on the pitch of the IRN stimuli. A control experiment~fourth experiment! suggests that IRN
discriminations in high-frequency regions are probably not due entirely to low-frequency nonlinear
distortion products. The results of the paper imply that pitch processing of IRN stimuli is based on
the waveform fine structure. ©1998 Acoustical Society of America.@S0001-4966~98!04510-X#

PACS numbers: 43.66.Hg, 43.66.Jh, 43.66.Ki, 43.66.Mk@DWG#

INTRODUCTION

Iterated rippled noise~IRN! is produced by cascading a
set of delay, attenuate, and add networks as illustrated in Fig.
1. The IRN stimuli have a pitch which varies with the recip-
rocal of the delay,d ~Bilsen, 1966; Yost, 1996a!, and the
strength of the pitch increases with the number of iterations,
n, and with the absolute value of the attenuation factor,g
~Yost, 1996b, 1997!. Recently, IRN stimuli have been used
to study pitch perception, principally, in time-domain audi-
tory models which suggest that pitch is mediated by regular-
ity in the fine-structure of the IRN stimulus. The temporal
information is extracted by autocorrelation either directly
from the waveform~Yost, 1996a, b, 1997! or from the auto-
correlogram ~Meddis and Hewitt, 1991; Pattersonet al.,
1996; Yostet al., 1996!. The transfer function of the IRN
network has a spectral ripple, and, prior to the temporal hy-
pothesis, the spectral peak spacing in the ripple was used to
explain the perceived pitch~Bilsen, 1966; Bilsen and Ritsma,
1969/70!. The spectral ripple can probably not be resolved in
the spectral region above about the eighth harmonic of the
reciprocal of the delay, and yet IRN stimuli restricted to this

spectral region still produce strong pitch perceptions~Patter-
sonet al., 1996!. So the spectral hypothesis has been rejected
for high-pass-filtered IRN stimuli at least.

Recently, two experiments with bandpass-filtered IRN
stimuli have been reported, one involving pitch-interval dis-
crimination~Patterson and Akeroyd, 1995!, the other involv-
ing the masking of a random noise signal by IRN stimulus,
and the results of both have been interpreted to support the
fine-structure hypothesis~Patterson and Datta, 1997!. The
passband for all of the stimuli was 800 Hz and the center
frequency of the filter was varied from 800 to 8000 Hz. The
IRN stimuli had 16 iterations and a delay of 16 ms~produc-
ing 62.5-Hz spectral peak spacing, which is unlikely to be
resolved above 800 Hz!. The paradigms were two-interval,
forced-choice with a roving level. The data from the pitch-
interval experiment showed that identification of the interval
with the higher pitch remained extremely good as the center
frequency increased from 800 to 4800 Hz, and, thereafter, as
the pitch cue faded away, performance declined slowly to
chance at 8000 Hz. The data from the masking experiment
showed that at high frequencies detection of random noise
presented in an IRN stimulus is about 14 dB easier than
detection of random noise in random noise~Patterson and
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Datta, 1997!, and the result is independent of center fre-
quency. When the masker is an IRN stimulus, the interval
with the random-noise signal has a hiss component that is
absent in the IRN stimulus, and this distinction persists at
high center frequencies. The hiss is completely inaudible in
random noise. The data were interpreted to suggest that some
waveform fine-structure information is still available in some
form up to 8000 Hz, even though a distinct pitch is no longer
detected in bandpass-filtered IRN stimuli at high center fre-
quencies.

There is, however, an alternative interpretation, which is
that at high frequencies any pitch and timbre cues are, in
some way, mediated by the envelopes of the stimuli. Both
the spectral ripple and the temporal regularity of IRN stimuli
are present in the envelope of the waveform as well as in its
fine structure. The envelope has been used by Houtsma and
Smyrzinski~1990! to explain the pitch of high-pass-filtered
click trains, by Burns and Viemeister~1976! to explain the
pitch of SAM noise, and by Viemeister~1979! and Dau
~1996! to explain modulation detection. Other studies have
argued that the pitch of complex stimuli may not be medi-
ated by the envelope~de Boer, 1956; Plomp, 1976!. The
primary purpose of this paper is to determine the extent to
which the perceptions associated with IRN stimuli should be
attributed to the waveform fine structure and/or to the enve-
lope of the stimulus.

I. HILBERT ENVELOPES AND LOW-PASS-FILTER
‘‘ENVELOPES’’

It is important to distinguish between the Hilbert enve-
lope of a waveform, which is the true envelope in the math-
ematical sense, and the ‘‘envelope’’ produced by half-wave
rectifying ~HWR! a waveform~introducing a nonlinearity!
and low-pass filtering~LPF!. The HWR-LPF operation de-
scribes in a general sense the action of the haircell/auditory
nerve complex in that the vibratory pattern of the basilar
membrane produces neural impulses only when the vibration
is in one direction~HWR! and the membrane properties limit
the ability of the neurons to phase lock to high-frequency
vibrations~LPF!. Other forms of nonlinearity besides HWR
can be used with a low-pass filter for envelope extraction,
e.g., full-wave rectification~FWR! and squaring~energy!.
While the FWR-LPF and squaring-LPF operations have
rarely been used to model auditory processing~see Jeffress,
1964!, several models~e.g., Dau, 1996! assume that enve-

lopes are extracted and used in the processing of several
types of auditory stimuli and these two operations are ones
that could be used in such models. In addition, these two
operations help illustrate the general idea we wish to convey.
That is, while the different operations that might be used to
extract an envelope share many similarities, they also differ.
The differences can be useful in deciding which operation
may be appropriate for models of auditory processing. We
want to distinguish among these forms of envelope extrac-
tion because one of these forms of envelope extraction
~HWR-LPF! appears to be compatible with the auditory pro-
cessing of IRN stimuli and the others do not.

A. Envelopes of frequency-shifted residue stimuli:
Examples of envelope extraction

There is a noticeable difference in the pitch between
stimuli produced by strictly harmonic components where the
harmonics are all integer multiples of the fundamental,f 0,
and that produced when the harmonics are frequency shifted
as a set by half the frequency of the fundamental. Such resi-
due stimuli have been generated for tonal complexes~see, for
example, Schoutenet al., 1962; Patterson and Wightman,
1976!, alternating click trains~see, for example, Rosenberg,
1965!, and iterated rippled noise~see discussion in the next
section!. These residue stimuli for tonal stimuli will be used
to illustrate four types of envelopes, because the stimuli are
deterministic and the lack of random fluctuations that occur
for IRN stimuli makes it easier to observe the important dis-
tinctions among these envelopes. Waveforms that were pro-
duced by a set of harmonics in the region of 750–4625 Hz
with a fundamental of 250 Hz are shown on the left side
~Harmonics off 0! of Fig. 2; the frequency-shifted versions
~Odd Harmonics of12 f 0! are shown on the right side. The
important distinction is that peaks in the waveform at odd
multiples of 1

250 Hz ~4 ms! are inverted in the frequency-
shifted case. The remaining rows from the second row to the
bottom row of the figure show envelopes after~1! half-wave
rectification ~HWR!, ~2! full-wave rectification~FWR!, ~3!
squaring, and~4! the Hilbert envelopes~Hilbert!. For the
HWR, FWR, and squaring operations the same low-pass fil-
ter ~LPF, two stages of a single-pole pair, 1200-Hz low-pass
filter! was used to extract the envelope. The Hilbert envelope
is the magnitude of the analytic signal derived from the
stimulus. The mathematics of the Hilbert envelope are set
out for use in psychoacoustics by Hartmann~1997!. The fig-
ure shows that HWR-LPF operation can preserve the distinc-
tion ~which is highly discriminable! between the two residue
waveforms, inasmuch as the envelopes of the two waveforms
are different. As such, time domain models of pitch process-
ing could use the differences in the HWR-LPF envelope to
describe discriminations among these stimuli.

B. IRN stimuli generated with g 51.0 „addition … and g
521.0 „subtraction …

If g521.0 for IRN stimuli, then the delayed noise is
subtracted rather than added (g51.0) to the undelayed noise.
In the case whereg521.0 the spectrum has peaks at 1/2d
and its odd integer multiplies instead of at 1/d and its integer
multiplies wheng51.0. The pitch of wideband IRN stimuli

FIG. 1. A circuit diagram for an IRN stimulus with delayd in ms; gain;
21<g<1; and number of iterations,n ~n52 in this example!.
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when g521.0 is different from that wheng51.0 ~Yost,
1996a!. Forn less than 4, the pitch for wideband IRN stimuli
when g521.0 is approximately 1/(1.1d) and 1/(0.9d).
Whenn is greater than 4, the pitch for wideband IRN stimuli
when g521.0 is at 1/2d ~see also Bilsen and Wieman,
1980; Raatgever and Bilsen, 1995!. In all cases the pitch for
IRN stimuli wheng51.0 is 1/d. In comparing the pitch of
wideband IRN stimuli for cases of subtraction with those for
cases of addition, the pitch difference for a low number of
iterations is one of tone chroma, where as for a high number
of iterations the pitch difference is one of tone height~an
octave difference!. Thus, there is a noticeable pitch differ-
ence between IRN stimuli generated withg51.0 and those
IRN stimuli generated withg521.0. Yost~1997! has also
shown that there is a very small pitch strength difference
between these two stimuli.

C. IRN waves and envelopes

The first row of Fig. 3 shows IRN waveforms produced
by addition and subtraction; they have the same delay~4 ms!
and the same number of iterations~8!; the subtraction ver-
sion is on the right. Differences between IRN stimuli pro-
duced by addition and subtraction are not obvious in the
waveforms, but listeners can easily tell them apart~Yost,
1996a, 1997!. The spectra~Spec! differ in the location of the

spectral peaks and valleys~spectral peaks are shifted by 125
Hz for the subtraction case relative to that for addition!. The
differences are also revealed by autocorrelation~ACF! which
emphasizes periodicity information and deemphasizes ran-
dom fluctuations. The autocorrelation peaks for the case
wheng51.0 are all positive, while those forg521.0 alter-
nate between negative and positive values. The peaks in the
autocorrelation function are used to explain the pitch of IRN
stimuli in time-domain models~Meddis and Hewitt, 1991;
Yost, 1996a!.

The fourth row shows the Hilbert envelope~Env! for
each IRN signal. As for the waveform, there is little apparent
difference in the envelopes for IRN stimuli generated with
g51.0 andg521.0. The bottom two rows show the spectra
~Spec Env! and autocorrelation functions~ACF Env! for the
Hilbert envelopes. Despite the relatively flat envelopes, there
is a spectral ripple and temporal regularity in the envelopes
of IRN stimuli. However, the form of the envelope spectrum
and regularity is the same for cases of subtraction and addi-
tion. These same envelope patterns also occur for cases of
full-wave rectification and squaring, i.e., there is no differ-
ence in the envelope spectra and envelope autocorrelation
functions between cases wheng51.0 ~addition! and those
when g521.0 ~subtraction!. In summary, if the pitch of
IRN stimuli is based on the envelope, then it cannot be the

FIG. 2. The waveform and envelopes of two signals. The left-hand column is for stimuli based on the sum of the 16 harmonics of 250 Hz~Harmonics of

f 0! ranging from 750–4500 Hz. The right-hand column is for stimuli based on the sum of the 16 odd harmonics of 125 Hz~Odd Harmonics of
1
2 f 0!

from 875–4625 Hz. Envelopes based on half-wave rectification~HWR!, full-wave rectification~FWR!, squaring~Square!, and the Hilbert envelope~Hilbert!
are shown for each stimulus.
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Hilbert envelope, the FWR-LPF ‘‘envelope,’’ or the
squaring-LPF ‘‘envelope’’ because they do not distinguish
wideband IRN stimuli produced by addition and subtraction
and listeners do.

The autocorrelation pattern for half-wave rectification
~HWR-LPF! IRN stimuli differs from the other forms of en-
velope extraction we have considered, in that the output of
the HWR-LPF operation depends on the relationship be-
tween the spectral region of the IRN stimulus being evalu-
ated relative to the cutoff of the low-pass filter used to ex-
tract the envelope. Figures 4 and 5 show autocorrelograms
for IRN stimuli wheng51.0 ~Fig. 4! andg521.0 ~Fig. 5!.
Figure 6 shows the autocorrelogram for a noise that is not
submitted to an IRN circuit~i.e., a flat-spectrum noise!. The
autocorrelograms were generated by first passing the stimuli
~for IRN stimuli, d54 ms andn58 iterations! through a
bank of 64 gammatone filters ranging in center frequency in
equal ERB steps from 63 to 11 328 Hz. The output of each
filter channel was half-wave rectified and low-pass filtered
with a two-stage, one-pole pair, Butterworth filter with a
1200-Hz cutoff~see Patterson, 1994!. Note that in Fig. 4 for
the addition case, the alignment at lags of 4 and 8 ms is
always at the peak of the autocorrelation function for every
frequency channel. In Fig. 5 for the subtraction case, the
alignment at 4 ms is at the valley for low-frequency channels

but at the peak for the high-frequency channels. In Fig. 5, the
alignment of the second autocorrelation peak at 8 ms is al-
ways at the peak as it was in Fig. 4. There is a similarity of
the autocorrelation functions for the low-frequency channels
to those shown for the waveform autocorrelation functions in
Fig. 3. Thus, only in low-frequency channels of the autocor-
relogram where waveform fine structure is still preserved is
the difference between cases in whichg51.0 and those in
which g521.0 also preserved. In Fig. 6 there is no apparent
alignment in the autocorrelation peaks of the flat-spectrum
noise for any channel at any particular delay. In particular
notice the flat nature of the autocorrelation functions in the
high-frequency channels. That is, the autocorrelation func-
tions for IRN stimuli generated wheng51.0 andg521.0
differ in the low-frequency channels~where fine structure is
preserved! but not in the high-frequency channels~where the
envelope dominates!. The exact frequency region in which
fine-structure information is lost and the envelope is defined
depends on the low-pass filter. Even frequency channels
above the cutoff frequency of the filter will contain some
fine-structure fluctuations since the filter only attenuates the
waveform by an amount dependent on the order of the filter.
The higher the frequency channel is relative to the filter cut-
off, the less fine-structure information there is relative to
envelope information. The autocorrelation functions for IRN

FIG. 3. The rows from the top to bottom display: waveforms~Waveform, units of amplitude and time in ms!, waveform spectra~Spec, units of power and
frequency in Hz!, waveform autocorrelation functions~ACF, units of magnitude and lag in ms!, Hilbert envelope~Env, units of amplitude and time in ms!,
spectra of the Hilbert envelope~Spec Env, units of power and frequency in Hz!, and autocorrelation functions of the Hilbert envelope~ACF Env, units of
magnitude and lag in ms! are shown for an IRN stimulus withg51.0 ~Addition! in the left column and withg521.0 ~Subtraction! in the right column. The
IRN stimuli were generated withd54 ms and 8 iterations.

2352 2352J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Yost et al.: IRN envelopes



stimuli differ from those for flat-spectrum noise in all chan-
nels. Since FWR-LPF, squaring-LPF, and the Hilbert enve-
lope would produce no differences between cases of subtrac-
tion and addition in all frequency channels, only HWR-LPF
appears to be a form of envelope extraction that is compat-
ible with the observed discriminations.1

In this paper we will consider listeners’ ability to dis-
criminate between IRN stimuli generated withg51.0 and
those generated withg521.0, and their ability to discrimi-
nate IRN stimuli~independent of the sign ofg! from flat-
spectrum noise. These discriminations will be determined as
a function of high-pass filtering. Recall that there is either a
tone height or a tone chroma pitch difference for wideband
IRN stimuli produced withg51.0 andg521.0, and per-

haps a small pitch strength difference. If the autocorrelo-
grams of Figs. 4–6 represent auditory processing of these
stimuli, then we predict that those IRN stimuli generated
with g51.0 can only be discriminated from those generated
with g521.0 when the stimuli contain low frequencies
where the fine structure is preserved. At high frequencies
when discriminations between IRN stimuli are probably not
possible, IRN stimuli might still be discriminated from flat-
spectrum-noise stimuli on the basis of envelope cues.

II. EXPERIMENT 1

In experiment 1 listeners were presented IRN stimuli
generated withg51.0 or g521.0 or with a flat-spectrum
noise that was not submitted to an IRN circuit. The goal was
to determine how well listeners could discriminate the dif-
ference between IRN stimuli generated withg51.0 and
those generated withg521.0 as a function of high-pass
filtering. In such an experiment, there are three possible out-
comes. If listeners cannot discriminate between the two IRN
stimuli generated withg51.0 andg521.0, but they can tell
these stimuli from a flat-spectrum noise, we will conclude
that the envelope is most likely contributing to their discrimi-
nation. If listeners can discriminate between the two IRN
stimuli, we will conclude that the IRN stimuli are most likely
being discriminated based on the waveform fine structure. If
they cannot discriminate between the two IRN stimuli and
they cannot discriminate an IRN stimulus from a flat-
spectrum noise, we will conclude that the IRN circuit no
longer generates a perceptually relevant change in the noise.

A. Methods

Iterated rippled noises were generated on a Tucker
Davis Technologies~TDT! system using software delay lines
as described in Yost~1996b!. The waveforms had a Gaussian
distribution of instantaneous amplitudes and were played out
of 16-bit D-to-A converters at 50 000 samples/s into a
seventh-order Butterworth filter~programmable TDT, PF1
filters!. The signals were 500 ms in duration, shaped with a

FIG. 4. Autocorrelograms for IRN stimulus withg51.0, d54 ms, and 8
iterations. The lines at lags of 4 and 8 ms mark the lags equaling the delay
and its first higher integer multiple in the IRN circuit. In each case the lines
mark the ACF peak. The correlograms plot the autocorrelation for each
frequency channel~63 to 11 328!. The correlograms are based on a 64-
channel, gammatone filter-bank, rectification, lowpass filtering, and autocor-
relation ~see Pattersonet al., 1995!.

FIG. 5. Same as Fig. 4 except for the IRN stimulus wheng521.0. Note
that the line at a lag of 4 ms marks the valleys in the autocorrelation func-
tions for low frequencies and the peaks at high frequencies. The line at a lag
of 8 ms marks all peaks as it did in Fig. 4.

FIG. 6. Same as Figs. 4 and 5 except for the flat-spectrum noise. Note that
there is little alignment of autocorrelation peaks at any particular lags, es-
pecially in the high-frequency channels.
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20-ms cos2 gate, and presented diotically. The overall level
of the stimuli was 70 dB SPL and it was roved across each
stimulus presentation over a66-dB range about 70 dB SPL
~12-dB overall rove!. The gain~g! was either 1.0 or21.0,
the delay was 4 or 16 ms, the number of iterations was 1 or
8, and the filter cutoffs were 100 to 2100 Hz, 4000 to 6000
Hz, 6000 to 8000 Hz, or 8000 to 10 000 Hz. New waveforms
were generated for every observation interval. Five experi-
enced listeners with normal hearing participated in the study.

On each trial of the single-interval experiment one of
three stimuli was presented with equal probability: an IRN
stimulus generated withg51.0, an IRN stimulus generated
with g521.0, or a noise not submitted to an IRN circuit
~flat-spectrum noise!. The listener indicated which of the
three stimuli was presented and feedback was provided. A
three-by-three stimulus-response table was generated for the
last 50 trials of each 56-trial block. The first 6 trials for every
56-trial block were presented in the order: an IRN stimulus
with g51.0, an IRN stimulus withg521.0, and a flat-
spectrum noise and then repeated another time in this order.
Thus, these six initial trials served as practice for each block
of trials to acquaint the listener with the differences among
the three stimuli. The listeners were informed about these six
practice trials. Five 50-trial blocks~250 total trials! were
used for each stimulus–response table for each condition and
listener.

Two measures of percent correct were obtained from the
stimulus-response tables. Percent correct in discriminating
between the two IRN stimuli,P(C)1,2 , was calculated
based only on the trials in which either an IRN stimulus with
g51.0 org521.0 was presented.P(C)1,2 was the number
of times the listener correctly identified the two IRN stimuli
divided by the total number of times the two IRN stimuli
were presented. That is, in calculatingP(C)1,2 the trials in
which the flat-spectrum noise was presented were not used.
Percent correct in discriminating between an IRN stimulus
~independent of the gain,g! and flat-spectrum noise,
P(C)1/2,noise, was also determined.P(C)1/2,noise was de-
termined by computing the number of times the listener cor-
rectly identified the flat-noise stimulus plus the number of
times the listener correctly identified an IRN stimulus~inde-
pendent of whether or not the IRN stimulus was generated
with g51.0 or g521.0! and dividing the sum by the total
number of stimulus presentations.

B. Results and discussion

The results from the five listeners were similar@the larg-
est P(C) difference for any condition among the listeners
was 8%#, and therefore the data for each condition were
collapsed into a single stimulus-response matrix across lis-
teners beforeP(C)1,2 and P(C)1/2,noise were calculated.2

Figure 7 showsP(C)1,2 versus the filter conditions and Fig.
8 shows the same relationships forP(C)1/2,noise. As can be
seen in Fig. 7, as long as the high-pass cutoff was 6000 Hz or
lower, listeners were able to discriminate between the two
IRN stimuli except perhaps for the 6000- to 8000-Hz condi-
tion when the delay was 16 ms with one iteration. The dis-
criminations became more difficult as the delay increased

from 4 to 16 ms, as the number of iterations decreased from
8 to 1, and as the high-pass filter cutoff was increased. The
listeners were at or near chance in their ability to make these
discriminations for the 8000- to 10 000-Hz conditions, ex-
cept when the IRN stimulus was generated with 4-ms delay
and 8 iterations, in which case average performance was near
63%. Figure 8 indicates that listeners were usually able to
discriminate a flat-spectrum noise from an IRN stimulus for
all filter conditions, except perhaps for the 8000- to 10 000-
Hz condition with one iteration when the delay was 16 ms.
Performance became worse as a function of increasing the
highpass cutoff, and the task was more difficult for condi-
tions with the longer delay and smaller number of iterations.

Since listeners could discriminate between IRN stimuli
generated withg51.0 andg521.0, these data suggest that
for IRN stimuli with energy below approximately 6000 Hz
the ability to process the IRN stimuli is based on the wave-
form fine structure. The difficulty in making these discrimi-
nations as the number of iterations decreased and the delay
was increased is consistent with the literature on the pitch
strength of IRN stimuli. Yostet al. ~1996! and Yost~1996b,
1997! showed that the strength of the pitch increases with
increasing number of iterations, and Bilsen~1966!, Yost
~1996b, 1997!, and Yostet al. ~1978! have shown that IRN

FIG. 7. Average percent correct discrimination@P(C)1,2# for four band-
pass filter conditions and four IRN stimulus conditions: IRN stimulus with
4-ms delay and 1 and 8 iterations, and an IRN stimulus with 16-ms delay
and 1 and 8 iterations.

FIG. 8. Average percent correct discrimination@P(C)1/2,noise# for the four
bandpass filter conditions and four IRN stimulus conditions shown in Fig. 7.
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pitch strength decreases as the delay increases above about
5–8 ms. Suppinet al. ~1994! also asked listeners to discrimi-
nate between IRN stimuli generated withg51.0 andg5
21.0. They used bandpass IRN stimuli withn51 iteration
and center frequencies as high as 8000 Hz. Their data indi-
cate that listeners can make this type of discrimination in the
8000-Hz spectral region when the delays used to generate the
IRN stimuli were slightly less than 2 ms and the bandwidth
of the IRN stimulus was about 2500 Hz. These results are
consistent with those shown in Fig. 7 for the 6000- to
8000-Hz conditions.

The reason for the ability to tell IRN stimuli from noise
even in the highest frequency regions is not entirely clear. In
the 8000- to 10 000-Hz conditions, the listeners reported that
all stimuli tended to sound like flat-spectrum noise. The only
difference that they could use in making these discrimina-
tions was that the flat-spectrum noise sounded more ‘‘hissy’’
or ‘‘noise-like’’ than the IRN stimuli. The response bias of
the individual listeners is consistent with these reports in that
all listeners responded ‘‘noise’’ more than they did ‘‘posi-
tive’’ and ‘‘negative.’’ The overall stimulus-response table
indicated a very slight bias for the ‘‘positive’’ response. All
listeners agreed that these IRN stimuli did not have a pitch at
these high frequencies.

While the pitch of complex stimuli is not due to nonlin-
ear distortion products, it is possible that for the high-pass
conditions of experiment 1, listeners were using such distor-
tion products in low-frequency regions as the basis for their
discriminations. The Appendix describes an experiment de-
signed to address this problem.3 These experiments used
noise to mask both low-frequency regions~below 2000 Hz!
for the 4000- to 6000-Hz IRN filtered conditions and the
4000- to 6000-Hz spectral region. The results of those ex-
periments suggest that listeners are not using low-frequency
distortion products as the only basis for making the discrimi-
nations described in this paper.

Although there is a small pitch strength difference be-
tween IRN stimuli presented withg51.0 andg521.0, the
major difference is a pitch difference. As pointed out earlier,
the pitch difference is one of tone height or tone chroma
depending on whether the pitch difference was a610% pitch
difference~for cases in which the number of iterations was 1!
or an octave difference~for cases in which the number of
iterations was 8!. In experiment 2 we investigate cases in
which only a tone chroma pitch difference exists between the
IRN stimuli to be discriminated.

III. EXPERIMENT 2

If the delay in an IRN circuit is changed by between
10% and 40%~especially if the delays are between 2 and 8
ms!, the only perceptual change measured for these stimuli is
a pitch chroma change~Yost, 1996a, 1997!. Thus, by asking
listeners to discriminate between two IRN stimuli generated
with different delays, we assume that the only basis for dis-
crimination is pitch. Thus, in experiment 2 listeners were
presented with three stimuli as in experiment 1, except that
the two IRN stimuli were generated with different delays and
the sameg ~rather than the same delay and differentg’s as in
experiment 1!. As in experiment 1, the listeners had to de-

cide whether a flat-spectrum noise was presented or which of
the two IRN stimuli~d54 ms for a high-pitched stimulus or
d56 ms for a low-pitched stimulus! was presented in the
three-alternative, single-interval, forced-choice task.

A. Methods

All stimuli, procedures, and listeners were the same in
experiment 2 as in experiment 1, except that the two IRN
stimuli were generated withg51.0 and 8 iterations. A delay
of 4 ms~250-Hz pitch! was chosen for one IRN stimulus and
6 ms ~166.67-Hz pitch! for the other IRN stimulus.P(C)4,6

and P(C)4/6,noise were computed in the same way that
P(C)1,2 andP(C)1/2,noisewere computed in experiment 1.
That is, P(C)4,6 is the ability to discriminate between the
two IRN stimulus generated with 4 and 6 ms of delay, and
P(C)4/6,noise is the ability to discriminate between an IRN
stimulus~independent of the delay! and flat-spectrum noise.

B. Results and discussion

Figure 9 shows the results for bothP(C)4,6 and
P(C)4/6,noiseas a function of cutoff frequency. Again the data
among the five listeners were similar@the largest difference
in P(C) was 7%#, so the data were collapsed into one
stimulus-response table2 across listeners as in experiment 1.
Essentially the same results were obtained in experiment 2 as
in experiment 1; listeners had difficulty telling the difference
between the two IRN stimuli when the high-pass cutoff was
in the region of 6000 Hz, but they could still tell the IRN
stimuli from flat-spectrum noise. These results appear to re-
inforce the conclusions of experiment 1; the pitch of IRN
stimuli is based on the waveform fine structure, but IRN
stimuli can still be discriminated from flat-spectrum noise
even at the highest frequencies. As in experiment 1, the lis-
teners agreed that the basis of the ability to discriminate the
IRN stimuli from flat-spectrum noise at high frequencies was
not pitch but the perception of the flat-spectrum noise sound-
ing more ‘‘noisy’’ or ‘‘hissy’’ than the IRN stimuli. Again,
the response biases of the individual listeners are consistent
with these reports in that all listeners responded ‘‘noise’’

FIG. 9. Average percent correct discrimination for four bandpass filter con-
ditions and for twoP(C) conditions:P(C)4,6 for discriminating between an
IRN stimulus with 4 ms and one with 6 ms delay~g51.0 andn58 for both
IRN stimuli!, and P(C)4/6,noise for discriminating between the IRN stimuli
and flat-spectrum noise.
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more than they did ‘‘high-pitch’’ and ‘‘low-pitch.’’ There
was also a slight bias for the ‘‘high-pitch’’ response.

In experiments 1 and 2 the spectral and temporal struc-
ture associated with the IRN circuits are present in both the
fine structure and in the envelope~although information may
not always be used from both!. It is possible to generate a
stimulus such thatonly the envelope contains the spectral
ripple and temporal regularity of an IRN stimulus. In experi-
ment 3 we consider stimulus conditions in which the spectral
ripple and temporal regularity are only in the envelope.

IV. EXPERIMENT 3

To produce a stimulus with an envelope, but not the fine
structure, that contains the ripples and temporal regularity of
an IRN stimulus, we bandpass filtered an IRN stimulus and
multiplied it times a wideband noise carrier. The resulting
stimulus has the random spectral fine-structure of the noise
carrier, but an envelope that reflects the spectral ripples and
temporal regularity of the IRN modulator. Thus, using a low-
frequency, bandpass IRN stimulus as a modulator produces a
stimulus with only the envelope containing the rippled spec-
trum and temporal regularity. Figure 10 shows the spectrum
of the ‘‘HWR-LPF envelope’’ and waveform fine structure
for a wideband noise multiplied by a 100- to 1100-Hz
bandpass-filtered IRN stimulus with a 4-ms delay, 8 itera-
tions, andg51.0 org521.0. The same two-pole, low-pass
filter as was used in Fig. 2 was used for the envelopes shown

in Fig. 10. If the IRN multiplier is generated withg51.0,
then the envelope has the spectral and temporal structure of
an IRN stimulus generated withg51.0 ~note the spectral
peaks at 250, 500, and 750 Hz!.4 The envelope of a noise
multiplied with an IRN stimulus withg521.0 will have the
spectral structure and temporal regularity of the IRN stimu-
lus with g521.0 ~note the spectral peaks at 125, 375, 625,
and 875 Hz!.4 Thus, in this case the envelopes differ in their
spectral ripples and temporal regularity as opposed to the
conditions of experiment 1 where the envelopes were iden-
tical. While Fig. 10 shows the result of using the HWR-LPF
operation, the same general outcome occurs if any of the
other envelope extraction operations are applied. That is, no
matter how the envelope is extracted, the spectrum of the
extracted envelope for the stimulus based on multiplying a
noise by an IRN stimulus differs wheng51.0 from when
g521.0. Also, for this stimulus, there are no differences in
the fine structure of the stimuli.

Sheft and Yost~1996! showed that listeners can dis-
criminate a noise modulated with a low-pass IRN stimulus
from an unmodulated noise, but the discrimination is difficult
and the discriminations do not appear to be based on pitch.5

In order to show that these stimuli with only a spectral ripple
or temporal regularity in their envelope are probably not dis-
criminated on the basis of pitch, we modified the three-
alternative, forced-choice, single-interval experiment. The
three basic stimuli used in experiment 1 were used in experi-

FIG. 10. The magnitude spectra for the waveform fine structure~top, Wave,g51.0! and ‘‘HWR-LPF envelope’’~second row, Env.,g51.0! for the condition
in which wideband noise was modulated by a bandpass-filtered IRN stimulus generated with 4 ms delay, 8 iterations, andg51.0. The same two plots are
shown in the third row~Wave,g521.0! and fourth row~Env., g521.0! for the same IRN stimulus except wheng521.0. Note that only the envelope
contains the spectral ripple and that the ripple is different forg51.0 than forg521.0.4
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ment 3; that is, there was either no IRN multiplier~flat-
spectrum noise!, an IRN multiplier withg51.0, or an IRN
multiplier with g521.0. However, from trial to trial the
delay used for the IRN multiplier was randomly varied over
a small range. A wideband IRN stimuli generated with eight
iterations generates a one-octave pitch shift between an IRN
stimulus generated withg51.0 and one generated withg
521.0 ~see Yost, 1996a!. Thus, the small random change in
delay, while producing a noticeable change in pitch, should
not affect the ability to make a pitch discrimination between
an IRN stimulus produced withg51.0 and an IRN stimulus
produced withg521.0 ~see Yostet al., 1978!. Thus, we
measured performance for IRN stimuli in the two conditions.
We compared conditions~Condition 1-No Mod.! like those
in experiment 1 in which both the waveform and envelope
contain the spectral ripple and temporal regularity with con-
ditions ~Condition 2- Mod.! in which only the envelope con-
tains these characteristics.

A. Methods

In the nonmodulated condition~No Mod.!, the same
general procedures as described for experiment 1 were used
to generate IRN stimuli with a mean delay of 4 ms, with 8
iterations, and withg51.0 andg521.0. On a trial by trial
basis the delay for the IRN stimuli was randomly varied over
a 12% range@Yost et al. ~1978! showed that a 12% change
in delay yielded about 100% correct discrimination between
two IRN stimuli generated with different delays#. In the
modulated condition~Mod.!, these IRN stimuli were band-
pass filtered between 100 and 1100 Hz. The 100- to 1100-Hz
filter conditions were used to keep the same low-pass limit
as used in experiments 1 and 2 and to use an upper cutoff
similar to that employed by Sheft and Yost~1996!. The
peak amplitudes of the IRN stimuli were normalized to
one, a dc shift added, and the result multiplied by a noise
stimulus. If the IRN stimulus isI and the noise stimulus isn,
then the resulting stimulus was (11I )n ~see Fig. 10!. The
entire stimulus was then bandpass filtered between 100 and
2100 Hz as in the lowest filtered conditions of experiments
1 and 2. The psychophysical procedure for all experiments
was the same as that used in experiment 1. Five new inex-
perienced listeners~all with normal hearing! were used in
experiment 3.

B. Results and discussion

Figure 11 shows the results for bothP(C)1,2 and
P(C)1/2,noiseas a function of stimulus condition. Given the
similarity among the listeners’ data, the data from all listen-
ers were collapsed into a single stimulus-response table.2 The
No Mod. condition involves IRN stimuli similar to those
used in experiment 1 except that the delay was roved over a
12% range. As can be seen, discrimination for condition 1 is
very similar to that measured in experiment 1. Thus, a 12%
variation in pitch has little affect on the ability to make a
pitch discrimination between IRN stimuli generated withg
51.0 and those generated withg521.0, when the wave-
form fine structure contains the ripple spectrum and temporal
regularity.

The Mod. conditions are the cases in which low-
frequency, bandpass IRN stimuli were used as multipliers for
flat-spectrum noise. These are the conditions in which the
spectral ripples and temporal regularity areonly in the enve-
lope. In condition 2 listeners had difficulty telling a stimulus
generated with an IRN multiplier withg51.0 from one with
g521.0. That is, there is little evidence that they could use
the pitch difference~or any other aspect of the stimuli! to
discriminate between these two stimulus conditions. Listen-
ers could tell a noise with a flat envelope~flat-spectrum
noise! from one with the IRN envelope@P(C)1/2,noise# as
was found by Sheft and Yost~1996!, and this result is con-
sistent with those from experiments 1 and 2, if one assumes
that discriminations at very high frequencies are mediated by
envelope cues. Thus, if the envelope is the only basis for
discriminating IRN stimuli, then pitch discriminations cannot
be made, but listeners do seem able to tell a stimulus with a
ripple spectrum in its envelope from one in which there is no
such spectral structure in the envelope.

In summary, information in the envelope of IRN stimuli
is not sufficient to support the observed pitch discrimina-
tions; the information must be in the fine structure. Envelope
information may, however, be sufficient to support discrimi-
nations of IRN stimuli from flat-spectrum noise.

V. OVERALL DISCUSSION

The discussion of IRN stimuli and their envelopes pre-
sented in the Introduction and summarized in Figs. 3–5 led
to the prediction that if envelopes were based on HWR-LPF
operations with a 1200-Hz low-pass filter, then discrimina-
tions between IRN stimuli generated withg51.0 and those
generated withg521.0 would only be possible for low-
frequency IRN stimuli. And, it might be possible for listeners
to use envelope cues for high-frequency stimuli to discrimi-
nate IRN stimuli~independent of the sign ofg! from flat-
spectrum stimuli. The results of experiments 1 and 2 appear
to confirm these predictions. Thus, the HWR-LPF operation
appears to be an appropriate way to model processing of IRN

FIG. 11. Average percent correct discrimination for four conditions:
P(C)1,2 and P(C)1/2,noise for discriminating between a normal IRN
stimulus generated withg51 and one generated withg521.0 ~No Mod,
Condition 1!, andP(C)1,2 and P(C)1/2,noise for discrimination when the
low-frequency, bandpass-filtered IRN stimulus was used to modulate a
wideband noise~Mod, Condition 2!.
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stimuli. The results of the experiment described in the Ap-
pendix suggest that it is unlikely that the results of experi-
ments 1 and 2 for high-frequency stimuli were based entirely
on listeners’ ability to use low-frequency distortion products
as the basis for their discriminations. The data of experiment
3 further indicate that if a stimulus contains a spectral struc-
ture or temporal regularity only in its envelope, then pitch
discriminations cannot be made, but stimuli with no spectral
structure in the envelope can be discriminated from stimuli
with a spectral structure. Thus, pitch discriminations of IRN
stimuli are dependent on fine-structure information and the
envelope of IRN stimuli may enable listeners to discriminate
IRN stimuli from flat-spectrum stimuli.

These data as presented so far could be explained on the
basis of the spectral~spectral ripple in the power spectrum!
or on the basis of the temporal~temporal regularity as re-
vealed by autocorrelation! aspects of the IRN stimuli, since
autocorrelation is the Fourier transform of the power spec-
trum. However, it might be better to consider the effects of
auditory processing of the stimuli used in many of these
experiments rather than just the input waveforms. For in-
stance, consider the 4000- to 6000-Hz conditions, in which
two IRN stimuli with spectral ripples as dense as every 250
Hz can still be discriminated from each other. Four thousand
Hertz is the 16th harmonic of 250 Hz~the peak spacing for
an IRN stimulus with a 4-ms delay!. Examination of the
auditory spectra~generated as the integrated output of a gam-
matone filter bank; see Patterson, 1994; Pattersonet al.,
1996; Yostet al., 1996! for a 4000- to 6000-Hz bandpassed
IRN stimulus generated withd54 ms, 8 iterations, and for
cases whereg51.0 andg521.0 indicated that there were
no discernable spectral differences between the IRN stimuli
generated withg51.0 andg521.0 ~see a similar analysis in
Pattersonet al., 1996!. Thus, it is highly unlikely that the
spectral ripple~either in the waveform fine structure or in the
envelope! can be spectrally resolved by the auditory system
at these high frequencies, yet IRN stimuli with spectral
ripples in these high-frequency regions can be discriminated
from each other based on pitch. Thus, as we have argued
before ~see Pattersonet al., 1996!, it is unlikely that these
IRN stimuli are processed spectrally.

The data of this study show that, as the delay increased
from 4 to 16 ms~spectral spacing in the rippled spectrum
decreased from 250 to 62.5 Hz!, performance became
poorer. Performance also decreased as the number of itera-
tions ~n! decreased from 8 to 1. Asn increases, the spectral
peaks become narrower, and they are more likely to be re-
solved. Both the loss of performance with increasing delay
and decreasingn are consistent with a spectral argument in
that as the spectral peaks get closer together~i.e., the delay
increases! and more broad~i.e., n decreases!, the spectral
differences would be more difficult to resolve, and thus per-
formance would be predicted to become poorer, as it does. In
the case of the high-pass-filtered conditions of this study we
might argue that none of the spectral peaks are resolved for
any IRN stimulus, so the auditory system could not discern
these changes in these unresolvable spectral peaks. Also
Yost ~1979! and Meddis and Hewitt~1991! have both shown
that the loss of pitch strength with increasing delay is com-

patible with an autocorrelation function explanation of the
pitch of IRN stimuli. Likewise, Yost~1996b, 1997! and
Pattersonet al. ~1996! have shown that the autocorrelation
function can account for the loss of pitch strength with de-
creasing number of iterations.

We argue that the pitch difference between IRN stimuli
generated withg51.0 and those generated withg521.0 is
based on waveform fine structure in frequency regions that
may be as high as 6000 Hz. Frequencies in the region of
6000 Hz are above the region where phase locking is usually
assumed to operate. The auditory system would need to de-
termine the temporal structure of the IRN stimuli based on
the delay~d!, which is on the order of 4–16 ms. That is, the
auditory system does not need to follow short temporal
events associated with the waveform fine structure of the
high-frequency IRN stimuli, but rather much longer-duration
regularities that are found in the IRN stimuli. Nevertheless,
the ability to process even these longer temporal regularities
in these very-high-frequency channels appears inconsistent
with the use of a low-pass filter with a 1200-Hz cutoff as a
model of the loss of phase locking at high frequencies. How-
ever, such a low-pass filter is only down 30 dB at 6000 Hz.
Thus, it is possible that some fine-structure information will
‘‘leak’’ through at these high frequencies. Such fine-structure
information might be made more clear if cross-spectral pro-
cessing is used. Figures 12 and 13 show summary autocor-
relograms for an IRN stimulus withd54 ms, 8 iterations,
g51.0 ~Fig. 12! and 521.0 ~Fig. 13!, and a 6000- to
8000-Hz filter. These summary autocorrelograms were gen-
erated using the same modeling conditions used for Figs.
4–6, including the 1200-Hz low-pass filter to simulate the
loss of phase locking. The summary correlogram is a cross-
spectral processing scheme representing the sum of the au-
tocorrelation functions of the individual channels across the
6000- to 8000-Hz region for each lag. As can be seen there
are differences in the summary autocorrelogram between the
g51.0 andg521.0 conditions that might be the basis for
discriminating these two stimuli. These differences in the

FIG. 12. Summary autocorrelogram based on the same autocorrelograms
conditions that were used for Fig. 4. The summary autocorrelogram for an
IRN stimulus with a delay of 4 ms, 8 iterations, andg51.0. The IRN stimuli
were bandpass filtered from 6000–8000 Hz. A summary autocorrelogram is
generated by summing the correlograms across the high-frequency channels.
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summary autocorrelograms are much smaller for the 8000-
to 1000-Hz conditions. Thus, the long-duration temporal
structure that differentiates conditions wheng51.0 from
those wheng521.0 might still exist in the processed wave-
form fine structure even at high frequencies, if something
like a summary autocorrelogram was used as a way to extract
the information. Clearly a more quantitative model is neces-
sary to test the ability of such summary-autocorrelogram dif-
ferences to account for data like those shown in Figs. 7 and
9. In this paper, we simply want to indicate that such differ-
ences in the summary autocorrelograms do exist.

The work on IRN stimuli suggests that periodicities are
not a necessary and sufficient condition for processing com-
plex pitch, since there are no periodicities in the IRN wave-
form ~see Yostet al., 1996!, yet they have a clear pitch~see
Yost, 1996a!. Our current work suggests that the information
for processing the pitch of IRN stimuli is not in the envelope.
That is, the envelope by itself cannot be used to explain the
discriminations between IRN stimuli generated withg51.0
andg521.0. Thus, models based on either periodicity pro-
cessing and/or pure envelope extraction would not be good
ones for dealing with the pitch of IRN stimuli.1 For instance,
neural channels tuned to periodic envelope fluctuations
would probably have a difficult time extracting the temporal
regularity that appears to be responsible for the pitch of IRN
stimuli. Any model of pitch based on envelope extraction
would have to allow for fine-structure information to be
available in the frequency regions below 6000 Hz.

Several physiological papers have shown that the infor-
mation in the neural spike trains of auditory nerve fibers
~Cariani and Delgutte, 1996a, b! and cochlear nucleus fibers
~Shofner, 1991, 1998! can be analyzed with autocorrelation
processes and these analyses reveal temporal regularities that
are consistent with the psychophysically measured attributes
of complex pitch. Of relevance to the arguments of this pa-
per, Shofner~1991, 1998! has also argued that it is likely that
the pitch of IRN stimuli is based on waveform fine structure

since only neural units that phase lock to the waveform fine
structure exhibit response properties consistent with process-
ing the temporal structure of IRN stimuli. Fibers thought to
be primarily sensitive to the envelope~e.g., chopper cells in
the cochlear nucleus! are not very sensitive to the temporal
structure of IRN stimuli as revealed by autocorrelationlike
processing~Shofner, 1991, 1998!. Thus, there are physi-
ological data that support our contention that pitch discrimi-
nations for IRN stimuli are based on waveform fine struc-
ture.

We are unsure of the exact reason why listeners can
discriminate IRN stimuli from flat-spectrum noise for the
very-high-frequency conditions. It could be that the temporal
regularities that are in the envelope of the IRN stimuli make
it less ‘‘noisy’’ than the flat-spectrum noise stimulus whose
envelope contains more random~irregular! intervals. If so,
then it is the difference in the proportion of regular to irregu-
lar intervals in the envelope that accounts for the difference
in perception of these two stimuli~i.e., noise with only ir-
regular intervals is perceived as more ‘‘hissy’’ or ‘‘noisy’’
than IRN stimuli with more regular intervals in the enve-
lope!. It could also be that there is still a weak form of
fine-structure temporal regularity that persists at high fre-
quencies~see Figs. 12 and 13! that yields a discriminable
difference between IRN and non-IRN stimuli, but this regu-
larity is not strong enough to allow for a differentiation be-
tween IRN stimuli. However, even when the waveform’s
fine structure contains no spectral structure or temporal regu-
larity and the envelope does~the stimulus conditions of ex-
periment 3!, listeners can discriminate a stimulus with an
envelope spectral structure from without such a structure.
This suggests that such discriminations are based on enve-
lope cues only. We are not sure how these differences at high
frequencies in the regularity of the intervals in the envelope
and/or waveform fine structure are determined or how cues
that are only in the envelope are determined.

Although autocorrelation or autocorrelograms appear to
be good ways to process IRN stimuli to provide predictions
for the pitch and pitch strength of IRN stimuli, autocorrela-
tion is probably not the only mechanism that could be used.
Yost et al. ~1996! suggested that the interval histogram~first-
order intervals! might be sufficient to reveal the temporal
structure of IRN stimuli. Pattersonet al. ~1995! have pro-
posed a mechanism, strobed temporal integration, that is like
autocorrelation but is not true autocorrelation. In some infor-
mal testing it appears as if strobed temporal integration could
also account for the pitch and pitch strength of IRN stimuli
in a manner similar to that provided by autocorrelation. Ob-
viously, experiments need to be designed to determine if one
form or another of temporal analysis offers the best explana-
tion of the pitch and pitch strength of IRN stimuli. However,
no matter what the actual process is that might extract the
temporal regularity in IRN stimuli, we believe this study
along with several others~Yost et al., 1996; Pattersonet al.,
1996; Yost, 1996b, 1997! supports the contention that it is
the temporal property of the waveform fine structure of IRN
stimuli that provides the most parsimonious explanation for
the pitch and pitch strength of IRN stimuli.

FIG. 13. The summary autocorrelogram for the same conditions used in Fig.
12, but for an IRN stimulus with a delay of 4 ms, 8 iterations, andg
521.0. Note the double peak for the case whereg521.0 at lag of 4 and
12 ms, indicating that some of the waveform fine structure of the IRN
stimulus is still present in this summary correlogram for these high-pass
conditions.
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APPENDIX: MASKING POSSIBLE DISTORTION
PRODUCTS

An experiment with three listeners was undertaken to
determine the extent to which performance in experiment 1
might be based on nonlinear distortions providing useable
cues in low-frequency regions. The goal of this experiment
was to determine the amount of noise that leads to a thresh-
old difference in discriminating an IRN stimulus withg
51.0 from one withg521.0 and in discriminating an IRN
from a flat-spectrum noise stimulus. The IRN and flat-
spectrum noise stimuli were bandpass filtered between 4000
and 6000 Hz and two masking noises were used: a 2000-Hz
low-pass noise and a noise occupying the same spectral re-
gion of the IRN stimuli~i.e., from 4000–6000 Hz!. The IRN
stimuli were generated withd54 ms, andn58 iterations.
All filters were fourth-order Butterworth filters. The IRN and
flat-spectrum noise stimuli were presented at an overall level
of 70 dB SPL. The level of the masking noise was adaptively
varied. All of the other stimulus conditions, with the excep-
tion that there was no overall level rove, were the same as in
experiment 1. The 2000-Hz low-pass noise was used because
it would mask the low-frequency region where distortion
products might exist and it would reduce the effects of the
upward spread of masking, since it is an octave away from
the IRN stimuli to be discriminated. The masking noise with
energy in the same spectral region as the stimuli to be dis-
criminated was chosen to estimate the amount of noise that
would disrupt IRN processing due to a direct interaction of
the masker and the IRN stimuli within the frequency band of
the IRN stimulus. Since thresholds were to be determined in
an adaptive psychophysical task, we chose the 4000- to
6000-Hz condition withd54 ms andn58 iterations since
the listeners in experiment 1 could make discriminations at a
P(C)1,2 of 100%. Performance for higher filter cutoffs was
poorer, making it difficult to use these conditions in an adap-
tive task. In selecting five new, inexperienced listeners for
these experiments only three could make these discrimina-
tions at aP(C) of 100%, so only these three listeners were
used. One of the listeners who had trouble with the discrimi-
nation performed between 70%–80% and the other between
80%–90%.

An adaptive, AA, AB, BB, BA same–different task
~sometimes referred to as a roving-standard, same–different
task! was used. In one set of conditions the A stimulus was
IRN stimulus withg51.0 and the masking noise and the B
stimulus was the other IRN stimulus withg521.0 and the
masking noise. In the other set of conditions the B stimulus
was the 4000- to 6000-Hz, flat-spectrum stimulus plus the
masking noise. The listener indicated whether the stimuli
were the same or different in a 2-down, 1-up adaptive pro-

cedure with 2-dB step sizes. Thresholds were based on the
average of three 50-trial blocks in which there were at least
six reversals for each of the three threshold estimates.

The masker levels at threshold for discriminating be-
tween an IRN stimulus withg51.0 and one withg521.0
when the masker was low-pass filtered at 2000 Hz were 58.7,
55.5, and 53.4 dB SPL; when the masker was filtered be-
tween 4000 and 6000 Hz the thresholds were 44.8, 41.7, and
40.7 dB SPL. The threshold masker levels for discriminating
between an IRN stimulus and the flat-spectrum noise when
the masker was low-pass filtered at 2000 Hz were 71.5, 74.2,
and 72.6 dB SPL; and when the masker was filtered between
4000 and 6000 Hz the thresholds were 57.2, 55.6, and 50.9
dB SPL. Recalling that the level of the stimuli to be discrimi-
nated was 70 dB SPL, these results suggest that listeners are
able to make the discriminations for high levels of masking
noise. Thus, it is unlikely that for high-frequency IRN
stimuli the ability to discriminate between two IRN stimuli
or between an IRN stimulus and a flat-noise stimulus is due
entirely to low-frequency distortion products. Further, given
the magnitude of the thresholds when the masker and stimuli
to be discriminated shared the same spectral region, it is
possible that the difficulty in making the discriminations
when the masker was low-pass filtered was due to upward
spread of masking.

1As the discussion on envelopes makes clear, one has to be careful in using
the term envelope. For the purposes of this paper, envelope will generally
refer to the HWR-LPF operation and the envelope is extracted in frequency
regions above the cutoff of the LPF. We believe this is consistent with the
use of envelope in many auditory examples. However, we clearly recognize
that other forms of envelope might exist or be proposed to exist in the
auditory system. A point of this paper is that if such envelope mechanisms
are like those of FWR, squaring, or the Hilbert transform, then they would
have difficulty accounting for the IRN discrimination data obtained in this
paper. We would further argue that such mechanisms would be poor can-
didates for explanations of pitch processing.

2Collapsing all data into a single stimulus-response table makes it difficult to
calculate a measure of variability. As will be indicated for most experi-
ments, the across-listener variability was very small as was the within-
listener variability. The within-listener standard deviations ranged from
0.29% to 9% in experiment 1, 0.18% to 12.3% in experiment 2, and 0.64%
to 14.8% in experiment 3. The maximum across-listener standard deviation
was 3.6% in experiment 1, 3.8% in experiment 2, and 4.2% in experiment
3. Another way to indicate variability is to calculate the expected Bernoulli
variance based on the 1250 trials~250 trials for each of 5 listeners! used in
each of the three experiment stimulus-response tables. This Bernoulli vari-
ance (A $@P(C)* (12P(C))#/1250%) ranges from 1.4% atP(C)550% to
0.6% atP(C)595%.

3During the review of the paper, one reviewer suggested that we needed to
rule out the possibility that listeners were using low-frequency distortion
products for the high-pass conditions. Even though the pitch of complex
stimuli does not depend on such distortion, the discriminations of this ex-
periment could be based on low-frequency distortion. Thus, this was an
excellent suggestion, and providing such evidence is crucial for our some
of our arguments. We, therefore, performed the experiments described in
the Appendix. While we did not redo all of the experiments with a low-pass
noise, we feel that the results of the experiments described in the Appendix
indicate that listeners are not using such distortion products as the only
basis for making the discriminations described in experiment 1 and the rest
of this paper.

4The envelope spectral differences shown in Fig. 10 result in autocorrelation
functions like those shown in Fig. 3 for the IRN waveform. That is, the
autocorrelation function for the envelope when the IRN multiplier was
generated withg51.0 has all positive peaks at a lag of 4 ms and its integer
multiples ~e.g., 8, 12, 16, 20, 24, 28, and 32 ms!. The autocorrelation
function for the envelope when the IRN multiplier was generated withg
521.0 has negative peaks at a lag of 4 ms and its odd integer multiples
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~e.g., 12, 20, and 28 ms! and positive peaks at a lag of 8 ms and its even
integer multiples~e.g., 16, 24, and 32 ms!.

5Sheft and Yost~1996! used IRN stimuli to modulate noise and determined
the discriminability of such modulated stimuli from flat-spectrum noise
stimuli. They showed that listeners could discriminate between the two
with d’s of between 1.5 and 2 when the IRN multiplier was generated with
a short delay~d! and multiple iterations, and was low-pass filtered with
cutoffs of between 500 and 1000 Hz. Performance was much poorer for
other IRN multipliers.
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Cyclic repetitions of temporally structured sequences of sound bursts and gaps are perceived as
rhythmic patterns. Some are perceptually unambiguous—the pattern organization is unique; others
are perceptually ambiguous—the organization changes. Previous research suggests that the pattern
of neuronal adaptation and recovery from adaptation associated with these stimuli determines how
listeners perceptually organize the sequences. It follows that variations in the intensity of specific
sound elements, which should produce specific changes in the underlying patterns of neuronal
activation, should produce predictable changes in the perceptual organization of the sequences. The
present study tested this hypothesis by observing the perceptual responses of listeners while varying
the intensity of critical elements of unambiguous and ambiguous sequences. The results support the
hypothesis in that an unambiguous sequence was made ambiguous and an ambiguous sequence was
made less ambiguous. However, the unambiguous sequence did not completely reverse its
perceptual organization, nor did the ambiguous sequence become completely unambiguous. The
outcome is discussed focusing on the range of intensity increments tested, the type of stimuli used,
and the possibility that neurosensory factors may interact with other organizing factors in
determining the perceptual organization of rhythmic auditory sequences. ©1998 Acoustical
Society of America.@S0001-4966~98!01210-7#

PACS numbers: 43.66.Lj, 43.66.Mk@RHD#

INTRODUCTION

In the past decade there has been a concerted effort to
understand complex sound perception in humans~e.g., Breg-
man, 1990; Handel, 1993!. Included in this effort have been
studies exploring the heuristic rules that lead to the organi-
zation of sounds into perceptual patterns. Within the broad
area of auditory pattern perception, investigators have at-
tempted to delineate organizational principles that are con-
strained by the temporal or rhythmic properties of stimuli
~e.g., Essens, 1986, 1995; Essens and Povel, 1985; Handel,
1973, 1974; Handel and Oskinsky, 1981; Longuet-Higgins
and Lee, 1982; Povel, 1981, 1984; Povel and Essens, 1985;
Royer and Robin, 1986!. A clear depiction of the temporal
parameters that drive auditory pattern perception has an im-
pact on the understanding of normal and impaired processing
of both speech and music~e.g., Bregman, 1990; Deutsch,
1980, 1981; Efron, 1963; Gfelleret al., 1997; Longuet-
Higgins and Lee, 1984; Martin, 1972; Massaro, 1975; Pisoni
and Swausch, 1975; Povel and Essens, 1985; Robinet al.,
1990b!.

One set of auditory stimuli that has received close scru-
tiny involves the repetition of sequences of sounds over
regular temporal intervals. When cyclic repetitions of sound
sequences are presented to listeners with normal hearing
abilities, they can identify rhythmic patterns in which a given
sequence has a beginning point and an ending point, even
though the sounds repeat continuously and there is no unique
beginning or ending based on the physical structure of the
stimuli ~e.g., Garner and Gottwald, 1968; Handel, 1973,
1974; Royer and Garner, 1966, 1970; Royer and Robin,

1986!. The perceived organization depends, among other
things, on the temporal structure of the sequence, which in-
cludes the sounds and silent intervals~gaps! between the
sounds that make up the sequence. The type of processing
underlying the perception of rhythmic patterns depends on
the rate of presentation of the sequence. With presentation
rates of less than two sounds per second, pattern perception
depends on an active learning process. The perceived begin-
ning of the pattern is strongly influenced by the first sound
element of the sequence that is presented. With faster pre-
sentation rates, pattern perception is holistic and automatic.
The perceived beginning of the pattern is determined by the
structure of the elements comprising the sequence, indepen-
dent of the physical starting point~Garner and Gottwald,
1968!. With very fast presentation rates, pattern perception
breaks down and unitization occurs; the perception is of a
repeating packet of sounds that includes the entire sequence.
Although individual sounds can still be heard, the temporal
structure of the sequence—the pattern—cannot be identified.
With extremely fast presentation rates, only a continuous
sound—an ‘‘auditory texture’’—is heard~Royer and Robin,
1986!. The present study focused on the condition in which
the presentation rates produced an automatic, integrated per-
ception of a repetitive rhythmic pattern.

An extensive literature has been devoted to studying the
perceptual organization of rhythmic auditory patterns~see
Robin et al., 1987, for a review!. In brief, given an auditory
sequence in which a sound element is represented by an
‘‘X’’ ~a sound burst of some duration followed by a silent
interval of the same duration! and a gap is represented by a
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‘‘–’’ ~a silent interval of the same duration as X!, one can
define perceptually unambiguous and perceptually ambigu-
ous patterns that emerge based on the temporal structure of
the stimuli. Two of the organizing principles that have been
proposed to guide the perception of rhythmic auditory pat-
terns are therun and gap principles~Garner, 1974; Garner
and Gottwald, 1968; Preusseret al., 1970!. The run principle
states that the longest run of sound elements will mark the
perceived beginning of an auditory pattern, and the gap prin-
ciple states that the longest gap will mark the perceived end-
ing. Sequences in which runs and gaps predict the same or-
ganization are perceptually unambiguous; the rhythmic
pattern has a unique perceptual organization. Sequences in
which runs and gaps temporally conflict are perceptually am-
biguous; the rhythmic pattern has multiple perceptual
organizations. For example, the sequence
XI XX–X––– is unambiguous because the longest run and
the longest gap are in accord and predict the same beginning
~underlined! and ending of the pattern. When listeners are
given the opportunity to describe their perceptions by tap-
ping the pattern, or by written or vocal description, they
almost always report hearing the pattern as beginning with
the first sound element of the longest run, even though there
are multiple possible starting points~e.g., Garner and Got-
twald, 1968; Preusseret al., 1970; Royer and Garner, 1966!.
In contrast, the sequence XI X–XI –XI X– is ambiguous be-
cause there are two runs of equal length and three gaps of
equal duration. Listeners describe the pattern as beginning
with one of three sound elements~underlined!, even though
other organizations are possible. Ambiguous auditory pat-
terns can change organization both during and between pre-
sentations, much like the visual Necker cube.

In an attempt to provide a neurophysiologic explanation
of the run and gap principles, Robinet al. ~1990a! reasoned
that neuronal adaptation and recovery from adaptation might
underlie the perceived rhythmic organization. They argued
that because adaptation results in changes in the response of
a neuron following repeated stimulation, the run and gap
principles emerged as a result of the repetitive, cyclic nature
of the auditory stimulus. They further argued that because
the spacing among elements in the stimulus varied, the de-
gree of adaptation would vary as well. Specifically, they hy-
pothesized that the first element of a run receives psychologi-
cal stress because it is associated with the greatest neuronal
response~i.e., with the least adaptation!. Moreover, the ele-
ment after the longest gap also receives psychological stress
because the greatest recovery from adaptation occurs during
the longest pause in stimulation. Listeners appear to mark the
beginning of patterns where psychological stress is greatest,
that is, at the start of the longest run or following the longest
gap. When there is a uniquely longest run preceded by a
longest gap, one element in the sequence receives the great-
est stress, and the emergent rhythmic organization is unam-
biguous. When there are multiple runs or gaps of equal
length, or when the runs and gaps temporally conflict, there
may be stress placed on more than one element of the se-
quence and the emergent rhythmic organization is ambigu-
ous.

To provide support for this hypothesis, Robinet al.

~1990a! examined adaptation in the eighth nerve, brain stem,
and auditory cortex of cats. They used an unambiguous
~XXX–X–––! and an ambiguous~XX–X–XX– ! sequence.
For the unambiguous sequence, it was predicted that the am-
plitude of the neuronal response would be greatest for the
first sound element of the longest run~XXX !, and that re-
sponses to each of the successive two elements would be
progressively reduced in amplitude due to adaptation. There
would then be a brief but incomplete recovery of the neu-
ronal response amplitude following the first gap~–!, and a
greater degree of recovery following the longest gap~–––!.
The results supported this prediction as can be seen in the
upper plot of Fig. 1, which depicts the pattern of neuronal
responses reported by Robinet al. for the unambiguous se-
quence. The prediction for the ambiguous sequence was that
the amplitude of the neuronal response would be equal for
the first sound element of each of the two-element runs
~XX !, but higher than that for each of the immediately suc-
cessive sound elements. The neuronal response amplitude
associated with the single sound element~X! was predicted
to be relatively high as well because there should be some
recovery from adaptation after the pause~–!. Overall, the
pattern of neuronal response amplitude across the five sound
elements of the ambiguous sequence was predicted to reflect
the three possible perceptual organizations reported by hu-
man listeners. As before, the results supported this prediction
as can be seen in the lower plot of Fig. 1, which depicts the
pattern of neuronal responses reported by Robinet al. for the
ambiguous sequence. It should also be noted that although
there were differences in the absolute magnitude of the neu-
ronal responses across the three recording sites~eighth nerve,
brain stem, and auditory cortex!, the patterns of neuronal

FIG. 1. Schematic representation of the normalized neuronal amplitude data
reported by Robinet al. ~1990a!. The top graph represents data from the
unambiguous sequence~XXX–X–––!, and the bottom graph represents
data from the ambiguous sequence~XX–X–XX– !.
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response amplitude were found to be the same regardless of
the recording site.

If Robin et al.’s hypothesis is strictly true~i.e., it repre-
sents a strong form of the prediction!, then a logical exten-
sion of it is that changes in the intensity of the sound ele-
ments within the cyclic patterns should result in predictable
changes in listeners’ perceptions. Changes in signal intensity
will have a direct effect on the amplitude of the neuronal
response. That is, increases in the intensity of specific sound
elements will lead to a greater neuronal response amplitude
for those elements. Thus if the strong form of Robinet al.’s
hypothesis is true, changing the intensity of a given sound
element in an unambiguous sequence should result in mak-
ing the emergent pattern perceptually ambiguous. Moreover,
if the intensity is sufficiently increased, it should be possible
to systematically move from an unambiguous to an ambigu-
ous pattern and, with further increases in intensity, to an
unambiguous but new organization. Likewise, altering the
intensity of a specific sound element of an ambiguous se-
quence should result in a perceptually unambiguous organi-
zation.

The purpose of the present study was to test these hy-
potheses. This was accomplished by varying the intensity of
the fourth sound element of the unambiguous sequence
~XI XX–X–––! and the intensity of the first, third, and fourth
sound elements of the ambiguous sequence~XI X–XI –XI X–!
and observing the perceptual responses of human listeners to
cyclic repetitions of the altered stimuli. It was predicted that
the unambiguous sequence, which is typically organized as
XXX–X–––, would become perceptually ambiguous under
certain intensity manipulations, and under the greatest in-
crease in intensity it would reorganize as X–––XXX–, a
new unambiguous pattern. It was also predicted that the am-
biguous sequence, which is equally often organized as XX–
X–XX–, X–XX–XX–, or XX–XX–X–, would become
perceptually unambiguous under the greatest increase in in-
tensity. It was expected that the particular perceptual reorga-
nization of the ambiguous sequence would depend on the
element being manipulated. When the intensity of the first
sound element was increased, the pattern XX–X–XX–
should predominate; when the intensity of the third sound
element was increased, the pattern X–XX–XX– should pre-
dominate; when the intensity of the fourth sound element
was increased, the pattern XX–XX–X– should predominate.

I. EXPERIMENT 1

A. Hypothesis

This experiment tested the hypothesis that variations in
the intensity of the fourth sound element of the unambiguous
sequence~XXX–X–––! would produce changes in the per-
ceptual organization of the auditory pattern. The perceptual
responses of human listeners were recorded in five intensity
conditions. In the baseline condition, each sound element
had the same intensity. This condition was similar to that of
previous experiments~e.g., Garner and Gottwald, 1968;
Preusseret al., 1970; Royer and Garner, 1966; Royer and
Robin, 1986!, so it was expected that listeners would report
hearing the conventional unambiguous pattern~XXX–

X–––! on most of the trials. There were three conditions in
which the intensity was greater than baseline. It was
expected that as intensity increased, listeners would
report hearing the conventional pattern on fewer trials and
would report hearing the alternate organization
~X–––XXX–! with increasing frequency. In the final condi-
tion, the fourth sound element was of a lower intensity than
baseline. This condition was included to examine the possi-
bility that changes in the frequency of hearing the alternate
organization may be due simply to the presence of an altered
sound element within the sequence, rather than to the direct
effects of increased intensity on the magnitude of the neu-
ronal response. If this possibility is correct, then the fre-
quency of hearing the alternate pattern organization should
increase under the condition of decreased intensity as well as
under the condition~s! of increased intensity. On the other
hand, if increased amplitude of neuronal response is the de-
termining factor underlying changes in the perceived pattern
organization, then the frequency of hearing the conventional
pattern organization should not differ between the condition
in which signal intensity of the fourth sound element was
decreased and the baseline condition.

B. Method

1. Participants

Ten individuals from the University of Iowa community
~seven females, three males! between the ages of 20 to 39
~mean age525.6 years! volunteered to participate. All were
naive regarding the aims of the study. Each participant was
found to have hearing abilities within normal limits as deter-
mined by a pure-tone audiometric screening test. Participants
were screened at each octave from 125 Hz to 8000 Hz at a
constant intensity level of 20 dB. Each participant received
monetary compensation. All of the participants in this study
were treated in accordance with the guidelines established by
the American Psychological Association~1992!.

2. Stimuli and apparatus

The auditory stimulus consisted of 15 repetitions of an
8-element sequence. The sequence was composed of four
computer-generated pulses of a 250-Hz tone and four gaps in
which there was no tone. Each sound element had an on-
duration and an off-duration of 44 ms; each gap was 88 ms.
The temporal parameters of a single sequence are shown in
Fig. 2. The digital output of the computer was converted to
an analog voltage that was low-pass filtered, amplified, and
used to drive an audio speaker. The intensity of the fourth
sound element of the sequence was varied in five intensity
conditions~see Fig. 2!. In the baseline condition, each sound
element had an intensity of 74 dB. Three of the conditions
involved increases in the intensity of the fourth sound ele-
ment of 3, 6, and 9 dB from the baseline intensity. The
remaining condition involved a decrease in intensity of 9 dB
from baseline. Thus while the intensity of the first, second,
and third sound elements was always 74 dB, the intensity of
the fourth sound element could be 65, 74, 77, 80, or 83 dB.
Sound intensity was measured by placing a sound-level
meter at the approximate position of the listener’s head.
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Testing was conducted in a dark, sound-treated booth.
During testing, the participants were required to stay posi-
tioned in a chin rest to ensure that a consistent distance was
maintained from the audio speaker located in the testing
booth. A trial started with a visual ready message presented
for 700 ms on a computer monitor visible through a plexi-
glass window in the testing booth. After a 300-ms delay, the
auditory stimulus was presented, and then a visual response
screen appeared on the monitor which displayed two pat-
terns, XXX–X––– and X–––XXX–, one on the left and
one on the right. The position of the patterns on the response
screen~left, right! varied and was counterbalanced over each
of the intensity conditions. The response screen remained
visible until a response was made. A response box with three
response keys was situated in front of the participant. Re-
sponses were made by pressing either the left or right key to
indicate which pattern best characterized the perceptual pat-
tern of the sequence during the trial. There was an inter-trial-
interval of 2 s.

3. Procedures

Each participant was tested in one session that lasted
about 1.25 h. The participant was first led through a demon-
stration block of three trials of the baseline intensity condi-
tion to become familiar with the experimental setup. This
block could be repeated at the participant’s request. It was
followed by a 20-trial practice block consisting of 4 trials of
each of the 5 intensity conditions. This block could be re-
peated once if the participant requested it. Finally, there was
one 150-trial experimental block consisting of 30 trials of
each intensity condition. There was a 2-min rest interval af-
ter trials 50, 90, and 120. This block was not repeated. For
both practice and experimental blocks, the order of the inten-
sity conditions was random, and for each trial, the starting
element of the eight-element sequence was selected ran-
domly.

C. Results and discussion

For each intensity condition, the proportion of trials in
which the conventional unambiguous pattern~XXX–X–––!
was reported was calculated for each participant. The means

are presented in Fig. 3. A logarithmic transformation of the
proportion scores was calculated~Kirk, 1982! after adding a
constant of 1/60~1 divided by twice the number of trials of
each intensity condition!. The constant was added to elimi-
nate empty cells which could have occurred in cases in
which the participant did not report perceiving the conven-
tional unambiguous pattern. The log-transformed values
were analyzed by a one-way repeated-measures analysis of
variance~ANOVA !. The main effect of intensity was signifi-
cant@F(4,36)57.96,p,0.001#. A Tukey pairwise compari-
son ~a50.05! of the mean log scores indicated that perfor-
mance in the 83-dB intensity condition was significantly
different from performance in the 65-, 74-, and 77-dB levels.
No other pairwise comparisons were significant.

The results generally support the predictions. In the
baseline condition the conventional pattern was reported on
the majority of trials—84%~see Fig. 3!. This outcome was
expected and replicates the results of previous studies~e.g.,
Garner and Gottwald, 1968; Preusseret al., 1970; Royer and
Garner, 1966; Royer and Robin, 1986!. When the intensity
of the fourth sound element was increased by 3 dB, the con-
ventional pattern was reported on 82% of the trials—about
the same as in the baseline condition. With further increases
of 6 and 9 dB from baseline, the conventional pattern was
reported less frequently—64% and 51%, respectively. The
change in the perceived pattern organization from baseline
was significant in the condition with the greatest~9 dB! in-
tensity increment. This outcome supports the hypothesis that
increasing the intensity of the fourth sound element of the
unambiguous sequence would reduce the frequency of per-
ceiving the conventional unambiguous pattern and, con-
versely, increase the frequency of perceiving the alternate
pattern organization.

When the intensity of the fourth sound element was de-
creased by 9 dB, the conventional pattern was reported on
87% of the trials—about the same as in the baseline condi-
tion. This finding rules against the possibility that increases
in the frequency of hearing the alternate pattern organization
were due to an alteration in the intensity of the fourth sound
element per se. Rather, the changes appear to be specific to
increments in intensity.

FIG. 2. Temporal structure of the unambiguous sequence~XXX–X–––!
used in experiment 1. Each sound element consisted of a 250-Hz tone. The
intensity of the first, second, and third sound elements was 74 dB. The
intensity of the fourth sound element could be 65, 74, 77, 80, or 83 dB.

FIG. 3. Mean proportion of trials in which the standard unambiguous pat-
tern ~XXX–X–––! was reported as a function of the intensity of the fourth
sound element. Data are from experiment 1. Bars561 SEM.
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II. EXPERIMENT 2

A. Hypothesis

The results of experiment 1 provide some support for
Robin et al.’s ~1990a! hypothesis. However, the hypothesis
predicts that with a sufficient intensity increment of the
fourth sound element, the emergent pattern should perceptu-
ally reorganize to a new unambiguous pattern beginning with
the altered element~X–––XXX–!. This outcome was not
obtained, but it may be that the intensity increment was not
sufficient to produce the expected reorganization. The pur-
pose of this experiment was to test the hypothesis that an
intensity increment of greater than 9 dB would produce a
perceptual reorganization of the unambiguous pattern into a
new unambiguous pattern beginning with the altered sound
element.

B. Method

1. Participants

Ten individuals from the University of Iowa community
~nine females, one male! between the ages of 21 to 34~mean
age523.9 years! volunteered. They were naive regarding the
aims of the study. Each participant passed a pure tone audio-
metric screening test as in experiment 1. Each participant
received monetary compensation.

2. Stimuli and apparatus

The stimuli and apparatus were identical to those used in
experiment 1 with the exception of the intensity conditions.
The intensity of the fourth sound element of the sequence
~see Fig. 2! was varied in three, rather than five, conditions.
In the baseline condition, each sound element was 65 dB
rather than 74 dB. The other two conditions involved incre-
ments of 9 and 18 dB above baseline to 74 and 83 dB,
respectively.

3. Procedures

For each participant, testing was conducted during one
session that lasted about 50 min. The testing procedures were
identical to those in experiment 1 with the following excep-
tions. Each practice block consisted of 24 trials, rather than
20, and there were 8 trials of each of the 3 intensity condi-
tions. The experimental block consisted of 90 trials, rather
than 150, with 30 trials of each intensity condition. There
was only one 2-min rest interval which occurred after trial
50.

C. Results and discussion

For each intensity condition, the proportion of trials in
which the conventional unambiguous pattern was reported
was calculated for each individual. The means are presented
in Fig. 4. A constant of 1/60 was added to the proportion
scores, and the log-transformed values were analyzed by a
one-way repeated-measures ANOVA. The main effect of in-
tensity was significant@F(2,18)55.46, p,0.02#. A Tukey
pairwise comparison~a50.05! of the mean log scores indi-

cated that performance in the 83-dB condition was signifi-
cantly different from that in the baseline condition. No other
pairwise comparisons were significant.

These results replicate those of experiment 1. In the
baseline condition the conventional pattern was reported on
90% of the trials~see Fig. 4!. When the intensity of the
fourth sound element was increased by 9 and 18 dB, the
conventional unambiguous pattern was reported less
frequently—65% and 50%, respectively. The change in per-
formance from baseline was significant with the greatest~18
dB! intensity increment. However, the results do not support
the hypothesis that an intensity increment greater than 9 dB
would produce a perceptual reorganization of the auditory
sequence to a new unambiguous pattern beginning with the
altered sound element. Although the intensity increment was
increased by 9 dB in this experiment compared to experi-
ment 1, the same outcome was obtained.

III. EXPERIMENT 3

A. Hypothesis

This experiment tested the hypothesis that variations in
the intensity of the first, third, or fourth sound element of the
ambiguous sequence~XX–X–XX– ! would produce changes
in the perceptual organization of the auditory pattern. The
perceptual responses of listeners were recorded in five inten-
sity conditions for each of the three sound-element manipu-
lations. In the baseline condition, each of the sound elements
had the same intensity. This condition was similar to previ-
ous studies~e.g., Garner and Gottwald, 1968; Preusseret al.,
1970; Royer and Garner, 1966; Royer and Robin, 1986!,
so it was expected that listeners would report hearing each
of the three different patterns ~pattern 1:
XX–X–XX–; pattern 2: X–XX–XX–; pattern 3: XX–XX–
X–! with about equal frequency. There were three conditions
in which the intensity of the manipulated sound element was
greater than baseline. It was expected that as intensity in-
creased, listeners would report hearing the pattern as begin-
ning with the manipulated sound element more often than in
the baseline condition, and they would report hearing the two

FIG. 4. Mean proportion of trials in which the standard unambiguous pat-
tern ~XXX–X–––! was reported as a function of the intensity of the fourth
sound element. Data are from experiment 2. Bars561 SEM.
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alternate organizations less often. There was also a condition
in which the intensity of the manipulated sound element was
less than baseline, as in experiment 1.

B. Method

1. Participants

Eighteen individuals from the University of Iowa com-
munity ~nine females, nine males! between the ages of 16 to
33 ~mean age520.2 years! volunteered. They were all naive
regarding the aims of the study. Each individual was
screened for hearing impairments using a pure-tone audio-
metric screening test as in experiment 1. Each participant
received monetary compensation.

2. Stimuli and apparatus

The auditory stimulus consisted of 15 repetitions of an
8-element sequence that was composed of 5 computer-
generated pulses of a 250-Hz tone and 3 gaps. The on-
duration and the off-duration of each sound element was 56
ms, and each gap was 112 ms. The temporal parameters of a
single sequence are shown in Fig. 5. There were three sound-
element manipulation conditions corresponding to manipu-
lating the intensity of the first, the third, or the fourth sound
element. For each of these conditions, the intensity of the
manipulated element was varied in five conditions~see Fig.
5!. These were the same as in experiment 1—65, 74, 77, 80,
and 83 dB.

Testing was conducted in the same manner as before,
and the structure of a trial was the same with the following
exception. The response screen displayed the three patterns,
XX–X–XX–, X–XX–XX–, and XX–XX–X–, one in the
upper left, one in the center, and one in the lower right of the
video monitor. Each of the three positions on the response
screen corresponded to one of the three response keys on the
response box. The participants responded by pressing the key
that matched the position of the pattern that best character-
ized the perceptual pattern of the sequence during the trial.

3. Procedures

All of the participants were tested in each of the experi-
mental conditions. Testing was conducted in three separate
sessions that took place on three days within a 1- to 2-week
period. Each testing session lasted about 1.25 h. The sound-
element manipulation condition was blocked by session. At
the start of the experiment, the participant was led through a
demonstration block of three trials of the baseline intensity
condition. This block could be repeated if the participant
requested it. For each testing session, there was a 30-trial
practice block composed of 6 trials of each of the 5 intensi-
ties. This block was not repeated. It was followed by one
experimental block of 150 trials—30 trials of each intensity.
There was a 2-min rest interval after trials 50, 90, and 120.
The session order~i.e., the presentation order of the sound-
element manipulation conditions! was counterbalanced
across the 18 participants. Within each block, the presenta-
tion order of the five intensity conditions was randomized,
and the starting element of the eight-element sequence was
selected at random on each trial.

C. Results and discussion

The three sound-element manipulation conditions were
analyzed separately. For the five levels of stimulus intensity,
the proportion of trials in which pattern 1~XX–X–XX– !,
pattern 2~X–XX–XX– !, and pattern 3~XX–XX–X– ! were
reported was calculated for each participant. The means are
presented in Figs. 6, 7, and 8 for the sound-element 1, 3, and
4 manipulations, respectively. A constant of 1/60 was added
to each proportion score, and the logarithms of these values
were calculated. To examine the effects of the intensity ma-
nipulation on the participants’ responses across the different
patterns, three planned contrasts were conducted for each
sound-element manipulation condition. Separate contrasts
were used because the frequency of responding to the three
different patterns was not independent for a given intensity
condition. Differences between the log-transformed propor-
tions were calculated and used in the analyses. Using differ-

FIG. 5. Temporal structure of the ambiguous sequence~XX–X–XX– ! used
in experiment 3. Each sound element consisted of a 250-Hz tone. Depicted
in the figure is the sound-element 3 manipulation. In this condition, the
intensity of the third sound element could be 65, 74, 77, 80, or 83 dB. The
other four sound elements had an intensity of 74 dB. For the sound-element
1 manipulation~not shown!, the structure of the sequence was the same as
depicted except the intensity of the first sound element varied. For the
sound-element 4 manipulation~not shown!, the intensity of the fourth sound
element varied.

FIG. 6. Mean proportion of trials in which pattern 1~XX–X–XX–; circles!,
pattern 2~X–XX–XX–; squares!, and pattern 3~XX–XX–X–; triangles!
were reported as a function of the intensity of the first sound element. Data
are from experiment 3, sound-element 1 manipulation. Bars561 SEM.
Filled symbols indicate the pattern beginning with the manipulated sound
element.
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ence scores provided a way to directly examine changes in
the relative frequency with which any two patterns were cho-
sen as a function of the intensity of the manipulated element,
while taking into account that there were absolute differences
in the response frequency between the patterns in the base-
line condition~see Figs. 6, 7, and 8, 74-dB intensity condi-
tion!. The three planned contrasts examined the effects of the
intensity manipulation on the response differences between
patterns 1 and 2, 1 and 3, and 2 and 3. This amounted to
three one-way repeated-measures ANOVAs on the differ-
ence in log scores. Because there were three analyses for
each sound-element manipulation, significance levels were
set ata50.017~0.05/3! to minimize the possibility of a type
I error ~Keppel, 1991!.

It was expected that the difference in log scores between
the pattern beginning with the manipulated element and the
other two patterns would increase with increasing intensity.
No specific predictions were made regarding the differences
between the two patterns that did not begin with the manipu-

lated element, and there were no specific predictions made
about the differences in the conditions in which the intensity
of the manipulated element was less than the baseline inten-
sity.

1. Sound-element 1 manipulation

The statistical analyses did not reveal a significant effect
of intensity on the differences between patterns 1 and 2
@F(4,68)50.65, p.0.62#. However, there was a significant
effect on the differences between patterns 1 and 3@F(4,68)
56.03, p,0.001#, and 2 and 3@F(4,68)54.17, p,0.005#.
Tukey follow-up comparisons~a50.05! were conducted on
the mean differences involved in the significant contrasts.
For the contrast of patterns 1 and 3, there were significant
differences between the 74-dB condition and the 83-, 80-,
and 65-dB conditions, and also between the 77- and 83-dB
conditions. For the contrast of patterns 2 and 3 there were
significant differences between the 74-dB condition and the
83- and 65-dB conditions. There were no other significant
pairwise comparisons.

It was expected that as the intensity of sound-element 1
~underlined! was incremented, the difference in response fre-
quency between pattern 1~XI X–X–XX– ! responses and both
pattern 2~X–XX–XI X–! and pattern 3~XX–XI X–X–! re-
sponses would increase compared to baseline levels. This
outcome was obtained for the comparison of patterns 1 and 3
with the two largest intensity increments. As shown in Fig. 6,
the increased difference was due to an increase in the fre-
quency of pattern 1 responses and a concurrent decrease in
the frequency of pattern 3 responses. In addition, decreasing
the intensity resulted in a significantly greater difference be-
tween these patterns, which was also due to an increase in
the frequency of pattern 1 responses and a decrease in the
frequency of pattern 3 responses. For the comparison of pat-
terns 1 and 2, the expected outcome was not obtained; the
difference in the frequency of pattern 1 and pattern 2 re-
sponses did not change significantly as a function of inten-
sity. This outcome most likely resulted from the fact that the
frequency of pattern 2 responses remained relatively stable
across all intensity conditions~see Fig. 6!. For the compari-
son of patterns 2 and 3, the difference was significant at the
two intensity extremes—65 and 83 dB. Although pattern 3
was reported more often than pattern 2 in the baseline con-
dition, pattern 2 was reported more often than pattern 3 when
the intensity of sound-element 1 was increased or decreased
by 9 dB.

2. Sound-element 3 manipulation

Analyses revealed a significant effect of intensity on the
response differences between patterns 1 and 2@F(4,68)
58.5, p,0.001#, and 2 and 3@F(4,68)511.84,p,0.001#,
and a marginally significant effect of intensity between pat-
terns 1 and 3@F(4,68)53.23,p,0.018#. For the contrast of
patterns 1 and 2, the Tukey follow-up tests revealed that the
74-, 77-, and 65-dB conditions were all significantly differ-
ent from both the 80- and 83-dB conditions. For the contrast
between patterns 2 and 3, the 80- and 83-dB conditions were
significantly different from the 74- and 65-dB conditions,

FIG. 7. Mean proportion of trials in which pattern 1~XX–X–XX–; circles!,
pattern 2~X–XX–XX–; squares!, and pattern 3~XX–XX–X–; triangles!
were reported as a function of the intensity of the third sound element. Data
are from experiment 3, sound-element 3 manipulation. Bars561 SEM.
Filled symbols indicate the pattern beginning with the manipulated sound
element.

FIG. 8. Mean proportion of trials in which pattern 1~XX–X–XX–; circles!,
pattern 2~X–XX–XX–; squares!, and pattern 3~XX–XX–X–; triangles!
were reported as a function of the intensity of the fourth sound element.
Data are from experiment 3, sound-element 4 manipulation. Bars561
SEM. Filled symbols indicate the pattern beginning with the manipulated
sound element.
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and the 77-dB condition was significantly different from the
65-dB condition. For the marginally significant contrast of
patterns 1 and 3, there was a significant difference between
the 74- and 65-dB conditions. No other pairwise differences
were significant.

It was expected that as the intensity of sound-element 3
~underlined! increased, the difference in response frequency
between pattern 2~XI –XX–XX– ! responses and both pattern
1 ~XX–XI –XX–! and pattern 3~XX–XX–XI –! responses
would increase compared to baseline levels. This outcome
was obtained. For the comparison of patterns 1 and 2, the
difference in response frequency was significantly greater
than baseline levels for the two largest intensity increments.
This was due to an increase in the frequency of pattern 2
responses with a concurrent decrease in pattern 1 responses
~see Fig. 7!. For patterns 2 and 3, the differences were also
significantly greater than baseline levels for the two largest
intensity increments. As Fig. 7 indicates, the frequency of
pattern 3 responses remained relatively stable across the 74-,
77-, 80-, and 83-dB intensity conditions, but the frequency of
pattern 2 responses increased with increasing intensity. As a
result, although pattern 3 was reported significantly more
often than pattern 2 in the baseline condition, pattern 2 was
reported more often than pattern 3 in the 80- and 83-dB
conditions. Also, decreasing the intensity of the third sound
element resulted in a significantly greater difference in the
frequency of both pattern 2 responses and pattern 1 re-
sponses compared to pattern 3 responses. The frequency of
pattern 3 responses increased with decreasing intensity of the
manipulated sound element, whereas the frequency of both
pattern 1 and pattern 2 responses remained about the same as
baseline~see Fig. 7!.

3. Sound-element 4 manipulation

The analyses did not reveal a significant effect of inten-
sity on the response differences between patterns 1 and 2
@F(4,68)50.35,p.0.84#, 1 and 3@F(4,68)51.02,p.0.4#,
or 2 and 3@F(4,68)52.46,p.0.05#. It was expected that as
the intensity of sound-element 4~underlined! increased, the
difference in response frequency between pattern 3
~XI X–XX–X– ! responses and both pattern 1~XX–X–XI X–!
and pattern 2~X–XI X–XX– ! responses would increase com-
pared to baseline levels. This outcome was not obtained. As
Fig. 8 indicates, the pattern of responding was relatively
stable across the five intensity conditions, although the fre-
quency of pattern 2 responses tended to decrease slightly
with increasing intensity of the fourth sound element, while
the frequency of pattern 1 and pattern 3 responses tended to
increase slightly.

4. Baseline conditions

A final analysis was conducted to test for overall differ-
ences in the frequency of responses to patterns 1, 2, and 3 in
the baseline condition. For each participant, the proportion of
trials on which pattern 1, pattern 2, and pattern 3 were re-
ported was averaged over the three sound-element manipu-
lation conditions. A constant of 1/60 was added to the aver-
age proportions, and the logarithms were calculated. The

log-transformed values were analyzed by a one-way
repeated-measures ANOVA, which did not reveal a signifi-
cant effect of pattern@F(2,34)51.09, p.0.34#. This out-
come supports the expectation that listeners would report the
three patterns about equally often in the baseline condition.
The averages across sound-element manipulation conditions
were 35%~SE564%! for pattern 1, 27%~SE563%! for
pattern 2, and 38%~SE564%! for pattern 3.

IV. DISCUSSION

The results of this study generally support Robinet al.’s
~1990a! hypothesis that the amplitude of the neuronal re-
sponse influences the perceptual organization of rhythmic
auditory patterns. In experiments 1 and 2, increasing the in-
tensity of the fourth sound element of the perceptually un-
ambiguous sequence~XXX–X–––! resulted in a perceptu-
ally ambiguous pattern organization; overall, listeners
reported perceiving both of the alternative pattern organiza-
tions about equally often with the greatest intensity incre-
ments. Likewise, in experiment 3 it was found that increas-
ing the intensity of either the first or third sound element of
the perceptually ambiguous sequence~XX–X–XX– ! biased
the perceptual organization in favor of the pattern beginning
with the altered sound element. Thus by manipulating the
signal intensity of specific sound elements in the auditory
sequences, which should have a direct effect on the underly-
ing pattern of neuronal response amplitude, it was possible to
produce predictable changes in the perceived pattern organi-
zations.

Additional support for the hypothesis emerges in consid-
ering the results of experiment 3 when the intensity of either
the first or third sound element of the ambiguous sequence
was decreased. Under these conditions, the altered sound el-
ement appears to have taken on some of the qualities of a
gap which then biased the perceptual organization of the se-
quence in specific ways. For example, when the intensity of
sound element 3 was decreased~e.g., XX–x–XX–!, the per-
ceptual organization of the sequence was biased in favor of
pattern 3 responses~e.g., XX–XX–x–!. The reduced ampli-
tude of the sound element effectively increased the size of
the gap and, by increasing the degree of neuronal recovery
from adaptation, produced an increase in the neuronal re-
sponse amplitude associated with the fourth sound element.
Thus listeners most often perceived the pattern as beginning
with the sound element associated with the greatest neuronal
response amplitude~i.e., pattern 3!, as Robinet al.’s hypoth-
esis predicts. When the intensity of sound-element 1 was
decreased~e.g., xX–X–XX– !, the perceptual organization of
the sequence was biased in favor of pattern 1 responses~e.g.,
xX–X–XX– !. In this case, the amplitude of the neuronal
response associated with the second sound element would
have been effectively increased, biasing perception of the
pattern in favor of one beginning with the second sound
element~e.g.,X–X–XX–x!. However, this pattern was not
one of the response alternatives available to the listeners. Of
the three available response alternatives, pattern 1
~XX–X–XX– ! most closely resembles what listeners may
have perceived, that is, a pattern containing a single sound
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element in the middle position and ending with two consecu-
tive sound elements.

The same logic can be applied to experiment 1 when the
intensity of sound-element 4 was decreased~e.g.,
XXX–x–––!. In this case, the reduced intensity effectively
increased the degree of recovery from neuronal adaptation
during the gap, thereby increasing the amplitude of the neu-
ronal response associated with the first sound element. How-
ever, because the frequency of responses to the standard un-
ambiguous pattern was already high in the baseline condition
~see Fig. 3!, it would have been difficult to detect a signifi-
cant increase in the frequency of responses in this condition.
It is unlikely that when the intensity of the fourth sound
element was increased, the listeners perceived a pattern or-
ganization other than the two available response alternatives.

There are some aspects of this study that are equivocal
regarding Robinet al.’s hypothesis. For example, the hy-
pothesis predicts that by increasing the intensity of the fourth
sound element of the unambiguous sequence it should be
possible to completely reverse the perceptual organization so
that a new, unambiguous pattern beginning with the fourth
sound element would emerge. This outcome was not ob-
tained in experiment 1, nor was it obtained in experiment 2
even though the intensity increment from baseline was 9 dB
greater than that in experiment 1. However, the averaged
results do not accurately reflect the responses of all of the
listeners. In experiment 1, the expected reversal in pattern
perception was evident in the response patterns of two of the
ten listeners~from 93% to 10% and from 80% to 20% in the
baseline and 83-dB intensity conditions, respectively!. On
the other hand, performance remained relatively stable across
all of the intensity conditions for three of the ten listeners,
while the remaining five individuals demonstrated perfor-
mance patterns similar to the averaged data. About the same
degree of between-subjects variability was evident in the
data from experiment 2. Three of the ten listeners demon-
strated the expected reversal in pattern perception~from 97%
to 7%, from 100% to 37%, and from 97% to 3% in the
baseline and 83-dB conditions, respectively!, and perfor-
mance remained relatively stable across all intensity condi-
tions for two of the ten listeners. The remaining five indi-
viduals showed performance patterns represented in the
averaged data.

Furthermore, in experiment 3, increments in the inten-
sity of the first and third sound elements of the ambiguous
sequence biased the perceptual organization in favor of the
pattern beginning with the altered sound element, but in nei-
ther condition did the pattern change from a perceptually
ambiguous organization to a perceptually unambiguous orga-
nization. In addition, increments in signal strength of the
fourth sound element did not have a significant effect on the
perceived pattern organization. In general, the changes in
pattern organization with increases in signal intensity ob-
served in this study were significant but incomplete.

There are several possibilities that might explain why
some of the expected results were not obtained. First, it may
be that the magnitude of the intensity increments used in this
study was insufficient to obtain the predicted results. Al-
though the results of experiment 2 argue against this possi-

bility, additional research is needed to completely address
this issue. Second, it may be that a ceiling effect was expe-
rienced due to the narrow-band frequency of the auditory
stimuli used in this study. Each sound element consisted of a
short-duration pulse of a 250-Hz computer-generated tone.
This stimulus would have activated only a limited subset of
auditory-nerve fibers, primarily those responsive to a signal
frequency of 250 Hz. The intensity increments may have had
a limited impact on the overall levels of neural activation,
and this may have led to the overall limited perceptual
changes observed. Robinet al. ~1990a! used short-duration
pulses of a white-noise stimulus. This broad-frequency-band
stimulus would produce overall greater changes in the levels
of neural activation with changes in signal intensity~e.g.,
Abbas, 1979!, and might produce a clearer set of results re-
garding the relationship between sound-element intensity
and auditory pattern organization.

A third possibility may be that the perceptual organiza-
tion of these auditory sequences is not determined solely by
the pattern of the neuronal responses proposed to underlie
the run and gap principles, but may also be influenced by
other organizing factors. For example, Povel~1981!, Povel
and Okkerman~1981!, and Essens and Povel~1985! have
identified several important factors in the perception of
rhythm using temporally structured tone sequences similar to
those used in the baseline conditions of this study. These
factors include tempo, accent distribution~beats!, starting
point of the sequence, and inter-tone-interval ratios. Al-
though in the present study the effects of starting point were
controlled by randomly selecting the starting point of the
sequence on each trial, the influence of the remaining factors
on the perceptual pattern organization in this study is un-
known and warrants further investigation.

V. CONCLUSIONS

The data from this study provide preliminary support for
Robinet al.’s ~1990a! notion that the relative pattern of neu-
ronal response amplitude~i.e., the pattern of neuronal adap-
tation due to repeated stimulation and recovery from adapta-
tion following a pause in stimulation! may underlie the run
and gap principles that determine the perceived organization
of cyclic auditory sequences. Variations in the intensity of
specific sound elements in the sequences, which should have
produced specific changes in the relative pattern of neuronal
response amplitude, produced predictable changes in the per-
ceived pattern organization reported by human listeners.
However, not all of the predictions were supported by the
data. The source of this discrepancy is unclear, but may be
related to the narrow range of signal increments tested, the
narrow-band nature of the stimuli used, or the presence of
other organizing factors such as the distribution of perceived
accents. Although the data clearly suggest an association be-
tween the perceptual organization of temporally structured
auditory sequences and the pattern of neuronal response am-
plitude, additional research is needed to substantiate the link
with regards to human listeners. Further verification of the
hypothesis requires studies using techniques such as auditory
evoked responses. Preliminary data by Huget al. ~1989! us-
ing auditory brainstem responses indicate that the neurosen-
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sory responses of humans listening to the same ambiguous
and unambiguous sequences as used in this study are similar
to those of the cats studied by Robinet al. ~1990a!. A more
extensive continuation of this work is needed.
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Gap detection thresholds were measured as an indication of the amount of interaction between
electrodes in a cochlear implant. The hypothesis in this study was as follows: when the two stimuli
that bound the gap stimulate the same electrode, and thus the same neural population, the gap
detection threshold will be short. As two stimuli are presented to two electrodes that are more
widely separated, the amount of neural overlap of the two stimuli decreases, the stimuli sound more
dissimilar, and the gap thresholds increase. Gap detection thresholds can thus be used to infer the
amount of overlap in neural populations stimulated by two electrodes. Three users of the Nucleus
cochlear implant participated in this study. Gap detection thresholds were measured as a function of
the distance between the two electrode pairs and as a function of the spacing between the two
electrodes of a bipolar pair~i.e., using different modes of stimulation!. The results indicate that
measuring gap detection thresholds may provide an estimate of the amount of electrode interaction.
Gap detection thresholds were a function of the physical separation of the electrode pairs used for
the two stimuli that bound the gap. Lower gap thresholds were observed when the two electrode
pairs were closely spaced, and gap thresholds increased as the separation increased, resulting in a
‘‘psychophysical tuning curve’’ as a function of electrode separation. The sharpness of tuning varied
across subjects, and for the three subjects in this study, the tuning was generally sharper for the
subjects with better speech recognition. The data also indicate that increasing the separation between
active and reference electrodes has limited effect on spatial selectivity~or tuning! as measured
perceptually. ©1998 Acoustical Society of America.@S0001-4966~98!02710-6#

PACS numbers: 43.66.Mk, 43.66.Ts, 43.66.Ba, 43.64.Me@JWH#

INTRODUCTION

The individual electrodes in a modern multi-electrode
cochlear implant are intended to selectively stimulate dis-
crete neural populations. However, the assumption that dis-
crete neural populations can be activated is not always true.
It is widely assumed that stimuli applied between closely
spaced or adjacent bipolar electrode pairs lead to the local-
ized activation of neurons, whereas widely spaced bipolar
electrode pairs~including monopolar stimulation! will lead
to broad electrical fields and wide areas of neural activation
~van den Honert and Stypulkowski, 1987; Busbyet al.,
1994!. Even for a closely spaced electrode pair, a broad re-
gion can be activated at high current levels~van den Honert
and Stypulkowski, 1987!. The consequence is that when two
sets of bipolar electrode pairs are stimulated, and these two
sets are closely spaced, overlap can occur in the neural popu-
lations excited by the stimulation currents. This overlap of
neural populations can occur regardless of whether the
stimuli are nonsimultaneous or simultaneous. Simultaneous
stimuli give rise to direct electrical field interactions, which
pose additional problems for electrical stimulation, but even
nonsimultaneous stimuli may produce activation of overlap-
ping neural regions.

If two electrode pairs stimulate the same neural popula-

tion or overlapping neural populations, the implication is that
sound sensations elicited by the two stimuli might be con-
fused or might even be indistinguishable. This may reduce
the number of independent channels of information that can
be conveyed to the cochlear implant user’s auditory system,
presumably resulting in a deterioration of speech recognition
ability. If two electrode pairs stimulate the same population
of neurons and are perceptually indistinguishable, they prob-
ably cannot convey two separate channels of information.

The number of information channels in an implant

Recent work by Fishmanet al. ~1997! and Lawsonet al.
~1993, 1996! indicates that increasing the number of elec-
trodes does not necessarily lead to better speech recognition.
In fact, very slight or no improvement was evident when the
number of electrodes used was increased from 7 to 20. For
some speech recognition tasks, no improvement in perfor-
mance was found when the number of electrodes used in-
creased from 4 to 20. In these experiments, all spectral in-
formation that is usually presented across all 20 electrodes,
was applied to a limited number of electrodes, i.e., no spec-
tral information was discarded. This result suggests that the
actual number of information channels available to these pa-
tients was not a function of the number of electrodes, and
that the actual number of information channels might be lim-
ited to somewhere between 4 and 7. Interestingly, in a study
with normal-hearing listeners, Shannonet al. ~1995! useda!Electronic mail: jhanekom@postino.up.ac.za
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four channel processors and found that listeners achieved
near-perfect speech recognition, implying that four informa-
tion channels might be adequate, at least in quiet listening
conditions.

In another study, on patients with the Nucleus cochlear
implant device, Hanekom and Shannon~1996! showed that
for several different seven-electrode speech processors,
speech recognition performance was a function of which set
of seven electrodes were used. This indicates that different
choices of which electrodes are used in a processor might
lead to different numbers of information channels. A reduced
number of electrodes, including only discriminable elec-
trodes, were also used in the speech processors of 11
Nucleus cochlear implant users who participated in a study
by Zwolan et al. ~1997!. While some subjects showed sig-
nificant improvement in specific speech recognition tasks,
others showed a decline in speech recognition performance.
Although no strong relationship between electrode discrimi-
nation performance and speech recognition was observed,
this study again indicates that the choice of electrodes in a
reduced electrode processor influences speech recognition
ability in some implant users. This supports the suggestion
that the number of information channels is a function of the
choice of electrodes in a reduced electrode processor. Law-
sonet al. ~1996! measured a larger difference in performance
between two different selections of 6 electrodes than be-
tween 6 and 20 electrodes. This suggests that there should be
a way to maximize the number of information channels used
for a specific subject by judicious choice of electrodes. Fur-
ther maximization may be possible using electrical field fo-
cussing~Townsendet al., 1987!, or by compensating for a
missing patch of nerve, or by shifting the speech analysis
filters to better match the electrode location~Fu and Shan-
non, submitted!. No maximization of this sort is presently
done in implant programming strategies, partly because mea-
surement tools are not yet available and partly because the
relation between the electrode interaction and information
channel capacity is not well understood.

Physical factors affecting electrode interaction

To fully account for the effects of electrode interaction
we must~1! identify the factors in the patterns of speech that
are most important for speech recognition~Shannonet al.,
1995!, ~2! be able to measure the electrode interaction pat-
tern in an individual implant patient, and~3! use the infor-
mation from both~1! and~2! to optimize the reception of the
most important speech pattern information for an individual
patient.

A number of variables can influence the interaction of
electrodes in a cochlear implant user. These include the elec-
trode placement within the cochlea and nerve survival at the
cochlear level and also at the central auditory level.

Electrode placement

The proximity of the electrode to the surviving neurons,
as well as the impedance and paths of current flow between
the electrode and the neural population, will determine the
spatial selectivity of the stimulation. The impedance and the
current pathways could be influenced by new bone formation

in the implanted cochlea and encapsulation tissue around the
electrode~Grill and Mortimer, 1994!. Broad spread of acti-
vation will occur if the electrode is physically distant from
the excitable neurons~along the lateral wall of the cochlea
for example, rather than next to the modiolus! or if nerve
survival is poor immediately adjacent to the electrode. Al-
though not routinely used, techniques such as spiral tomog-
raphy~Wanget al., 1996! are available to measure the exact
placement of the electrodes inside the scala tympani. The
absolute electrode location can then be used to deduce which
nerve fibers will be activated. Finleyet al. ~1990! modeled
nerve fiber activation in a finite element model with idealized
electrode placement, but no work has been reported using
real electrode placement data.

Although it is clear that placement of electrodes further
from the modiolus requires higher stimulus levels to reach
threshold, and consequently leads to larger current spread,
the influence of electrode placement is not yet quantified
regarding the interaction or independence of information
channels. It is generally assumed that placement of elec-
trodes close to the modiolus is preferable because more fo-
cused stimulation can be achieved~Rebscheret al., 1994!.
Unfortunately, very few tools are available for perceptually
assessing and quantifying electrode absolute location and
spatial selectivity and their exact influence on speech recog-
nition.

Nerve survival

A second factor that should affect electrode interaction
is the nerve survival pattern in an individual patient. Several
anatomical post-mortem studies~Zimmermannet al., 1995;
Linthicum et al., 1991; Fayadet al., 1991! have shown from
human temporal bones that nerve survival patterns vary
greatly among subjects, even for the same disease. It is not
clear how the amount and pattern of neuron survival affects
implant performance. However, with fewer neurons, the dis-
tance between the stimulating electrode and neurons might
be larger. Certainly, the further the neurons are distant from
the electrode, the larger the current required for activation
and the broader the spread of activation. This, in turn, may
reduce the number of independent information channels.

It is clear that it is necessary to quantify the available
auditory abilities and to optimize the use of the available
information channels, i.e., to optimize information transfer in
current implants. Tools are needed to establish the number,
the location, and the characteristics of information channels
available in each individual cochlear implant user. In this
article, gap detection is proposed as one such tool.

Gap detection as a measure of tonotopic spread

Gap detection has traditionally been used as a measure
of temporal processing~Plomp, 1969!. At moderate levels
and higher, normal-hearing listeners can detect 3–5 ms gaps
in a stimulus when identical stimuli are bounding the gap,
irrespective of the frequency of the stimuli~Penner, 1976;
Fitzgibbons, 1983; Florentine and Buus, 1984; Hallet al.,
1996; Shailer and Moore, 1983!. We characterize this result
as the ‘‘within-channel’’ temporal resolution. However,
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when the frequencies or levels of the two stimuli that bound
the gap are different, gap detection thresholds increase about
an order of magnitude to 30–50 ms~Divenyi and Danner,
1977; Divenyi and Sachs, 1978; Formby and Forrest, 1991;
Formbyet al., 1992!. In this case, even the standard stimulus
with no gap is perceived as having a discontinuity. The dis-
continuity that identifies the actual gap must be long enough
to be distinctive from this no-gap, standard condition. This
temporal comparison must be done centrally ‘‘across-
channels’’ in that the two stimuli bounding the gap are pro-
cessed through largely independent neural pathways. A
simple model of peripheral frequency resolution can largely
explain these results, indicating that gap detection can indi-
cate the degree of neural population overlap between two
stimuli ~Heinz et al., 1996!.

In cochlear implant users, Chatterjeeet al. ~1998! ob-
served that ‘‘within-channel’’ gap detection thresholds in-
crease when the stimuli marking the gap were of unequal
amplitude or unequal pulse rate. They concluded that the
perceptual discontinuity caused by dissimilar markers com-
plicated the gap detection task, and suggested that under
these conditions gap detection thresholds may be a function
both of limitations caused by peripheral mechanisms and a
central perceptual distance detector. Their results also em-
phasize the importance of loudness balancing the stimuli
marking the gap.

Shannon~1989! measured gap detection thresholds in
cochlear implant users as a function of stimulus level, for
both closely spaced~bipolar! and widely spaced~monopolar!
electrode configurations, using sinusoids and pulsatile
stimuli. He found that gap detection thresholds were a strong
function of stimulus level, with the shortest gap thresholds in
the order of 1.5–3.1 ms regardless of the separation between
the active and reference electrodes. He concluded that the
temporal resolution for implant subjects was as good as or
better than for normal-hearing listeners. However, all mea-
sures were made with the stimuli marking the gap on a single
electrode pair, i.e., no cross-channel gap detection was done.

The present study measures gap detection thresholds as
an indicator of the characteristics of the available neural
channels, i.e., the number of channels available, the position
of these channels~which electrodes provide independent
channels! and the width of the channels. We hypothesize a
simple conceptual model which relates gap detection thresh-
olds to neural excitation. When the two stimuli that bound

the gap are presented on different electrode pairs, it is ex-
pected that gap thresholds will be short if the two electrode
pairs stimulate the same neural population. Gap detection in
this case is presumably determined by a ‘‘within-channel’’
temporal mechanism and so is determined by the time con-
stant of the peripheral auditory system. As the electrode pairs
are separated and the amount of neural overlap decreases,
temporal information is carried in separate neural pathways,
the stimuli sound more dissimilar and the gap thresholds are
expected to increase. Gap detection in this case is presum-
ably limited by the time constant of the centrally located
auditory integration because the comparison is made
‘‘across-channels.’’ As the two electrodes defining each of
the electrode pairs are separated, moving from BP stimula-
tion mode~bipolar between adjacent electrodes! toward BP
13 stimulation mode~bipolar between nonadjacent elec-
trodes with three electrodes separating the stimulation pair!,
the amount of neural overlap between the two electrode pairs
is also expected to increase, resulting in increased gap
thresholds. Using the same argument, the gap thresholds
should presumably also be higher for lower levels of stimu-
lation, as there would be less spread of excitation. According
to this model, gap detection thresholds can be used to infer
the amount of overlap in neural populations stimulated by
two pairs of electrodes.

I. METHODS

A. Subjects

Three users of the Nucleus cochlear implant participated
in this study. All were users of the Nucleus Spectra speech
processor, which implements the SPEAK speech processing
strategy~McDermott, 1989; McDermottet al., 1992!. They
were highly trained in various psychoacoustic experiments,
having participated in many similar experiments over a pe-
riod of months. Table I contains detailed demographic infor-
mation on the three subjects.

B. Electrode parameters

All three subjects used the Nucleus 22 electrode array
~Clark et al., 1990!, implanted into the scala tympani. The
electrodes are numbered from 1 at the basal end to 22 at the
apical end. Adjacent electrodes were separated by 0.75 mm.

TABLE I. Subject information for the three subjects who participated in this study. Insertion depth refers to the number of electrode bands inside the cochlea.
The first 22 electrodes are active. Speech recognition scores for these subjects were obtained in a previous study~Fishmanet al., 1997!. Recognition of words
from sentences was measured with the CUNY everyday sentences. For consonant and vowel recognition tests, 16 medial consonants in a v/C/v context and
8 vowels in a h/V/d context were used.

Subject Age Gender

Age of onset
of profound
hearing loss

Time of
implant

use
Processor

type
Insertion

depth
Cause of
deafness

Sentence
recognition~%!

Vowel
recognition~%!

Consonant
recognition~%!

N3 55 Male 45 6 years SPEAK 27 trauma 61 58 46
N4 39 Male 35 4 years SPEAK 26 trauma 95 92 95
N7 54 Male 47 6 months SPEAK 22 unknown;

progressive
hearing
loss

71 98 75
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Electrode pairs are referenced by their basal-most member
~the active electrode!; the referenceelectrode is the apical-
most member of an electrode pair.

The Nucleus speech processor allows different stimula-
tion modes. Stimuli were presented either in bipolar mode
between adjacent electrodes~BP!; bipolar between nonadja-
cent electrodes for electrode separations up to 3 mm (BP
11: 1.5-mm separation; BP12: 2.25-mm separation; BP
13: 3-mm separation!; or in pseudo-monopolar mode, using
the apical-most electrode as reference electrode. Pseudo-
monopolar mode is not a true monopolar mode, as the refer-
ence electrode is not located remotely, but inside the scala.
In this mode, which we will call AR~apical reference! mode
for simplicity, the actual mode of stimulation varies with the
active electrode position, so that, for example, when elec-
trode 20 is used as active electrode, the mode is BP11. The
spread of the current field should be larger for larger spacing
between the active and reference electrodes of the pair.

C. Stimulus parameters

All stimuli were charge-balanced, 200-ms/phase bipha-
sic pulses, with anodic phase first, and were presented at a
stimulation rate of 1000 pulses per second. Stimuli were pre-
sented at a comfortable level of stimulation. The stimuli
were loudness balanced across electrodes before the start of
the experiment, using a bracketing loudness balance proce-
dure. First, thresholds and upper loudness levels were ob-
tained in each stimulation mode. Then the subjects were
asked to choose a comfortable level of stimulation on elec-
trode 10. All subjects chose comfort levels somewhere be-
tween 50% and 85% of their dynamic ranges in the various
stimulation modes. All other electrodes were then loudness
balanced to this electrode by instructing the subject to adjust
the loudness of an adjustable stimulus to be just louder than,
then just softer than and finally equal to the reference stimu-
lus. Loudness was adjusted by adjusting pulse amplitude.
This was repeated as many times as was necessary to obtain
consistent decisions about the relative loudnesses. Loudness
balancing was repeated for all conditions~each level of
stimulation in each stimulation mode!.

Gaps were presented between two 200-ms stimuli.
These two stimuli were presented on the same electrodes in
the baseline condition and on different electrodes otherwise.
Gap thresholds were measured as a function of the separation
of the two electrodes. In a single run, the first electrode po-
sition was held constant, and gap thresholds were measured
for different positions of the second electrode. The experi-
ment was performed in BP, BP11, BP12, BP13, and a
pseudo-monopolar mode as described above.

A computer program generated the appropriate stimuli
and recorded the subject responses. The stimuli were en-
coded in the correct format to enable presentation directly to
the internal receiver of the Nucleus device~without using the
subjects’ processors!, via a custom interface~Shannonet al.,
1990!.

D. Psychophysical procedure

Gap thresholds were collected using an adaptive, two-
interval, forced-choice procedure. The gap was initially 100

ms and two consecutive correct decisions led to a decrease in
gap size, and one error increased gap size. This procedure
estimates the gap size required for 70.7% correct responses
~Levitt, 1971!. Initially the increase or decrease was by a
factor of 2, but after four reversals this factor was 1.3. Data
collection was for 12 reversals and the mean of the last 8
reversals was used to estimate the gap threshold.

Gap detection thresholds were obtained in BP11 mode
for all three subjects using all the even-numbered electrodes
as standard~the first stimulus!. For each standard, the gap
thresholds were measured as a function of probe electrode
separation from the standard. Three repetitions were made
for each measurement, which resulted in six measurements
of gap threshold for each combination of stimulation elec-
trodes when using both orderings of electrodes. Also, gap
detection thresholds were obtained in BP, BP12, BP13,
and AR modes for all three subjects using electrodes 6, 10,
and 14 as standard. Again, gap thresholds were measured on
even-numbered electrodes as a function of probe electrode
separation from the standard. In this task two to six measures
were taken at each probe electrode location.

II. RESULTS

A. Gap threshold as a function of electrode
separation

Figure 1 compares gap threshold data from Formby
et al. ~1996! ~in normal-hearing listeners! to gap threshold
data from cochlear implant patients. Formbyet al. ~1996!
measured gap thresholds as a function of marker frequency
separation and we measured gap thresholds as function of
electrode separation in cochlear implant patients. The elec-
trode axis in Fig. 1 is scaled to match the approximate loca-
tion of the linearly spaced electrodes to the cochlear
frequency-position function of Greenwood~1990!. There is
good agreement between the two sets of data in the shape of
the gap threshold curves and in the absolute values of gap
thresholds for implant subjects N3 and N7. Gap thresholds

FIG. 1. Comparison of gap detection as a function of electrode separation
with comparable results from Formbyet al. ~1996! on gap detection as a
function of frequency separation between marker stimuli. The electrode
number axis~top! has been reversed and scaled to match the approximate
location and extent of the electrode according to Greenwood’s~1990! for-
mula.
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for implant listener N4 were consistently lower than those
from Formbyet al. at every comparison point.

Gap thresholds were measured as a function of electrode
separation for ten standard electrodes~all the even-numbered
electrodes! for each of the three subjects~Figs. 2–4!. The
lowest gap thresholds were always achieved when the two
stimuli that bound the gap were presented on the same elec-
trode. The minimum values of gap threshold were near 1 ms
for most electrodes for N4 and 3–4 ms for the other two
subjects. This is consistent with the range of gap thresholds
reported by Shannon~1989!.

Gap thresholds increased considerably as electrode sepa-
ration increased. In general, gap thresholds increased by al-

most a factor of 10 as the two electrodes were separated. The
absolute values and ranges of gap thresholds varied consid-
erably among the subjects, particularly when electrodes were
widely separated. Subject N4 had gap thresholds of between
10 and 20 ms for widely separated electrodes, while subject
N7 had maximum gap thresholds of 20–70 ms, and N3 had
maximum gap thresholds of 100–200 ms.

For most electrodes toward the basal end of the array,
the spatial selectivity of the gap threshold curves was sharp-
est for N4, while N7 had broader selectivity, and N3 had
broad ‘‘spatial tuning’’ that covered most of the length of the
electrode array. For simplicity, we will refer to the gap
threshold curves as ‘‘tuning curves.’’ Many of the gap de-
tection tuning curves have two portions: a sharply tuned
‘‘tip’’ region in the vicinity of the standard electrode, and a
shallow, bowl-shaped portion for electrodes distant from the

FIG. 2. Gap detection for N3 as a function of separation between electrodes.
One of the marker bursts was presented to the standard electrode pair and
the other to another electrode pair. Gap detection ‘‘tuning curves’’ are
shown for all even numbered electrodes as standard. Gap detection thresh-
olds were measured on all even-numbered electrodes.

FIG. 3. Same as Fig. 2, but for subject N4.
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standard. These two sections may reflect two different
mechanisms relating electrode similarity to gap detection.

Figures 2–4 show a general tendency for the slopes of
the bowl-shaped portion to become steeper on the apical side
of the gap threshold tuning curves~i.e., towards electrode
20! and shallower on the basal side as the standard moved
from base to apex. For electrodes near the base, asymmetry
was towards the apex~slopes were shallower on the apical
side!. This is consistent with measurements of electrode in-
teraction in the same three subjects, using forward masking
~Chatterjee and Shannon, 1998!. The shallower slopes to-
ward the base~for apical electrodes! suggest larger current
flow toward the basal region, but the shallower slopes toward
the apex~for basal electrodes! suggest larger current flow
toward the apex. Previous measures of electrode interaction
using forward masking~Lim et al., 1989! suggested larger

current flow toward the basal region for stimulated elec-
trodes at all cochlear locations, but the data presented here
do not confirm this observation.

B. Gap threshold as a function of level of stimulation

Figures 5–7 show the gap thresholds for two levels of
stimulation for each of the three subjects, for three standard
electrodes. Stimulation was either at a relatively loud level
~comfort level was at 81% of the dynamic range for N3, 84%
for N4, and 69% for N7! or a softer level~around 30% of the
dynamic range for all subjects!. BP11 stimulation mode
was used throughout. The most striking difference between
the gap threshold tuning curves at high and low levels is the
absence of the sharp tip region in most cases at low levels. In
the region of the tuning curve tips gap thresholds increased
at the softer levels in every case. In addition to the loss of the
sharp tips, for N4 there was also a 5–10 ms increase in gap
thresholds across the whole pattern at the lower level. Sub-
jects N3 and N7 did not show a clear shift in gap thresholds
with level away from the tip region.

C. Gap threshold as a function of mode of
stimulation

Figures 8 to 10 show the gap threshold tuning curves for
different stimulation modes for standard electrodes 6, 10,
and 14 for each subject. Stimulation was at comfort level. To
compare the sharpness of the tips of the gap threshold tuning
curves, the curves were interpolated to determine the elec-

FIG. 4. Same as Fig. 2, but for subject N7.

FIG. 5. Gap detection tuning curves for N3 for two stimulation levels. The
comfortable stimulation level was at 81% of the dynamic range. Each panel
represents a different standard electrode location.
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trode separation that would result in a gap threshold that was
twice the value at the tip. This electrode separation was then
converted to a width in mm~using the electrode separation
of 0.75 mm!. Figure 11 presents the tuning widths at the tip
from Figs. 8–10 as a function of stimulation mode with stan-
dard electrode location as the parameter.

N3 ~Figs. 8 and 11! exhibited the sharpest tuning in
BP11 mode and poorer tuning in all other modes, with the
exception of sharp tuning in AR mode when the standard
was on electrode 6. Surprisingly, his poorest tuning occurred
in BP mode, which should produce the most localized cur-
rent field. Tuning curves were so flat in BP12 mode and in
AR mode when the standard was on electrode 6 that tuning
curve widths could not be calculated. Gap thresholds were
greater than 10 ms even at the tip of the tuning curve. There
was a 10-ms difference between the AR and the BP gap
threshold curves near the tip and a difference as large as 50
ms across stimulation modes away from the standard elec-
trode.

N4 ~Figs. 9 and 11! demonstrated almost the same sharp
tuning in most stimulation modes, with decidedly broader
tuning in AR mode. The difference between the stimulation
modes was most pronounced for electrode 6, with BP having
a significantly steeper slope than AR. At the tip of the tuning
curve, BP11 produced the lowest gap threshold among the
stimulation modes.

For N7 ~Fig. 10!, tuning did not change dramatically
across all conditions. Overall, BP exhibited the widest
tuning—even wider than AR mode. Lowest gap threshold

also did not change for N7 across all stimulation modes and
standard electrode locations.

Overall, these three implant listeners showed quite dif-
ferent patterns of tuning as a function of stimulation mode.
Based simply on electrical field spread we would have ex-
pected that tuning curve widths would have broadened as the
separation between active and reference electrodes in each
pair increased. We expected that AR mode would produce
the poorest tuning. No subject showed this expected pattern,
although N4 at least showed the poorest tuning in AR mode.
N3 showed the lowest gap thresholds and the sharpest tuning
in BP11 mode, which was the stimulation mode used in his
normal speech processor. There was no clear change in the
pattern of tuning for different standard electrode locations—
similar tuning was generally observed for a given listener
whether the standard electrode was 6, 10, or 14.

III. DISCUSSION

A. Relation between spatial selectivity and gap
detection thresholds

The hypothesized relationship between gap detection
thresholds and neural activation is reflected in the graphs of
gap detection as a function of electrode separation~Figs.
2–4!. Short gap detection thresholds were found where neu-
ral interaction was assumed to be large~zero or small elec-
trode separation! and larger gap detection thresholds were
found as the separation between the two electrode pairs in-

FIG. 6. Gap detection tuning curves for N4 for two stimulation levels at
three standard electrode locations. The comfortable stimulation level was at
84% of the dynamic range.

FIG. 7. Gap detection tuning curves for N7 for two stimulation levels at
three standard electrode locations. The comfortable stimulation level was at
69% of the dynamic range.
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creased. We conclude that a narrow ‘‘tuning’’ in the gap
detection thresholds is an indication of good neural selectiv-
ity.

The data in Fig. 11 were used to calculate a two-factor
ANOVA, to test the statistical relationship between tuning
width and two factors: stimulation mode and subject. The
ANOVA indicated a statistically significant difference be-
tween the tuning widths obtained for the three subjects
@F(2,30)54.74,p50.016#. For these data, the sentence rec-
ognition scores~Table I! were higher in subjects with smaller
tuning widths, although this cannot be stated as a general
rule as the statistical sample was too small.

The shortest gap thresholds observed at the tip of the
tuning curves were similar across subjects, 1–4 ms. This is
consistent with the results of Shannon~1989! who saw simi-
lar gap thresholds across patients at the highest stimulation
levels. The two studies thus indicate that there is little rela-
tion between the best gap thresholds and speech recognition
performance. Both studies found similar gap thresholds
across subjects and included subjects with a wide range of
speech recognition performance.

However, the longest gap threshold, generally observed
for widely separated electrodes, may be related to speech
recognition performance. Gap thresholds in this case differed
by an order of magnitude between the best and poorest im-
plant user. It is not clear what factor might underlie such a
large difference in gap thresholds. The two curve segments
~sharp tip and shallow bowl! may indicate the selectivity of

two mechanisms of similarity between electrodes~Fig. 12!.
The sharp tip may reflect a peripheral/neural process that
indicates the amount of overlap in the neural populations
excited by the two electrodes. The ‘‘shoulder’’ of the gap
threshold tuning curves may indicate a point of transition to
a condition where electrodes do not stimulate overlapping
neural populations. When electrodes are moved even further
apart, a further increase in gap detection thresholds would
not be expected according to our conceptual model. How-
ever, the shallow bowl portion of the function may indicate a
weak effect of perceptual similarity for two electrodes that
do not activate overlapping neural populations. Although the
gap detection must be performed centrally in this case, the
shallow bowl-shaped function may indicate that there is a
also a mild effect of overall perceptual similarity on gap
detection. The transition that is heard between electrodes that
are highly distinctive complicates the gap detection task.
Electrodes that are highly distinctive require longer gaps for
detection than two electrodes that are less distinctive, even if
no neural populations are in common in either case.

Our original hypothesis was that the longer gap detec-
tion time was indicative of the time constant of a central
mechanism comparing outputs from different peripheral neu-
ral channels. If this is the case, then the long gap thresholds
exhibited by N3 may be long enough to interfere with rec-
ognition of speech transitions across channels. Long gap
thresholds can presumably lead to the misinterpretation or
missing of important temporal cues for the identification of
consonants~e.g., voice onset time; Divenyi and Sachs,
1978!, resulting in poorer speech recognition performance.

FIG. 8. The five curves in each panel are gap detection tuning curves for N3
for five different spacings between the two electrodes of a bipolar pair~i.e.,
five stimulation modes!. The three panels represent measurements at three
standard electrode locations.

FIG. 9. Same as Fig. 8, but for subject N4. Gap detection tuning curves for
five stimulation modes at three standard electrode locations.
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In the case of N4, poorest gap detection was still 10–20 ms,
which may be rapid enough to allow processing of all rel-
evant cross-channel speech transitions. It may be that within-
channel gap detection is not a limiting factor for speech rec-
ognition, but that long, central cross-channel comparison
times can interfere with speech temporal distinctions. It is
not clear what might cause the large difference observed in
these gap thresholds between different subjects. It appears
that there is a larger range of individual differences in the
implant results than in similar conditions with acoustic hear-
ing in normal listeners~Formbyet al., 1991!.

B. Relation between stimulation level and spatial
selectivity

Gap thresholds are a strong function of stimulus level in
cochlear implant users~Shannon, 1989!. All of Shannon’s
measurements were made with identical markers before and
after the gap, a condition similar to the tips of the tuning
curves in the present data. The data in Figs. 5–7 also show
longer gap thresholds at softer stimulus levels around the tip
region. However, gap thresholds did not change as much
with level away from the tip region, resulting in the loss of
the sharp tips of the tuning curves at lower levels. We would
expect less interaction at lower stimulus levels, because the
region of neurons activated should be smaller. Our concep-
tual model would predict narrower tips at low stimulus levels

rather than no tips. However, interpretation of the present
data is confounded by the strong change in gap thresholds
with level. In conditions where the markers before and after
the gap were on different electrodes~away from the tip re-
gion!, little change in gap thresholds with level was observed
in two of the three subjects. According to our conceptual

FIG. 10. Same as Fig. 8, but for subject N7. Gap detection tuning curves for
five stimulation modes at three standard electrode locations.

FIG. 11. Width of the gap detection tuning curves at twice the gap threshold
value at the tip as a function of the separation of active and reference
electrodes. The three curves in each panel represent the tuning width mea-
sures for three standard electrode locations.

FIG. 12. Schematic representation of a conceptual model of gap detection.
When the two markers defining the gap excite overlapping neural popula-
tions gap thresholds are lowest, but this mechanism is not useful if the
neural populations do not overlap. When the neural populations of the two
markers do not overlap the gap threshold is determined by a slower, central
mechanism. This hypothesized mechanism is only broadly tuned in that
markers that are more similar produce slightly lower gap thresholds than
markers that are highly dissimilar.
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model this suggests that central mechanisms of gap detection
are less dependent on stimulus level than peripheral mecha-
nisms of gap detection. Clearly, more data are needed to
validate this suggestion.

C. Relation between stimulation mode and spatial
selectivity

As the active and reference electrodes in a bipolar pair
are separated the electric field becomes more diffuse and
spatial selectivity decreases. In general, we did not find
broader tuning in the gap detection threshold curves as the
active and reference were separated. What was not expected
was the inconsistency across subjects—gap thresholds varied
much more across subjects than across stimulation modes.
The ANOVA on the data in Fig. 11 indicated a statistically
significant difference between the tuning widths obtained for
the three subjects, but no statistical difference between tun-
ing widths for different stimulation modes.

Three possible explanations are proposed. The first is
that current spread is already so large that the effect of using
stimulation modes with widely separated electrodes has little
additional effect~see Limet al., 1985!. A second explanation
is that stimulation modes with larger electrode separation do
not increase current spread as much as expected. The elec-
trical field model of Finleyet al. ~1990! predicted a broadly
spreading field around banded electrodes, such as those used
in the Nucleus implant. Other electrode designs with more
localized current distributions might produce more signifi-
cant and consistent variations in gap detection thresholds in
different stimulation modes. A third explanation is that the
effects of changing stimulation mode were confounded by
the fact that stimulation current level also changed with
stimulation mode. Lower currents were used in the stimula-
tion modes with larger spacing between the active and refer-
ence electrodes, because these modes produce lower thresh-
olds and uncomfortable loudness levels. The original goal
was to change the extent of the neural population activated
by using more widely spaced electrodes in a stimulation pair.
However, widely spaced electrodes in a stimulation pair re-
sult in lower stimulation currents, presumably exhibiting less
current spread, and so may partially offset the increased neu-
ral extent due to the electrode separation. The net observed
result was that sharpness of the gap threshold tuning curves
remained effectively unchanged. So it is possible that the
effect of stimulation modes with anticipated larger current
spread was offset by using lower currents in these stimula-
tion modes.

An additional unanticipated result is that in AR stimula-
tion mode gap thresholds were not the very low values that
should correspond to wide spread of stimulation. For wide
spread of stimulation, all neural channels receive similar in-
put and there are more channels to aid in gap detection, so a
flat tuning curve with very low values of gap thresholds was
expected for all separations of electrode pairs. In fact, al-
though AR mode had a slightly flattened curve, the curve
was not entirely flat and in most instances the lowest gap
threshold values were higher than the tip region of the other
stimulation modes. Because we did not use true monopolar
stimulation, the current paths were directed toward the apical

region ~where the reference electrode was situated!. When
detecting the gap between, for example, stimuli on electrode
pair ~10,22! and electrode pair~19,22!, gap detection is per-
formed for an electrode pair with wide current spread acti-
vating a large neural population and an electrode pair acti-
vating a subset of the same neural population. This complete
neural overlap would have been expected to produce low
values of gap thresholds. This observation again suggests
that the amount of neural overlap is not the only factor in
determining the gap detection thresholds. Perceptual dissimi-
larity between the two stimuli may have confounded the pe-
ripheral gap detection mechanism. Our simple conceptual
model about this peripheral mechanism cannot explain all
the data presented here, and some of the trends might be
ascribed to central mechanisms. This is the interpretation in
Chatterjeeet al. ~1998!, who found short gap thresholds only
when the two stimuli bounding the gap were identical; gap
thresholds were long if the two stimuli were perceptually
different in any way~pitch or loudness!. This result suggests
that even if the two stimuli marking the gap activate mostly
overlapping neuron populations, the differences in neuron
activation may produce a sufficiently different percept that
the gap detection decision is primarily central. However, the
relative importance of central and peripheral processing
mechanisms is unknown.

D. Channel characteristics

We have used gap detection threshold as a tool to pro-
vide more insight into the channel characteristics, i.e., the
number of channels, the location of channels, the width of
channels, and the factors that determine channel characteris-
tics. The present results show that the gap detection tuning
curves are wider for some choices of electrodes and stimu-
lation modes, and also vary widely across subjects. However,
it is not clear at this time how to interpret the gap detection
tuning curves in terms of information channels. We propose
the following two assumptions to aid in defining channel
width:

~1! Each subject has a minimum gap threshold when the
two stimuli are presented to the same electrode and a large
gap threshold when the two electrodes are widely separated.
We have initially assumed that the value of the gap threshold
corresponds to the relative amount of neural interaction.
Thus for each electrode for each subject, there exists a value
of gap threshold relative to the minimum such that larger
values of gap threshold correspond to negligible channel in-
teraction.

~2! We then need to make an assumption as to how
much neural interaction is negligible, i.e., how much inter-
action can be tolerated between two neural channels for them
to still be distinct channels. This value is unknown, but it
might correspond to the ‘‘shoulder’’ of the gap threshold
‘‘tuning curves.’’ We speculate that this shoulder indicates
the point of transition from a peripherally limited task to a
centrally limited task~Fig. 12!. As a first approximation a
fixed gap threshold value at 40% between the lowest and
highest gap threshold can be used, which is in the general
vicinity of the shoulder of the gap threshold tuning curves.
Another candidate measure for deciding whether two elec-
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trode pairs correspond to two different channels is electrode
discriminability. As the electrode pairs are separated and the
amount of neural overlap decreases, the stimuli become
easier to discriminate. The electrode separation at a chosen
level of electrode discrimination~say 75% correct! may be
used to find the corresponding gap threshold~from the gap
threshold tuning curves!. This defines a minimum gap
threshold value for electrodes to be discriminable. Gap
thresholds larger than this value correspond to two electrodes
constituting two different channels.

Electrode discriminability was measured in these same
subjects~Hanekom and Shannon, 1996!, but the 40% mea-
sure does not match very well with the electrode discrim-
inability measure. The electrode discrimination measure may
be too strict. Two electrodes might be discriminable if there
is any difference in the neural populations that they stimu-
late, but that might not be enough difference to allow them to
be independent information channels. Better choices than the
40% measure may be available, but this gives an example of
how channels may be defined and this measure was used in
the discussion that follows.

Using these assumptions, we can deduce the following
from the results:

1. Number of channels

The number of distinct channels may be small. Estimat-
ing the number of channels from the above assumptions, we
find that N3 ~a relatively poor user! may have only a few
information channels available, and the upper limit in the
number of available channels may be around six or seven
~for N4, the best user in the group!. Clearly, the number of
channels will generally be less than the number of elec-
trodes. One key question raised by this observation is
whether improvements in speech recognition can be
achieved by selecting electrodes appropriately~Zwolan
et al., 1997; Henryet al., 1997; Hanekom and Shannon,
1996!. Specifically, can better speech recognition be
achieved with a smaller number of independent electrodes or
a larger number of interacting electrodes?

When speech processors are programmed with a subset
of the total number of available electrodes, many combina-
tions of electrodes are available from which to select. Be-
cause of the pattern of interactions in an individual subject,
processors with the same number of electrodes can be se-
lected that will have quite different numbers of independent
channels~Hanekom and Shannon, 1996!. Hanekom and Sh-
annon~1997!, using 14 different seven-electrode processors,
made a very simple estimation of the number of channels
using gap detection thresholds and the assumptions above
and found significant correlation between vowel recognition
and the estimated number of channels. Presumably, this re-
lation was due to a clearer formant structure when a larger
number of distinct channels were available.

2. Width and location of channels

The shapes of the gap threshold curves suggest that the
tuning may be broad or that channels are relatively wide and
typically span many electrodes. Channels become only
slightly wider when using stimulation modes with widely

spaced active and reference electrodes. Channels are in gen-
eral wider for the poorest user~N3! and narrower for the best
user~N4! in the group. Using the assumptions above, chan-
nel width may be between 2 electrodes for N4~1.5 mm! and
14 electrodes for N3~10.5 mm!. The location of the best
~most selective! channels may be deduced directly from the
gap detection curves.

3. Factors determining the characteristics of
channels

At least four physical factors determine channel charac-
teristics: ~1! electrode placement relative to the remaining
nerve fibers;~2! electrode design, which determines the elec-
trical field distribution~Finley et al., 1990!, e.g., the Nucleus
has a banded electrode design while the Clarion device
~Schindler and Kessler, 1993! has a radial electrode place-
ment; ~3! nerve survival~Zimmermanet al., 1995!; and ~4!
the current pathway that the stimulation current follows be-
tween the active and reference electrodes. In existing im-
plants we can only control the current pathway and current
spread to some degree by choice of the stimulation electrode
pair. Results reported here for the Nucleus device indicate
very little difference between the gap threshold tuning curves
for different stimulation electrode pair separations and larger
variations across subjects. Electrode placement and nerve
survival are fixed for an individual implant patient and so
cannot be modified after surgery to achieve a larger number
of channels.

Although much research has focused on the physical
factors influencing cochlear implant user performance, the
important question is how these effect the information actu-
ally received. We propose that we need to concentrate more
research on how the channel capacity depends on or is re-
lated to the physical aspects of cochlear stimulation~elec-
trode design, electrode placement, electrical fields patterns,
and nerve survival patterns!.

E. Implications for cochlear implants

1. Comparison of electrode designs

Different electrode designs exhibit different current
spread characteristics~Finley et al., 1990!. The results sug-
gest that electrode designs cannot be compared by simply
calculating which design produces the most localized current
field. All the subjects in our study had the same electrode
design, but large differences in selectivity were observed.
Selectivity is not a linear function of either current spread or
the spacing between the stimulation electrode pair.

2. Reduced electrode processors

In any nonsimultaneous delivery of biphasic pulses to a
number of electrodes there is an inherent trade-off between
the number of electrodes and the overall pulse rate. As the
number of electrodes decreases a higher pulse rate can be
maintained on each electrode. However, the trade-off be-
tween pulse rate and number of electrodes is not well under-
stood in terms of their importance to speech recognition.
Several recent studies~Fishmanet al., 1997; Lawsonet al.,
1993, 1996! suggest that implant patients are not making full
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use of all electrodes. It is possible that better speech perfor-
mance could be achieved with a smaller number of elec-
trodes, selected to be maximally independent channels, that
are stimulated at a higher pulse rate. Techniques such as gap
detection, forward masking~Shannon, 1983; Limet al.,
1989; Chatterjee and Shannon, 1998!, electrode discrimina-
tion ~Hanekom and Shannon, 1996; Kilenyet al., 1997;
Zwolan et al., 1997; Henryet al., 1997!, or loudness sum-
mation ~Fu et al., 1996! could be used to help select elec-
trodes for inclusion or exclusion in a processor that uses only
a subset of all available electrodes.

3. Choice of electrodes for a reduced electrode
processor

Gap detection thresholds may also be used to compare
different choices of speech processors regarding the number
of channels, using the assumptions mentioned earlier. Al-
though the actual number of channels is unknown, this
method could be used to find the speech processor that maxi-
mizes the number of calculated channels. As discussed ear-
lier, Hanekom and Shannon~1997! found that seven elec-
trodes in a processor can lead to a quite different number of
distinct channels depending on which electrodes are chosen.
Thus a simple relationship between number of electrodes and
quality of speech recognition cannot be assumed.

4. Choice of electrode pair separation (stimulation
mode)

It has been widely assumed that closely spaced bipolar
electrodes are necessary for achieving good spatial selectiv-
ity in a cochlear implant. However, the present gap detection
tuning curves show only minor differences in spatial selec-
tivity as a function of the separation of the bipolar pair. In-
deed, in a recent study electrode discrimination and speech
recognition were each similar for monopolar and bipolar
stimulation~Zwolan et al., 1997!. To the extent that stimu-
lation mode does effect channel interaction, the optimal con-
figuration may change from one end of the electrode array to
the other. This may result in the use of multi-mode speech
processors, with each information channel optimized by
choosing the electrodes and stimulation modes that result in
the best selectivity. Present clinical speech processor fitting
software for the Nucleus device allows mixed-mode proces-
sor designs, but this feature is not generally used.

IV. CONCLUSIONS

~1! Gap detection thresholds are a function of the physical
separation of the electrode pairs used for the two stimuli
that bound the gap. Gap thresholds increase from a mini-
mum when the two stimuli are presented on the same
electrode pair to a maximum when the two stimuli are
presented on widely separated electrode pairs. This
change may be due to a changeover from a peripheral,
within-channel gap detection process for closely spaced
electrode pairs to a central cross-channel process for
widely spaced electrode pairs.

~2! When the two marker bursts are presented to the same
electrode, gap detection thresholds are similar across

subjects at 1–4 ms. Gap thresholds for widely separated
electrodes vary considerably among subjects and may be
related to speech recognition performance, with better
implant users having lower gap thresholds in this condi-
tion.

~3! The area of neural activation by each electrode~as in-
ferred from the width of the tip region of the gap detec-
tion tuning curves as a function of electrode pair separa-
tion! varies across subjects and across electrodes. For the
three subjects in the present study, the better implant
users exhibit sharper tuning, i.e., a smaller area of neural
activation around each stimulation pair.

~4! Using stimulation modes with larger separation between
active and reference electrodes has limited effect on spa-
tial selectivity. AR stimulation mode, although presum-
ably having larger current spread, has better neural se-
lectivity than BP mode for some subjects. This implies
that there is no fixed optimal stimulation mode, but that
the optimal stimulation mode may vary across subjects
and from one end of the electrode array to the other.
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Temporal processing in the aging auditory system
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Measures of monaural temporal processing and binaural sensitivity were obtained from 12 young
~mean age526.1 years) and 12 elderly~mean age570.9 years) adults with clinically normal hearing
~pure-tone thresholds<20 dB HL from 250 to 6000 Hz!. Monaural temporal processing was
measured by gap detection thresholds. Binaural sensitivity was measured by interaural time
difference~ITD! thresholds. Gap and ITD thresholds were obtained at three sound levels~4, 8, or
16 dB above individual threshold!. Subjects were also tested on two measures of speech perception,
a masking level difference~MLD ! task, and a syllable identification/discrimination task that
included phonemes varying in voice onset time~VOT!. Elderly listeners displayed poorer monaural
temporal analysis~higher gap detection thresholds! and poorer binaural processing~higher ITD
thresholds! at all sound levels. There were significant interactions between age and sound level,
indicating that the age difference was larger at lower stimulus levels. Gap detection performance
was found to correlate significantly with performance on the ITD task for young, but not elderly
adult listeners. Elderly listeners also performed more poorly than younger listeners on both speech
measures; however, there was no significant correlation between psychoacoustic and speech
measures of temporal processing. Findings suggest that age-related factors other than peripheral
hearing loss contribute to temporal processing deficits of elderly listeners. ©1998 Acoustical
Society of America.@S0001-4966~98!05210-2#

PACS numbers: 43.66.Mk, 43.66.Pn, 43.66.Sr, 43.71.Lz@JWH#

INTRODUCTION

One of the factors identified in psychoacoustic experi-
ments as contributing to poor speech perception is the re-
duced temporal resolving power of the auditory system
~Dreschler and Plomp, 1985; Ginzelet al., 1982; Price and
Simon, 1984; Schneider, 1997; Tyleret al., 1982!. Process-
ing of temporal information may occur via monaural and/or
binaural inputs. Monaural processing refers to what happens
to the signal arriving at a single ear~although this normally
occurs in parallel for the signals at both ears!. Binaural pro-
cessing refers to the analysis of thedifferencesbetween sig-
nals arriving at the two ears. They operate at different time
scales~a few milliseconds for monaural resolution versus
small fractions of a millisecond for binaural resolution!, and
monaural temporal processing is more involved in following
a speech signal whereas binaural processing contributes to
separating the signal from competing sounds. Consequently,
monaural and binaural aspects of temporal resolution may
each contribute uniquely to speech perception.

A. Monaural temporal processing

The most common way of investigating monaural tem-
poral processing is by means of gap detection, defined as the
ability to detect a brief period of silence between two test
signals. Numerous studies have reported that listeners with
hearing loss have larger gap detection thresholds~Buus and
Florentine, 1985; Glasberg and Moore, 1989; Irwin and
McAuley, 1987; Moore and Glasberg, 1988; Mooreet al.,

1989; Tyleret al., 1982!. Because most elderly listeners have
some degree of hearing loss, it is important to determine
whether changes in temporal processing occur independent
of peripheral hearing loss.

Several studies have attempted to control for the con-
founding effect of age-related hearing loss on gap detection
thresholds~Mooreet al., 1992; Schneideret al., 1994; Snell,
1997!. Moore et al. ~1992! measured thresholds for the de-
tection of temporal gaps in sinusoidal signals as a function of
frequency in elderly hearing-impaired subjects and elderly
subjects with ‘‘near-normal’’ hearing~audiometric thresh-
olds <25 dB HL from 250 to 2000 Hz!. Results were com-
pared to previous data collected from young normally hear-
ing subjects ~Moore et al., 1993!, revealing that elderly
subjects with near-normal hearing had higher gap detection
thresholds than young subjects. Mooreet al. ~1992! attrib-
uted this result to the inclusion in the elderly group of some
individuals who had large gap detection thresholds. Never-
theless, when they compared gap thresholds in elderly sub-
jects with near-normal hearing to those with hearing impair-
ment, they found no difference between the two groups.
Schneideret al. ~1994! reached a similar conclusion. In this
study, thresholds for detecting a gap between two Gaussian
modulated 2000-Hz tones were measured in young and eld-
erly listeners with pure-tone thresholds<25 dB HL from
250 to 3000 Hz. Gap detection thresholds were longer and
more variable for elderly listeners than for young listeners.
Snell ~1997! more rigorously controlled for high-frequency
hearing loss in elderly subjects, measuring gap detection
thresholds for noise-burst stimuli in young and elderly listen-
ers with pure-tone thresholds<20 dB HL from 250 to 4000

a!Current address: VA Medical Center, Audiology Service~126!, Mountain
Home, TN 37684. Electronic mail: anne.strouse@med.va.gov

2385 2385J. Acoust. Soc. Am. 104 (4), October 1998 0001-4966/98/104(4)/2385/15/$15.00 © 1998 Acoustical Society of America



Hz. Again, gap thresholds were significantly larger in elderly
subjects. Thus the studies agree in that all found some eld-
erly individuals who exhibited losses in temporal resolution
that were unrelated to degree of hearing loss. Therefore it is
reasonable to consider factors other than peripheral hearing
loss that could account for age-related differences in monau-
ral temporal resolution.

Whether gap detection ability is important for accurate
perception of speech remains questionable. It is widely ac-
cepted that many speech events that are critical for speech
perception are of short duration~Dormanet al., 1979; Pickett
and Decker, 1960; Reppet al., 1978!. For example, gap de-
tection ability has been linked to a listener’s ability to pro-
cess time events related to distinctions in speech between
voiced-voiceless cognates and various manners of syllable
transition~DeFillippo and Snell, 1986!. It has also been dem-
onstrated that in adverse listening situations, segment dura-
tion may be an especially important cue to phonetic identity
~Wardrip-Fruin, 1982!. The relationship between gap detec-
tion and speech perception has been widely studied using
multivariate correlation analyses. Several investigations re-
veal significant correlations between gap detection and
speech recognition ability even when audiometric threshold
is factored out~Dreschler and Plomp, 1985; Glasberg and
Moore, 1989; Tyleret al., 1982; Tyler and Summerfield,
1980!. Reduced gap detection ability has been associated
with poorer performance on speech in noise tests and dis-
crimination of syllables varying in duration of voice onset
time ~VOT! ~Dreshler and Plomp, 1985; Tyleret al., 1982!.
Thus it is conceivable that perceptual problems with short
duration stimuli such as those observed in temporal gap ex-
periments may partially underlie the communication prob-
lems of the elderly. Other studies, however, find no signifi-
cant correlation between these factors~Divenyi and Haupt,
1997; Festen and Plomp, 1983; Lutman and Clark, 1986; van
Rooij and Plomp, 1990!. Thus the relationship between gap
detection and speech perception has not been firmly estab-
lished.

The perception of temporal differences in speech can be
measured directly by examining categorical perception of
temporal aspects of speech such as duration of formant tran-
sitions, duration of frication, or differences in VOT. VOT,
defined as the temporal interval between the burst or release
of a stop consonant and the onset of periodic vibration of the
vocal cords, is one of the major parameters distinguishing
voiced and voiceless consonants~Lisker and Abramson,
1970!. Several investigators have used categorical perception
to study temporal factors in speech perception. Some have
reported that neither age nor mild-to-moderate hearing im-
pairment affect a listener’s ability to make phonetic judg-
ments based on temporal stimulus properties~Dormanet al.,
1985; Tyler et al., 1982!. On the other hand, Godfrey and
Millay ~1978! found that about half of their sample of
hearing-impaired listeners were unable to identify stimuli
which varied in the duration of formant transitions. Price and
Simon~1984! found that older listeners~who had good hear-
ing for their age, but higher pure-tone thresholds than
younger listeners! required longer silence durations to report
hearing differences in stop consonants. Age-related difficul-

ties in identification have also been reported for stimuli in
which vowel duration, voice onset time, and fricative noise
duration were manipulated~Ginzel et al., 1982!.

B. Binaural temporal processing

Older adults with peripheral hearing loss show reduced
performance on such binaural tasks as the masking-level dif-
ference~Findlay and Schuchman, 1976; Olsenet al., 1976!,
interaural time discrimination~Hermanet al., 1977; Kirikae,
1969; Matzker and Springborn, 1958!, and the precedence
effect ~Cranford et al., 1990!. However, little age-related
change in binaural processing has been reported by other
researchers~Kelly-Ballweber and Dobie, 1984; Palva and
Jokinen, 1970!.

Much of the psychoacoustic literature directed toward
the effects of aging on binaural processing has focused on
sensitivity to interaural time differences~ITD! ~Herman
et al., 1977; Kirikae, 1969; Matzker and Springborn, 1958!.
These studies have varied widely in method, age groups
tested, and stimuli, however, a consistent finding has been
that younger adults have lower thresholds for ITDs than
older adults. Little attempt was made, however, to control for
the effects of hearing loss on ITD thresholds despite use of
experimental stimuli containing higher-frequency spectra
such as clicks and wideband noise.

Hermanet al. ~1977! recognized the possible confound-
ing effects of high-frequency hearing loss on ITD thresholds
and thus attempted to control for such an effect by testing
individuals with normal pure-tone thresholds below 2000
Hz. Although all subjects in this study had normal hearing
below 2000 Hz, older subjects had substantially greater hear-
ing loss than young subjects at higher frequencies. Pure-tone
loss in the elderly group increased from 4.38 dB at 2000 Hz
to 44.38 dB at 4000 Hz, while loss for young subjects in-
creased from24.0 dB at 2000 Hz to only 1.56 dB at 4000
Hz. Thus it is not clear whether the reported age-related loss
in the ability to lateralize the source of a sound on the basis
of interaural time delay observed in elderly individuals was
caused by aging,per se, or by the high-frequency peripheral
hearing loss. Hearing loss in younger individuals has been
shown to adversely affect binaural abilities~Durlach et al.,
1981; Hausleret al., 1983!.

To the extent that there are age-related changes in bin-
aural processing, older people might be expected to have
problems in situations where binaural hearing is useful, such
as sound localization and comprehending speech in noisy
settings. Although age-related changes in speech perception
have not been tightly linked to binaural processing deficits,
older adults tend to do worse than younger adults at various
dichotic listening tasks~Kelly-Ballweber and Dobie, 1984;
Martin and Cranford, 1991; Roush, 1985!.

A common measure of binaural processing for speech is
the masking level difference~MLD !. The MLD is a phenom-
enon resulting in improved binaural hearing sensitivity when
a phase reversal is imposed on either a primary signal or its
masking noise. Several theories have been proposed to ac-
count for this phenomenon, but all are based on binaural
analysis of interaural differences in time and intensity for
dichotically presented stimuli~Moore, 1982!. Several studies
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have indicated that elderly subjects have reduced MLDs
compared to younger subjects~Findlay and Schuchman,
1976; Tillmanet al., 1973; Warrenet al., 1978!. In a recent
investigation, Groseet al. ~1994! compared MLDs for
speech in a group of elderly listeners with normal hearing
through 2000 Hz to those obtained from a group of young
normal-hearing listeners. Results again showed that elderly
subjects performed more poorly than the young listeners. Al-
though these findings may be due, in part, to age differences,
peripheral hearing loss in the older subjects may have ac-
counted for their smaller MLDs compared with those of the
young normal-hearing groups, since it has been established
that presence of peripheral hearing loss significantly reduces
the MLD ~Jergeret al., 1984!. Nonetheless, several studies
have examined the MLD, accounting for peripheral effects,
and have found statistically significant differences between
young and elderly subjects, suggesting further decline in bin-
aural processing with advancing age~Olsen et al., 1976;
Pichora-Fuller and Schneider, 1991!.

To determine whether losses in temporal resolution are
attributed to age-related factors other than sensorineural
hearing loss, temporal resolution must be measured in an
elderly population with good hearing sensitivity. Findings of
previous studies may have been confounded by age-related
hearing loss since high-frequency audiometric thresholds
were not included in selection criteria of older subjects with
normal hearing. For the present investigation, we were in a
unique position in that elderly subjects available for study
had audiometric thresholds<20 dB HL from 250 to 6000
Hz. By more rigorously controlling for degree of peripheral
hearing loss over a wider range of audiometric frequencies,
any changes in temporal processing ability could be more
strongly attributed to factors associated with aging. Thus for
the present sample, if temporal processing is normal as long
as hearing is normal, regardless of age, this would mean that
reported decreases in temporal processing ability in older
listeners are primarily the result of reduced hearing sensitiv-
ity. On the other hand, if temporal processing is ‘‘abnormal’’
in older subjects even when hearing is better than 20 dB HL,
this would imply that there exist age-induced alterations in
auditory structures and/or processes which are not detected
by conventional pure-tone measures.

I. METHOD

A. Subjects

Two groups of subjects were tested, 12 normally hearing
young adults, aged 20–30 years (mean526.1, range 22–30!
and 12 normally hearing elderly adults aged 65–75 years
~mean570.9, range 66–75!. The groups were matched for
gender~ten female and two male subjects! and hearing sen-
sitivity. Normal hearing was defined as 20 dB HL or better
pure-tone thresholds for the frequencies 250–6000 Hz bilat-
erally. At 8000 Hz, close matching of young and elderly
subjects could not be achieved despite extensive audiometric
screening of potential subjects. Regarding the interpretation
of ‘‘normal hearing,’’ some researchers have used published
age-relative norms, whereas others have selected subjects
who meet criteria established for young adults. We used the

latter approach, based on evidence that reduced temporal
processing ability is associated with hearing impairment, in-
dependent of age~Florentine and Buus, 1984; Moore and
Glasberg, 1988; Mooreet al., 1989!. The present study in-
cluded older subjects with pure-tone thresholds as close as
possible to those of a control group of young subjects, to
help ensure that any resulting age differences would not be
attributable to peripheral hearing loss, although this means
that the older subjects had better hearing than is normal for
their age. The mean pure-tone audiometric thresholds~in dB
HL re: ANSI, 1969! for each group are shown in Table I.
Hearing thresholds for all subjects were symmetrical~inter-
aural differences<10 dB at each frequency!, with no con-
ductive component. There was no significant difference in
pure-tone thresholds between groups at any frequency. In an
analysis of variance there were no significant main effects or
interactions involving age@F(1,22)53.72; p50.07#, ear
@F(1,22)50.93; p50.34#, or tone frequency@F(1,22)
50.30; p50.143#.

B. Procedures

Four tasks were presented to each subject. Monaural
temporal processing was measured using a gap detection
paradigm. Binaural sensitivity was measured by interaural
time difference~ITD! thresholds. Data were collected from
the two groups at three different presentation levels~4, 8,
and 16 dB!, defined with respect to each individual’s thresh-
old for detecting the test stimulus. Low presentation levels
were chosen based on evidence that the temporal resolution
of the auditory system has been found to worsen somewhat
at low sound levels for all types of stimuli~Gregory, 1974!.
Thresholds for the detection of a temporal gap in a noise
stimulus increase when the level per critical band is less than
40 to 50 dB above the absolute threshold~Buus and Floren-
tine, 1985; Fitzgibbons, 1983; Shailer and Moore, 1983!.
Further evidence is consistent with a worsening of temporal
resolution at low sound levels. For example, the rate of re-
covery from forward masking decreases as the sensation
level of the masker is reduced~Jesteadtet al., 1982; Moore
and Glasberg, 1983!. The ability to detect amplitude modu-
lation at various modulation rates worsens at low sound lev-
els, again indicating reduced temporal resolution at low lev-

TABLE I. Mean audiometric thresholds~dB HL! and standard deviations
~dB! for young and elderly listeners.

Frequency~kHz!
0.25 0.5 1 2 3 4 6

Young subjects (N512)
Mean—Right ear 7.9 7.5 7.9 8.3 10.4 11.2 13.8

~4.9! ~4.5! ~3.9! ~4.4! ~3.9! ~4.3! ~4.3!
Mean—Left ear 7.1 5.0 5.8 8.8 9.6 12.9 13.3

~4.9! ~5.2! ~4.2! ~2.3! ~2.6! ~2.6! ~3.9!

Elderly subjects (N512)
Mean—Right ear 9.6 10.8 10.0 10.4 12.5 14.1 15.8

~2.6! ~3.6! ~6.0! ~5.8! ~3.9! ~3.6! ~5.1!
Mean—Left ear 7.1 5.8 7.1 10.4 11.6 14.6 16.3

~3.9! ~3.6! ~3.3! ~3.9! ~4.4! ~3.9! ~4.8!
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els ~Bacon and Viemeister, 1985!. Although no published
data are available, researchers have examined age differences
in sensitivity to interaural time differences as a function of
sound level~Ashmeadet al., unpublished data!. They tested
young and older adults, obtaining ITD thresholds at each of
three overall sound levels~8, 16, and 30 dB SL relative to
individual detection thresholds!. Findings revealed that the
difference between age groups was greater at low stimulus
levels.

Each subject was also evaluated on two measures of
speech perception. One of these was the masking level dif-
ference~MLD !, which examined the ability to utilize binau-
ral cues including interaural temporal differences to recog-
nize speech. The second test was a syllable identification
task that included phonemes varying in voice onset time
~VOT!. All testing took place in a double-walled sound
booth using TDH49P headphones, where subjects were
seated in front of a computer. The computer monitor pro-
vided visual feedback during testing and subject responses
were entered on the computer keyboard~with the exception
of the responses for the MLD task, which were repeated
aloud!. The order of presentation for the four tasks was ran-
domized across subjects. Subjects were tested in three ses-
sions, each lasting 1–1.5 h, and were paid for their partici-
pation.

C. Gap detection

1. Stimuli

Stimuli for the gap detection task were computer-
generated 1000-Hz sinusoidal signals presented in a continu-
ous background noise with a spectral notch at the frequency
of the sinusoid. Signals were generated using a Dell XPSP90
laboratory computer and Tucker-Davis Technologies~TDT!
Psychoacoustic System, with 16-bit digital-to-analog~D/A!
converters, a 10-kHz sampling rate~low-pass filtered at 4
kHz to prevent aliasing!, and a rise–fall time of 5 ms. The
overall duration of each observation interval was 200 ms. To
determine the duration of the signal on either side of the gap,
the gap duration was subtracted from 200 ms and the result
divided by two. The duration of the signal preceding and
following the gap was then rounded to the nearest ms. The
gap started with the signal at a positive-going zero crossing
and ended with the phase needed for a given gap duration.

The 1000-Hz signal was presented in a continuous back-
ground noise, with a sharp notch at the signal frequency,
designed to mask the spectral splatter associated with the
abrupt gating of the gap. The noise masker was a 65 dB SPL
~22-dB spectrum level! Gaussian noise with a notch arith-
metically centered at the frequency of the test signal~fc!; the
width of the notch was 0.4fc at the 3-dB down points. The
depth of the notch was 37 dB. The noise was recorded on
digital audio tape~DAT!, and played back through a Pana-
sonic SV3700 DAT deck that led to a programmable attenu-
ator. The signal and noise were combined in a weighted sig-
nal mixer and passed through a headphone buffer to the
TDH49P headphones.

2. Procedure

Gap detection thresholds were measured using an adap-
tive two-interval forced choice~2IFC! procedure. On each
trial, two 200-ms signals were presented, separated by 1000
ms. One of the two sounds was the ‘‘signal’’~containing the
gap!; the other sound was the ‘‘standard’’~no gap!. The
order, either signal-standard or standard-signal, was chosen
randomly with equal probability. Following stimulus presen-
tation, the subject chose the interval that contained the signal
by pressing the appropriate button on the computer key-
board. Gap duration on the first trial was 50 ms so that the
stimulus gap was easily detectable. On subsequent trials, gap
duration was increased by a factor of&, then rounded to the
nearest ms after each incorrect response and decreased by a
factor of & after every two successive correct responses.
This two-down, one-up algorithm estimates the 71% point on
the psychometric function~Levitt, 1971!. In order to ensure
that subjects remained attentive to the appropriate cue, gap
duration was increased to the starting level of 50 ms follow-
ing four incorrect responses and remained at 50 ms until the
subject responded correctly. Following a correct response,
testing was resumed at the gap duration being evaluated be-
fore the jump to 50 ms occurred. Trials measured at 50 ms
were not considered in gap threshold calculations. Testing
continued until ten reversals occurred and gap threshold was
estimated as the geometric mean of the gap durations at the
last eight reversals.

Before testing began, a practice run was administered at
a level of 30 dB relative to the masked threshold for a
1000-Hz continuous tone1 to ensure that subjects were famil-
iar with the task. Following the practice run, each subject
contributed three gap threshold estimates at levels of 4, 8,
and 16 dB relative to masked threshold.

Stimuli were presented monaurally to the ear with the
least pure-tone threshold loss. If there was no difference be-
tween ears, the test ear was chosen randomly. The order of
presentation level was randomized across subjects. The mean
of the three gap threshold estimates obtained at each inten-
sity level was taken as the gap threshold value.

D. Interaural time differences „ITD…

1. Stimuli

Stimuli for the ITD task were 400-ms-long trains of 40
rectangular clicks, each click lasting 50ms with an interclick
interval of 10 ms. Signals were generated using the same
equipment as for the gap detection task, but with a 200-kHz
sampling rate. Interaural time differences were implemented
by delivering the signal to one ear by an integer multiple of
the sampling period~5 ms!.

2. Procedure

Thresholds for interaural time differences were mea-
sured using an adaptive 2IFC procedure. On each trial, two
successive 400-ms click trains were presented. The first click
train was presented with a 0-ms ITD, thus presented to both
ears simultaneously. For the second click train in the series,
the desired ITD was created by offsetting the clicks to the
two channels in 5-ms intervals. Thus the auditory impression

2388 2388J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Strouse et al.: Temporal processing in aging



was of a sound image that occurred first at midline and then
to the side~left or right, depending on the trial!. The ear
receiving the delayed click train was chosen randomly with
equal probability. Following stimulus presentation, the sub-
ject indicated whether the sound image was perceived to the
left or to the right by pressing the appropriate button on the
computer keyboard. The ITD on the first trial was 100ms.
On subsequent trials, step size was 20ms through the first
reversal and 5ms thereafter. In order to encourage subjects to
remain attentive to the appropriate cue, ITD duration was
increased to a level of 400ms following four incorrect re-
sponses and remained at 400ms until the subject responded
correctly. Following a correct response, testing was resumed
at the ITD being evaluated before the increase occurred. Tri-
als measured at 400ms were not considered in ITD threshold
calculations. Testing continued until ten reversals occurred
and ITD threshold was estimated as the geometric mean of
the ITD from the last eight reversals.

Initially, a practice run was administered at a level of 30
dB relative to the binaural click threshold.2 During testing,
each subject contributed three ITD threshold estimates at
levels of 4, 8, and 16 dB relative to binaural click detection
threshold. The order of the presentation level was random-
ized across subjects. The mean of the three ITD threshold
estimates obtained at each intensity level was taken as the
ITD threshold value.

E. Voice onset time „VOT…

1. Stimuli

VOT was examined by creating a sound continuum
which varied in the duration of VOT in small steps. A con-
tinuum of consonant–vowel~CV! syllables ranging from /ba/
to /pa/ was created using the Computerized Speech Research
Environment ~CSRE! cascade/parallel synthesis program
modeled after Klatt ~1980! ~AVAAZ Innovations, Inc.,
1994! and a laboratory computer. Acoustically, the stimuli
differed only in VOT. VOT ranged from 0 to 60 ms in 10-ms
steps, creating a continuum of seven stimuli. A /ba/ syllable
with a duration of 300 ms was synthesized at a sampling rate
of 20 kHz. Fundamental frequency (F0) contour began at
103 Hz and rose to 125 Hz over the duration of the syllable.
During a 40-ms transition period, the three lowest formant
onset frequencies moved until they reached appropriate
steady-state values~Blumstein and Stevens, 1980!. For gen-
eration of the six additional members of the continuum, VOT
variations were accomplished by altering the onset of voic-
ing and the duration of aspiration in 10-ms steps following
the initial burst.

2. Procedure

Listeners identified and discriminated the /ba/–/pa/ con-
tinuum. Stimuli for both tasks were presented to the subject’s
better ear at an individually determined most comfortable
loudness level. Subjects listened to conversational speech
through headphones and adjusted the level of the speech us-
ing the computer keyboard to their preferred listening level.
Because young and elderly subjects had similar hearing sen-

sitivity, presentation levels did not vary significantly be-
tween groups@F(1,23)50.362; p.0.05#. Presentation lev-
els ranged from 68 to 86 dB SPL.

For the identification task, subjects initially responded to
the series of seven stimuli representing the ordered con-
tinuum from /ba/ to /pa/. This set was then repeated to famil-
iarize the listener with the range of stimuli involved. Follow-
ing familiarization, stimuli were presented randomly. A set
of ten stimulus blocks~70 trials! was used to generate iden-
tification functions. Data were collected using a single-
interval forced-choice paradigm. After presentation of each
stimulus, subjects identified the initial consonant of each syl-
lable as either /b/ or /p/.

The discrimination task involved one-step and two-step
presentations of a pair of stimuli in an AX~same–different!
format. The stimulus pairs contained either two identical
stimuli ~i.e., ‘‘catch’’ trials!, or two stimuli which differed in
VOT. In the one-step condition, pairs of CV stimuli that
differed by 10-ms VOT were presented, resulting in six pairs
of experimental trials. Pairs were each presented 20 times, in
random order, with 500-ms interstimulus intervals. Inter-
mixed with the 120 experimental trials were 120 catch trials.
The 240 stimuli were arranged in 20 blocks, each containing
12 randomized stimulus pairs. In the two-step condition,
pairs of experimental stimuli that differed by 20-ms VOT
were presented, resulting in five pairs which were each pre-
sented 20 times. Intermixed with the 100 experimental trials
were 100 catch trials. The 200 stimuli were arranged in 20
blocks, each containing ten randomized stimulus pairs. After
presentation of each stimulus pair in both one- and two-step
tasks, the subject indicated whether the stimuli were the
‘‘same’’ or ‘‘different.’’

F. Masking level difference „MLD…

1. Stimuli

The MLD was measured using speech as the stimulus
and was determined by presenting a continuous speech noise
binaurally and in-phase (N0), then determining the speech
reception threshold when the binaural speech signal was pre-
sented interaurally in-phase (S0) and interaurally out-of-
phase 180° (Sp). The threshold difference~in decibels! be-
tween the two masking conditions (S0N0 minus SpN0)
defined the MLD.

Both the speech signal and masker were presented
through a standard two-channel clinical audiometer~GSI-10!
which has a network allowing phase reversal of either the
noise or test signal. The stimuli for the speech MLD were the
36 spondaic words of the CID W-1 list. The spondaic words,
and their associated calibration tone, were presented using a
compact disc recording~Department of Veterans Affairs,
1991! played on a JVC XL-V161 compact disc player routed
through the audiometer. The recording consisted of two ran-
domizations of the CID W-1 word list for a total of 72 spon-
daic words separated by 4-s interstimulus intervals. The
masker for the speech MLD was a broadband noise with
equal energy per Hz from 250 to 1000 Hz with 12 dB/oct
rolloff from 1000 to 6000 Hz. During the experiment, the
masker was presented continuously at an overall level of 65
dB SPL. Presentation levels of both the speech signal and
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masker were verified using sound level measurements
~Larson-Davis Laboratories, model 800B!.

2. Procedure

To familiarize listeners with the test materials, a written
list of the CID W-1 spondaic words was provided for sub-
jects to read before testing began. Each listener was then
presented with a randomization of the stimuli at a comfort-
able listening level in the absence of masking noise. To ob-
tain the MLD, threshold was determined for spondee words
in the diotic (S0N0) and dichotic (SpN0) conditions in the
presence of a continuous masking noise. To determine
threshold, a one-up, one-down adaptive procedure was used.
The first word of each test sequence was presented at 85 dB
SPL, representing a level that was 20 dB greater than the
level of the continuous noise masker. The subject reported
aloud the perceived word. Following each correct response,
the level of the speech was attenuated in 5-dB steps until an
incorrect response was recorded. Thereafter, the level of the
signal was decreased in 2-dB steps following a correct re-
sponse and increased in 2-dB steps following an incorrect
response. Testing continued until ten reversals occurred, and
the mean of the final eight reversal levels was taken as an
estimate of threshold. Once thresholds for both diotic and
dichotic conditions were obtained, the dB difference between
the two conditions was recorded as the speech MLD.

II. RESULTS AND DISCUSSION

Results of the present study indicated significant age dif-
ferences on measures of gap detection, ITD thresholds, slope
of the VOT identification function, discrimination of VOT
cues, and MLD thresholds. Thus elderly subjects performed
more poorly than their younger counterparts on these tasks,
even though all subjects had normal-hearing sensitivity.

A. Gap detection

Figure 1 shows mean gap detection thresholds obtained
at the 4-, 8-, and 16-dB sound levels~relative to individual
masked thresholds!. Data were examined using an analysis

of variance ~ANOVA ! with sound level as the within-
subjects factor and age group as the between-subjects factor.
Results indicated significant effects of age group@F(1,22)
523.57; p,0.0001#, sound level @F(2,44)527.13, p
,0.0001#, and the interaction of age group and sound level
@F(2,44)514.05,p,0.0001#. As shown in Fig. 1, the differ-
ence in performance between young and elderly adults was
especially large at very low sound levels. Performance was
significantly different between age groups at all three sound
levels ~4 dB: @F(1,22)514.49, p,0.001#; 8 dB: @F(1,22)
56.71,p,0.05#; 16 dB: @F(1,22)521.45,p,0.0001#!.

To further assess the relationship between gap detection
performance and signal level, a linear regression line was fit
for each individual subject~linear fits were used as they
proved as good as linear plus quadratic fits during regression
analysis!, and slopes were averaged across subjects within
each group. The mean slope values based on individual best-
fit linear regression lines were significantly@F(1,22)
515.33, p,0.001# different for young adults~20.44! as
compared to those for the elderly group~22.45!.

Present findings are in agreement with earlier studies
using sinusoidal stimuli which reported larger gap detection
thresholds in elderly listeners with minimal hearing loss
~Moore et al., 1992; Schneideret al., 1994!. In fact, gap de-
tection thresholds for young and elderly adult subjects mea-
sured at the highest presentation level in the present study
~2.8 and 6.7 ms for young and elderly subjects, respectively!
are quite similar to those reported by Schneideret al. ~1994!
(young53.8 ms; elderly56.2 ms) using suprathreshold
stimuli. Collectively, findings of Mooreet al. ~1992!,
Schneideret al. ~1994!, and the present investigation are
similar in that each identified some elderly individuals who
exhibited deficits in temporal processing that were unrelated
to hearing loss. Snell~1997! also observed larger thresholds
for detection of gaps using noise-burst stimuli for elderly
subjects with audiometric thresholds similar to those ob-
tained for the present study.

Previous studies reported temporal processing ability as
measured by the ability to detect gaps in sinusoids at rela-
tively high sound levels. Mooreet al. ~1992! obtained gap
detection thresholds at 25, 40, 55, 70, or 80 dB SPL and
subjects were tested only at levels for which the signal was
clearly audible. Schneideret al. ~1994! evaluated three
young control subjects at 10, 20, 40, and 60 dB SL, but
elderly listeners were evaluated at a single high-intensity sig-
nal level. Thus the only information reported regarding per-
formance of elderly subjects on gap detection tasks was mea-
sured well above audiometric threshold.

Schneideret al. ~1994! did not find an effect of level on
gap detection thresholds over most of the range of levels
tested in their three young control subjects~with the excep-
tion of 10 dB SL!. Therefore they concluded that it was not
likely that the poorer gap detection performance of the older
subjects was due to the effect of sensation level. Their use of
Gaussian-enveloped tones minimized the likelihood that
spectral differences contributed to the ability to detect tem-
poral gaps. They showed that spectral differences within
notched noise were much larger for gaps in continuous noise
~used in the present study! than for gaps between two

FIG. 1. Mean gap detection thresholds for young and elderly adult listeners
at the 4-, 8-, and 16-dB sound levels presented relative to individual masked
thresholds. Error bars indicate6 standard error.
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Gaussian-enveloped tones. Thus it is possible that the in-
crease in gap detection thresholds at lower presentation lev-
els may have been influenced by spectral differences. Since
all subjects in the present study had hearing within normal
limits, however, we would expect the contribution of spectral
cues, if any, to have a similar effect on gap threshold for all
listeners regardless of age. Thus the large differences be-
tween groups at low sensation levels cannot be entirely ex-
plained by spectral cues. It is possible that the effect of level
is only apparent closer to audiometric threshold, as even two
of three young control subjects in the Schneideret al. ~1994!
study had elevated gap detection thresholds at the 10-dB
sensation level~compared to the 20-, 40-, and 60-dB levels
in the same study!. Since stimulus levels in the present study
were defined with respect to individual thresholds, and since
the groups had comparable pure-tone thresholds, the age dif-
ferences cannot be attributed to overall hearing sensitivity.
Rather, results suggest that there is a general tendency for
decreased performance on the gap detection task at low
sound levels.

B. Voice onset time

Figure 2 shows mean identification functions for the
/ba/–/pa/ syllable series. All listeners in both groups identi-
fied two clear phoneme categories. Phoneme intercept values
~phonetic boundaries! along the identification functions were
determined for each subject by performing a linear regres-
sion acrossz-transformed identification scores for stimuli on
the continuum. The mean phonetic boundary for the young
adult group was 27 ms, which is in agreement with previous
findings for normal-hearing young adults~Lisker and
Abramson, 1970; Tyleret al., 1982!. For the elderly adult
group, the mean phonetic boundary was 32 ms. ANOVA on
the data revealed that there was no significant difference in
mean phonetic boundary between young and elderly listeners
@F(1,22)52.41, p.0.05#, indicating that the two groups
used a similar criterion for identifying VOT. The mean slope
of the boundary was also determined for each subject using
linear regression. The mean slope value was21.41 for the
young adult group and20.93 for the elderly adult group.
This identification slope for the younger group was signifi-
cantly steeper than that of the elderly group@F(1,22)
54.30,p,0.05#.

In Fig. 3, the open symbols show mean one-step and
two-step discrimination functions for the /ba/–/pa/ con-
tinuum from each subject group. Predicted discrimination
functions ~shown by filled symbols! were derived from the
identification responses using the procedures described in
Pollack and Pisoni~1971!, which are based on the assump-
tion that subjects rely on phonetic labels in the discrimina-
tion task~Libermanet al., 1967!. The peak of the predicted
curve depends on the position and slope of the phoneme
boundary in the identification function. Predicted scores
were calculated for each subject using the following formula:

Pc~a,b!50.5@~12Pa1!21~12Pb2!2#1Pa1Pb2 ,

where Pc(a,b)5predicted percent correct for any pair of
stimuli along a continuum.Pa15probability that the first
stimulus in the pair is identified as a member of a given

phoneme category.Pb25probability that the first stimulus in
the pair is identified as a member of another phoneme cat-
egory. The phonetic model is based on the assumption that
sounds are coded as one phoneme or another. Thus this
model indicates the classical categorical perception phenom-
enon. That is, sounds that are of different categories should
be discriminable whereas sounds in the same category
should not be discriminable. When both stimuli involved in a
comparison come from one phoneme category, the predicted
percent correct discrimination scores are near chance~50%!.
When the pair of stimuli come from two different phoneme
categories, the predicted score is greater than chance, with
the magnitude of the score dependent on consistency of the
identification performance.

Figure 3 ~top! displays mean one-step discrimination
scores for young and elderly adult listeners. Data were ex-
amined using an ANOVA with score type~obtained versus
predicted! and stimulus pair as within-subjects factors and
age group as the between-subjects factor. Results revealed a
significant effect of age group@F(1,22)523.1, p,0.0001#,
stimulus pair@F(5,110512.76,p,0.0001#, and a significant
interaction between score type and stimulus pair@F(5,110

FIG. 2. Mean identification functions including standard error values for
young and elderly listeners for the seven-step /"Ä/–/!Ä/ continuum.
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53.8, p,0.01#. There was a significant interaction between
age group and score type@F(1,22)517.15,p,0.0001#, in-
dicating that the relationship between obtained and predicted
scores differed between groups. All listeners exhibited im-
proved discrimination performance at or near the phoneme
boundary. An obvious difference is that obtained scores were

higher than predicted scores for young adult subjects but not
for the elderly subjects. As observed by others~Stevens
et al., 1969; Sharfet al., 1988!, actual discrimination perfor-
mance for the young adult group exceeded that predicted by
identification data on the one-step discrimination function.
For elderly listeners, discrimination performance was poorer
than predicted by identification data. To interpret the inter-
action effect of age group3score type, the simple main effect
of age group at each of the two conditions was assessed.
Comparisons revealed a significant difference between
groups for both predicted and obtained scores at thep
,0.01 level.

Figure 3~bottom! shows two-step discrimination scores
for young and elderly adult listeners. There was a significant
effect of age group@F(1,22)516.12, p,0.001#, stimulus
pair @F(4,88)524.36; p,0.0001#, and a significant interac-
tion between score type and stimulus pair@F(4,88)52.73,
p,0.05#. The interaction between age group and score type
was also significant@F(1,22)512.94,p,0.01#. All listeners
exhibited improved discrimination performance at or near
the phoneme boundary. Actual discrimination performance
for the young group exceeded that predicted by identification
data for all stimulus pairs. For the elderly group, although
performance increased near the phoneme boundary, overall
discrimination ability was lower than predicted values for all
stimulus pairs.Post hoccomparisons using simple effects
testing revealed a significant difference between groups for
both predicted and obtained scores (p,0.01).

Results of the present study indicate that elderly listen-
ers have reduced sensitivity to differences in VOT as com-
pared to younger listeners. Identification performance re-
vealed a more gradually sloping phonetic boundary,
indicating that elderly subjects were less able to clearly dis-
tinguish phoneme boundary categories. Discrimination data
revealed that actual performance on both one-step and two-
step discrimination tasks followed a similar pattern as pre-
dicted scores for both groups; the percent correct discrimina-
tion scores increased at areas near the phoneme boundary.
Actual percentage scores of elderly listeners, however, were
lower than what was predicted based on identification data,
again indicating decreased ability to distinguish the temporal
cue of VOT. The fact that young and old listeners performed
differently as a function of predicted and observed discrimi-
nation indicates that the categorical model performed differ-
ently for these populations. It is likely that the difference in
the populations relates to their ability to use auditory cues.
Young adults appear to utilize temporal auditory cues within
sound categories as evidenced by higher obtained than pre-
dicted scores. Older adults are limited in this auditory ability
as reflected in poorer obtained than predicted scores across
stimulus pairs. This may also indicate that the younger sub-
jects might have been using acoustic as well as phonetic
information in forming their discrimination judgments. In the
future, one way to assess the auditory component would be
to examine predicted functions using the dual-coding model
that includes both an auditory and phonetic component
~Fujisaki and Kawashima, 1970!.

FIG. 3. Mean discrimination scores for the one- and two-step discrimination
conditions for young and elderly adult listeners.
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C. Interaural time differences

Figure 4 shows mean ITD thresholds for young and eld-
erly adults at the 4-, 8-, and 16-dB sound levels. As in the
gap experiment, the ITD thresholds of younger adults were
lower than those of older adults at all presentation levels.
Data were examined using an ANOVA with sound level as
the within-subjects factor and age group as the between-
subjects factor. Results indicated significant effects of age
group @F(1,22)519.06, p,0.0001#, sound level@F(2,44)
597.9, p,0.0001#, and the interaction of age group and
sound level@F(2,44)59.52, p,0.0001#. Performance was
significantly different between groups at the 16 dB
@F(1,22)59.18, p,0.0001#, 8 dB @F(1,22)516.98, p
,0.0001#, and 4 dB @F(1,22)522.59, p,0.0001# sound
levels. The mean slope values based on individual best-fit
linear regression lines were significantly@F(1,22)524.22,
p,0.01# different for young adults~23.55! as compared to
those for the elderly group~26.78!. Results for young adult
listeners are in agreement with previous findings reporting
increased thresholds for detecting interaural phase differ-
ences at low sensation levels~Zwislocki and Feldman,
1956!.

Previous studies have examined the effects of aging on
binaural hearing by measuring sensitivity to ITDs~Herman
et al., 1977; Kirikae, 1969; Matzker and Springborn, 1958!,
however, little attempt was made in these studies to ad-
equately control for the effects of hearing loss on ITD thresh-
olds despite the use of experimental stimuli containing
higher-frequency spectra such as clicks and wideband noise.
The present data for elderly subjects with normal-hearing
sensitivity demonstrate a clear age-related loss in the ability
to lateralize the source of a sound on the basis of an interau-
ral time delay. Similar to findings of Hermanet al. ~1977!,
data revealed that older listeners required approximately
twice the interaural time delay as young listeners for the
same level of performance. The interaction of age and sound
level indicated that a decrease in stimulus level had a more

deleterious effect on ITD discrimination in the elderly group
than in the younger group.

D. Masking level difference

The mean MLD was 7.0 dB for the young listeners,
which is consistent with previous MLD studies using similar
stimuli ~Groseet al., 1994; Wilsonet al., 1982!. The elderly
group had a mean MLD of 4.9 dB. This age difference was
significant, as shown by at test @t(22)55.31,p,0.0001#.

Individual thresholds for theS0N0 andSpN0 conditions
are displayed in the two panels of Fig. 5 for young and
elderly listeners. Pichora-Fuller and Schneider~1991, 1992!
using pure-tone stimuli, and Groseet al. ~1994! using speech
stimuli, found that elderly listeners with normal hearing sen-

FIG. 4. Mean ITD thresholds for young and elderly adult listeners at the 4-,
8-, and 16-dB sound levels presented relative to individual detection thresh-
olds. Error bars indicate6 standard error.

FIG. 5. Individual and group mean speech thresholds forS0N0 andSpN0 for
young and elderly listeners. Individual listeners are ordered by magnitude of
masking level difference, within each age group.
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sitivity from 250 to 2000 Hz, exhibited an elevation inSpN0

thresholds but notS0N0 thresholds as compared to younger
listeners. Present data show differences between the young
and elderly groups for bothS0N0 andSpN0 conditions. This
was assessed using an ANOVA with signal condition (S0N0

vs SpN0) as the within-subjects factor and age group as the
between-subjects factor. Results revealed significant effects
of age @F(1,22)529.66, p,0.0001# and signal condition
@F(1,22)5892.67,p,0.0001#, as well as a significant inter-
action @F(1,22)528.19, p,0.0001#. Unlike past studies,
S0N0 thresholds were more variable in the young group as
compared to the elderly group. Nonetheless, intersubject
variability of both groups was relatively small (S0N052.0
and 1.1 standard deviations;SpN051.9 and 1.5 standard de-
viations, for young and elderly groups, respectively!. To in-
terpret the interaction effect, the simple main effect of age
group at each of the two conditions was assessed. In contrast
to previously reported findings, analysis revealed that the
two groups differed significantly for both theS0N0 condition
at thep,0.0001 level and for theSpN0 condition at thep
,0.001 level. Although both were statistically significant,
differences in threshold between groups were greater in the
SpN0 ~4.6 dB! than in theS0N0 ~2.5 dB! condition.

Previous research has reported age-related deficits in
binaural processing reflected by reduced MLDs in elderly
listeners~Groseet al., 1994; Pichora-Fuller and Schneider,
1991; Tillman et al., 1973; Warrenet al., 1978!. Findings
may have been due, in part, to age differences, although
peripheral hearing loss in the older subjects may have ac-
counted for their smaller MLDs since the presence of periph-
eral hearing loss significantly reduces the MLD~Jergeret al.,
1984!. Present data support that binaural release from mask-
ing declines significantly as a function of advancing age,
independent of peripheral hearing loss.

E. Correlations among measures

There was no significant correlation between the experi-
mental measures and individual pure-tone thresholds or age
for either subject group. Pearsonr correlation coefficients
were calculated to examine the relationships among experi-
mental measures. The correlation analysis used the following
variables: GAP~4!, GAP~8!, GAP~16!, GAP~slope!, ITD~4!,
ITD~8!, ITD~16!, ITD~slope! ~representing mean gap and
ITD thresholds at each presentation level and mean slope
values for both tasks!, MLD, VOT~slope!, VOT1 and VOT2
~representing the slope of the identification function and per-
cent identification scores at the phoneme boundary for one-
and two-step discrimination tasks!. For the following discus-
sion we refer to the gap detection and ITD thresholds as
‘‘psychoacoustic measures’’ and the VOT scores and MLDs
as ‘‘speech measures.’’ The correlation matrices for young
and elderly adult subjects are presented in Tables II and III,
respectively.

For young adult subjects, the slope measures of ITD and
gap functions were strongly correlated. A significant rela-
tionship was found between GAP~4! measures across all ITD
variables. The same finding was observed between GAP~8!
measures and all ITD variables. No significant correlations
were found for the GAP~16! condition and ITD variables.
ITD~16! scores had lower correlations with the gap tasks
than the ITD~4! and ITD~8! scores. Taken together, these
patterns suggest that when trying to identify individual dif-
ferences across tasks, it may be best to challenge the auditory
system by working at low sound levels. When only supra-
threshold levels are used, individual differences may be dif-
ficult to find. For elderly subjects, ITD thresholds were nega-
tively and significantly correlated with gap detection thresh-
olds at lower sound levels, however, this relationship was
only of moderate statistical significance. There was no sig-

TABLE II. Correlation coefficients between psychoacoustic and speech measures of temporal processing for young adult subjects.
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nificant correlation between the slopes of ITD and gap func-
tions for the elderly adult group. Overall, correlations be-
tween gap and ITD thresholds did not show a strong or
consistent relationship for elderly subjects.

The relationship between speech measures was also ex-
amined. There were no significant correlations between
MLD and VOT measures for either age group, indicating
that performance on the MLD task was independent of per-
formance on the VOT tasks.

Finally, there were no significant correlations observed
between psychoacoustic and speech measures for young
adult listeners. For elderly adult listeners, ITD thresholds
obtained at 16 dB were moderately correlated with perfor-
mance on the one-step discrimination task (r 520.602). No
other significant correlations were observed, however, sug-
gesting an incidental relationship.

III. GENERAL DISCUSSION

A. Aging and monaural temporal processing

In the limited amount of research available on monaural
temporal processing ability in elderly listeners, results have
been mixed, and interpretation has been complicated by the
presence of peripheral hearing loss in the elderly samples.
Present data for normally hearing elderly listeners demon-
strate a clear deficit in the ability of elderly subjects to pro-
cess temporal information, as measured by detection of tem-
poral gaps. Results are in agreement with recent studies by
Moore et al. ~1992!, Schneideret al. ~1994!, and Snell
~1997! who reported larger gap detection thresholds in eld-
erly listeners with minimal hearing loss. Additional studies
measuring gap discrimination thresholds and duration dis-
crimination thresholds support that there is an age-related
deficit in monaural temporal processing that is independent
of hearing loss~Abel et al., 1990; Fitzgibbons and Gordon-
Salant, 1994; Trainor and Trehub, 1989!.

A similar result was observed for monaural temporal
processing of speech stimuli, as measured by sensitivity to
changes in VOT. Elderly subjects were less able to clearly
distinguish phoneme categories and were less accurate at dis-
criminating speech stimuli which differed in VOT duration.
Findings suggest that elderly listeners may be at a functional
disadvantage in the perception of temporal changes in the
acoustic waveform that comprise everyday conversational
speech.

The question of whether deficits in temporal processing
ability contribute to speech perception difficulties is an area
of considerable controversy. Reduced temporal processing
has been linked to some speech perception errors made by
hearing-impaired listeners~Erber, 1972; Price and Simon,
1984; Tyleret al., 1982!, and similar errors have been dem-
onstrated by normal-hearing listeners as a consequence of
changes in temporal relations among signal components
~Klatt, 1975; Schouten, 1980!. In relation to gap detection,
several investigations have revealed significant correlations
between gap detection thresholds and speech recognition
ability, even when audiometric threshold is factored out
~Dreschler and Plomp, 1985; Glasberg and Moore, 1989;
Tyler et al., 1982!. Taken together, these results suggest that
poorer speech perception might be related, in part, to abnor-
mal temporal processing. Despite this evidence, auditory
temporal processing measures have not consistently proven
to be strong predictors of speech perception performance in
elderly listeners~Festen and Plomp, 1983; Lutman and
Clark, 1986; vanRooij and Plomp, 1990!. Results of the
present investigation support this latter finding.

As Dormanet al. ~1985! have suggested based on pre-
vious research, observed differences between young and eld-
erly listeners on psychoacoustic measures, although statisti-
cally significant, may be small when compared to the
magnitude of the differences in acoustic segment duration
which signal phonetic contrasts in normal speech. In the case

TABLE III. Correlation coefficients between psychoacoustic and speech measures of temporal processing for elderly adult subjects.
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of gap detection, there is no doubt that silent intervals in
continuous speech can have linguistic importance. For ex-
ample, introduction of a period of silence between the@s# and
@l# in the word ‘‘slit’’ results in the perception of the word
‘‘split’’ ~Bastianet al., 1961; Marcus, 1978!. Relative dura-
tion of the silent interval is also important. One of the cues to
voicing in intervocalic stops~e.g., rapid–rabid! is the dura-
tion of closure for the stop consonant~Lisker, 1957!. The
question, therefore, may not be whether periods of silence
are linguistically important but, rather, whether gap detection
thresholds are so elevated in elderly listeners that these silent
periods are poorly perceived. For example, in speech, when a
silent interval signals the presence of a stop consonant in a
cluster, that interval is on the order of 80 ms or longer, while
the absence of a stop is signaled by intervals of less than 20
ms ~Dorman et al., 1985!. The distinction between ‘‘slit’’
and ‘‘split’’ is evoked with a pause of at least 30–45 ms.
Relative to the present data, the poorest gap detection thresh-
old measured at the loudest presentation level among elderly
listeners was approximately 15 ms, and most elderly listeners
exhibited even better resolution at this sound level. Therefore
linguistically relevant silent periods in speech should be eas-
ily perceived by these listeners if the signal-to-noise~S/N!
ratio is adequate. However, at near-threshold levels, gap de-
tection thresholds for elderly listeners ranged from 6 to 60
ms ~as compared to the 4–15-ms range for young adult lis-
teners!, suggesting that the magnitude of the loss in some
elderly listeners may be such that speech perception is ad-
versely affected.

It may also be the case that the failure to find a signifi-
cant correlation indicates that the mechanisms underlying de-
tection of temporal gaps are somehow different from mecha-
nisms underlying the ability to distinguish temporal
characteristics of speech. Although a complete discussion is
beyond the scope of this paper, there is evidence that speech
stimuli are perceived and processed in a different way from
nonspeech stimuli. The evidence derives from studies of cat-
egorical perception, the phenomenon that speech sounds can
be discriminated only when they are identified as being lin-
guistically different~Libermanet al., 1967!; from studies of
cerebral asymmetry, which indicate that certain parts of the
brain are specialized for dealing with speech~Broadbent and
Gregory, 1964; Kimura, 1964!; and from the speech–
nonspeech dichotomy, which shows that when a listener is
presented with speechlike sounds there is a perceptual di-
chotomy in that the sounds are either perceived as speech or
they are not~Houseet al., 1962; Stevens and House, 1972!.
Thus it appears that the perception of speech sounds may be
fundamentally different from that of nonspeech stimuli,
which could account for the lack of significant correlation
observed between measures of monaural temporal process-
ing in the present study. Finally, significant correlations
might have been found if a similar presentation level was
used for both psychoacoustic and speech perception mea-
sures or if different tasks had been used.

Despite the lack of observed correlations and potential
differences in the underlying processes involved in temporal
processing of speech and nonspeech stimuli, results of the
present investigation still suggest an age-related decline in

monaural temporal processing of elderly listeners for both
speech and nonspeech stimuli, even when peripheral hearing
sensitivity is considered clinically normal. Importantly, these
deficits are likely to be exaggerated in listeners with hearing
loss.

B. Aging and binaural processing

The present data demonstrate a clear age-related loss in
the ability to lateralize the source of a sound on the basis of
an interaural time delay, replicating results first reported by
Matzker and Springborn in the late 1950s. Similar to findings
of Hermanet al. ~1977!, the present data revealed that older
listeners required approximately twice the interaural time de-
lay as young listeners for the same level of performance.

To examine how decreased sensitivity to interaural time
differences might contribute to speech perception difficulties,
binaural processing for speech was measured using the
MLD. Because binaural processing is acutely sensitive to
interaural time differences, any loss of temporal resolution in
the nervous system would be expected to reduce the size of
the MLD ~Durlach, 1972!. It was found that elderly listeners
performed more poorly than young listeners, primarily for
the SpN0 condition, contributing to a 2-dB age effect on the
MLD. This supports ITD findings that the elderly have a
reduced ability to process interaural time cues, even when
they have normal hearing. The MLD difference, while not
large numerically, is important because it represents another
way in which the effects of age probably reduce hearing
efficiency in complex listening situations. It has been dem-
onstrated that a loss of 1 dB S/N ratio may result in as much
as a 20% reduction in speech intelligibility~Plomp, 1986!.
Thus a loss of 2 dB S/N ratio could result in considerable
difficulty in everyday listening. Furthermore, it should be
remembered that while the experimental group in this study
was composed of elderly individuals, they did not manifest
clinical symptoms of hearing impairment. The deficits which
they showed in binaural signal processing are likely to be
exaggerated in listeners with significant hearing loss.

Since ITD and MLD thresholds both measure aspects of
binaural processing of auditory stimuli, it was hypothesized
that performance on the ITD task may be related to the abil-
ity to use directional cues to perceive speech in noise as
measured by the MLD. Correlations between mean ITD
threshold and mean MLD scores for subjects in the present
study, however, did not reach statistical significance. This
lack of significant correlation between the two measures is
consistent with findings of Warrenet al. ~1978! using similar
binaural measures. The failure to find a significant correla-
tion is perhaps not surprising since the mechanisms involved
in binaural signal analysis are complex. As previously sug-
gested, results indicate that the binaural mechanisms under-
lying discrimination of interaural time differences are likely
different from those of binaural processing for speech.
Again, significant correlations might have been found if a
similar presentation level was used for both psychoacoustic
and speech perception measures or if different tasks had been
used.

Although no significant correlations between measures
of binaural processing were found, present findings do indi-
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cate an age-related decline in binaural processing of temporal
information in both speech and nonspeech stimuli. The re-
duced ability of elderly listeners to utilize interaural time
cues has implications for tasks involving lateralization or
localization. More importantly, the introduction of binaural,
dichotic time cues has been shown to significantly improve
the detection and perception of speech signals, especially in
a background of noise. Although some of this ability arises
from monaural cues such as frequency, timing, or syntax of
the source, binaural cues improve the range of situations in
which effective communication is possible. If the aging au-
ditory system fails to preserve these cues, older adults may
be at a functional disadvantage in the perception of speech in
any situation where surrounding auditory space is noisy.

C. Relationships between psychoacoustic measures

Previous research has shown that temporal resolution
worsens at low sound levels~Ashmeadet al., unpublished
data; Buus and Florentine, 1985; Shailer and Moore, 1983;
Viemeister, 1979!. Present results revealed a significant in-
teraction between age and sound level, indicating that at a
given stimulus level older adults performed more poorly than
younger adults, and this age difference increased as the over-
all stimulus level decreased. This interaction between age
and signal level was found consistently across gap detection
and ITD tasks. Thus the temporal resolution of elderly lis-
teners was more adversely affected by low stimulus level,
even when level was specified relative to individual thresh-
olds. The contribution of spectral cues to the ability to detect
temporal gaps as reported by Schneideret al. ~1994!, how-
ever, cannot be ruled out.

Correlations between the slopes of ITD and gap detec-
tion functions showed a highly significant positive relation-
ship for young adult subjects, suggesting that changes in per-
formance as a function of signal level were comparable
across monaural and binaural types of processing. For eld-
erly subjects, however, there was no significant correlation
between the slope of the ITD function and that of the gap
detection function. This result indicates that although there
was a significant interaction of age and signal level across
tasks, changes in performance as a function of signal level
for elderly listeners were not consistent across measures.
Thus the relationship between ITD and gap detection thresh-
olds was quite different for young versus elderly subjects,
indicating processing difficulties of the aging auditory sys-
tem at low sound levels that are not attributable to a single,
simple factor such as temporal resolution loss in the auditory
periphery. Rather, the two types of temporal processing mea-
sured in this study may be affected differently by the aging
process. It is likely that central factors play a role as well,
especially with regard to ITD discrimination~vonWedel
et al., 1991; Yin and Chan, 1988!. It also may be the case
that binaural performance on the ITD task may have been
affected by differences in monaural performance between
ears on the gap detection task. Results for gap detection in
the present study were obtained for one ear of each subject.
Schneideret al. ~1994! found that in older listeners, there
were sometimes large differences in gap detection thresholds
within the same subject between the two ears. Thus the fact

that a significant correlation was found between gap detec-
tion and ITD performance in young but not older subjects
may be because there are only small interaural differences in
the gap detection thresholds of young listeners but larger
differences may occur in older listeners.

IV. CONCLUSION

The results of this study support an age-related decrease
in temporal processing ability. Elderly listeners had higher
thresholds versus younger listeners on gap detection and ITD
tasks, were less able to benefit from binaural release from
masking, and were less accurate in discriminating changes in
voice onset time. Importantly, these findings were observed
in elderly listeners with no clinical symptoms of hearing
loss. Findings support the following conclusions:

~1! Elderly persons with excellent hearing sensitivity
nonetheless perform worse than younger persons on mea-
sures of temporal resolution and speech perception. It should
be noted that although strict criteria were used to select sub-
jects for the present study, future studies could apply more
stringent criteria to ensure that elderly subjects have auditory
peripheries that match those of young subjects.

~2! On measures of monaural and binaural processing of
temporal information, elderly persons are more adversely af-
fected than younger persons by having to listen at very low
sound levels, even when those sound levels are defined with
respect to individual thresholds.

~3! For younger persons, monaural performance~of one
ear! and binaural performance were related when testing was
performed at low sound levels~suggesting that the auditory
system must be challenged in order to see individual differ-
ences!, but for elderly persons there appeared to be no rela-
tion between measures of temporal resolution~perhaps sug-
gesting unique effects of aging on specific auditory abilities!.

~4! There is no evidence that individual differences in
speech perception can be accounted for by temporal resolu-
tion abilities. This result is based on a limited number of
subjects and a limited range of tasks.
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1To obtain masked thresholds for the gap detection task, each subject was
presented with a 75 dB SPL continuous 1000-Hz pure tone. Using the
computer keyboard, the subject manually attenuated the level of the tone
until it was just barely audible in the noise background~descending series!.
A second threshold was measured using an ascending series, where the tone
was initially presented at 0 dB SPL and the subject again adjusted the level
of the tone until it was judged as barely audible. A third threshold was
measured with the initial amount of attenuation adjusted to match the indi-
vidual subject’s threshold based on the first two threshold approximations,
and the subject manually adjusted the level of the tone for a third time to a
level just barely audible in the noise background. The mean of the three
estimates was considered threshold. Masked tone thresholds ranged from
43 to 51 (mean547.1) dB SPL for the young adult group and from 43 to

2397 2397J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Strouse et al.: Temporal processing in aging



50 (mean547.3) dB SPL for the elderly group. Masked gap detection
thresholds for the 1000-Hz tone did not differ significantly between groups
@F(1,23)50.073,p.0.05#.

2To obtain binaural click detection thresholds for the ITD task, each subject
was presented with a 70 dB SPL continuous click train. A method of
adjustment was used to determine individual thresholds, identical to that
used in the gap detection task. Click thresholds ranged from 14 to 26
(mean520.3) dB SPL for young adult listeners and from 18 to 28 (mean
523.3) dB SPL for the elderly group. Click thresholds did not differ sig-
nificantly between groups@F(1,23)52.30,p.0.05#.
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A continuous, functional representation of a large set of head-related transfer function
measurements~HRTFs! is developed. The HRTFs are represented as a weighted sum of surface
spherical harmonics~SSHs! up to degree 17. A Gaussian quadrature method is used to pick out a set
of experimentally efficient measurement directions. Anechoic impulse responses are measured for
these directions between a source loudspeaker and the entrance to the ear canal of a head-and-torso
simulator ~HATS!. Three separate SSH analyses are carried out: The first forms a SSH
representation from the time responses, with the variable onset delay caused by interaural
differences intact, by applying the analysis to each time sample in turn. The second SSH model is
formed in exactly the same way, except using impulse responses in which the variable onset delays
have been equalized. The final SSH analysis is carried out in the frequency domain by applying the
technique on a frequency bin by frequency bin basis to the magnitude and unwrapped phase
responses of the HRTFs. The accuracy and interpolation performance of each of the computed SSH
models is investigated, and the usefulness of the SSH technique in analyzing directional hearing
and, particularly, in spatializing sounds is discussed. ©1998 Acoustical Society of America.
@S0001-4966~98!01310-1#

PACS numbers: 43.66.Pn, 43.66.Qp, 43.66.Ba@RHD#

INTRODUCTION

Human sound localization makes use of the filtering
which sound is subjected to between its source and the tym-
panic membrane. These acoustic transfer functions are
known as head-related transfer functions~HRTFs! and arise
due to directionally dependent filtering caused by the head,
torso, and pinna shape. Notionally, a pair of HRTFs, one
corresponding to the path from source to the left ear and the
other the right, contains all the acoustic cues that the auditory
system will use to make a localization judgement. Therefore,
a sound signal filtered with HRTFs and reproduced over
headphones, or a suitably setup loudspeaker system, should
be perceived as emanating from the appropriate direction.
~See Wightman and Kistler, 1989, among others.!

However, the application of HRTF data to sound spatial-
ization is subject to a severe drawback if effective and flex-
ible spatialization is required: In general, we would wish to
be able to create the illusion of sound emanating from an
arbitrary direction, and not merely those at which experimen-
tal measurements have been made. To simulate every con-
ceivable direction, create sound sources which appear to
move smoothly through space, or to include head tracking so
that spatialization is resilient to head movements requires an
extremely large~ideally infinite! set of HRTFs. Measuring a
particular HRTF pair is merely a process of sampling one
direction in auditory space, a space which, ideally, should be
represented continuously.

This problem of restricted directional resolution can be
alleviated by forming a continuous, functional representation
of an HRTF data set, expressing the HRTFs mathematically,

as a continuous function of direction. Two functional repre-
sentations of HRTF measurements have previously been in-
vestigated: The first of these applied principal components
analysis~PCA! ~Kistler and Wightman, 1992! to a large set
of HRTF magnitude responses~256 directions for each of 10
subjects!. The analysis yielded a set of principle components
present in each of the HRTFs, and weights expressing the
contribution of each of these components to each particular
HRTF. Thus each HRTF in the set could be expressed in the
form of a weighted sum of these principal components. The
authors verified the psychoacoustic effectiveness of the tech-
nique by means of perceptual tests. However, this PCA rep-
resentation was not continuous. Simulation of directions at
which no experimental measurements were taken was impos-
sible because the PCA weights for these directions were not
available.

A second technique of functional representation, em-
ployed in Chenet al. ~1995!, uses the Karhunen–Loeve ex-
pansion to represent complex frequency domain HRTFs as a
series of orthogonal Eigentransfer functions~EFs!. From the
point of view of continuous spatialization, this is a very use-
ful representation as it is genuinely continuous, allowing un-
measured directions to be simulated, and includes phase as
well as magnitude data. Additionally, resonances in the EFs
may highlight a number of important frequencies for a model
of the human ear.

This paper develops an alternative form of continuous,
orthogonal representation by expressing an HRTF data set as
a weighted sum of surface spherical harmonics~SSHs!—a
hierarchical set of basis functions which are orthogonal upon
the surface of a sphere. The SSH weights are calculated from

2400 2400J. Acoust. Soc. Am. 104 (4), October 1998 0001-4966/98/104(4)/2400/12/$15.00 © 1998 Acoustical Society of America



a limited set of experimental measurements by means of a
discrete Fourier analysis. The resulting spherical harmonic
representation is continuous, yielding a modeled HRTF for
any arbitrary direction. It is also hierarchical, in that the more
harmonics that are included the greater the accuracy of the
model. Third, the representation has a meaningful spatial
structure, with particular SSH weights expressing particular
patterns of directional variation in the HRTF set. Analysis is
carried out in the time and frequency domains, in order to
assess the usefulness of the representation to data in both
these forms.

I. SPHERICAL HARMONIC ANALYSIS

A. Surface spherical harmonics as basis functions

Conventional, one-dimensional signal processing makes
use of sinusoidal harmonics as the basis functions of Fourier
analysis. Surface spherical harmonics~SSHs! may be simi-
larly applied to the analysis of functions on the surface of a
sphere—f (u,f) where 0°<f,180° and 0°<u,360°. This
is possible because SSHs form a complete, orthogonal set
over this surface~Kaplan, 1981!. Spherical harmonics arise
as the solution to the Laplace equation expressed in spherical
polar coordinates. SSHs are the special case spherical har-
monics in which the distance coordinate is constant. We may
define the SSHs~normalized so that their integrals over the
surface of the sphere are unity! as

u0n~u,f!5
~2n11!

4p
cosmuPn

m~cosf!, m50,
~1!

umn~u,f!5
~n2m!! ~2n11!

2p~n1m!!
cosmuPn

m~cosf!,

m51,...,n,

nmn~u,f!5
~n2m!! ~2n11!

2p~n1m!!
sin muPn

m~cosf!,

m51,...,n, ~2!

wherePn
m are theassociated Legendre functionsdefined by

Pn
m~x!521m~12x2!m/2

dm

dxm

3F 1

2nn!

dn

dxn ~x221!nG , n51,2,... . ~3!

The parametern represents the degree of each particular har-
monic: u00 is the fundamental SSH. The three first-degree
harmonics are denoted byu01, u11, andn11. There are five
second-degree harmonics, seven third-degree harmonics, and
so on. The first few SSHs, listed below, will have a structure
familiar to chemists as they form the electron shell patterns
of ‘‘ s’’ ~fundamental!, ‘‘ p’’ ~first-degree!, ‘‘ d’’ ~second-
degree!, and ‘‘f’’ ~third-degree! orbitals;

u005A 1

4p
, u015A 3

4p
cosf,

u1152A 3

4p
cosu sin f,

n1152A 3

4p
sin u sin f,... .

Because these harmonics form a complete, orthogonal
set any function of~u,f! can be approximated by a weighted
sum of SSH components, up to the desired degree:

f ~u,f!'U00u001U01u011U11u111V11n111U02u02

1U12u121V12n121U22u221V22n221¯ .

The weights required to express a functionf (u,f) in this
way can be calculated by Fourier analysis:

Umn5E
f50

p E
u50

2p

f ~u,f!umn~u,f!sin f df du,

0<m<n, ~4!

Vmn5E
f50

p E
u50

2p

f ~u,f!nmn~u,f!sin f df du,

1<m<n. ~5!

B. Calculating SSH weights from HRTF data

Equations~4! and ~5! allow the calculation of the SSH
weights given a continuous functionf (u,f). However, in
this investigation we do not have such a function, but instead
a set of HRTF impulse responses. Spherical harmonic analy-
sis~SHA! can be applied to the responses for each individual
time sample. Thus the representation will be of the form of a
new set of weights for each instant of time. Equations~4!
and ~5! must also be adapted so that the weightsUmn and
Vmn may be calculated given that only discrete values of
f (u,f) are available, effectively sampled at each direction in
which a physical HRTF was measured. Thus it is necessary
for the integration denoted in Eqs.~4! and~5! to be approxi-
mated by means of a summation overN discrete points:

E
f50

p E
u50

2p

f ~u,f!umn~u,f!sin f df du

'(
i 51

N

wi f ~u i ,f i !umn~u i ,f i !. ~6!

Equation~6! is of the form:

E
s
F~u,f!dS'(

i 51

N

aiF~u if i !. ~7!

This operation is, therefore, one of numerical integration
across the region formed by the surface of a sphere. Ideally,
we wish the approximation to the continuous integral to be
exact.

McLaren ~1963! and Stroud~1971! describe efficient
methods for exact numerical integration of this form, in
terms of the discrete directions and corresponding weights to
use for computing up to a particular maximum SSH degree.
Although such optimal sets of directions and weights mini-
mize the number of directions that need be considered, given
a particular SSH degree, in terms ofexperimentalefficiency
they are not, in general, suitable for HRTF analysis. Gener-
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ally, the optimal directions for numerical integration on the
sphere are not distributed in a pattern along which experi-
mental measurements can conveniently be made. In Atkin-
son ~1982! an alternative set of directions and weights for
exactly this integration is developed. This set is less math-
ematically efficient, since it requires a greater number of
individual directions to integrate exactly functions up to a
given degree. However, the choice of discrete directions is
more experimentally practical. The approximation is based
on following relationship:

E
f50

p E
u50

2p

F~u,f!sin f du df'
p

n (
j 51

n

(
i 51

2n

wjF~u i ,f j !.

~8!

Under this approximation, measurements are made at the
same set of angles of azimuth,u i , for each of a set ofn
angles of elevation,f j . The 2n angles of azimuth are
equally spaced, thus forming a ‘‘rectangular’’ mesh of direc-
tions which permits more systematic experimental measure-
ments. In order to gain some mathematical efficiency, and
maintain the exactness of the approximate integration,prod-
uct Gaussian quadratureis used to select then angles of
elevation. TheGauss–Legendre quadrature formula uses
weighting and an unequal spacing of sampling points to ex-
actly integrate functions varying between21 and11. This
approach can be applied to the spherical integration region of
Eq. ~8! by selecting the angles of elevationf j so that that
cos(fj) and wi are the Gauss–Legendre nodes and weights
for degreen. @These values can be found in tables such as
those of Stroud and Secrest~1966!.# Using this choice of
directions Eq.~8! permits the exact numerical integration of
all functionsF(u,f) less than degree 2n ~Stroud, 1971!. In
SSH analysis, sinceF(u,f) is the product of the function
under analysis and a particular SSH, it is apparent that this
approximation can be used to calculate exactly the weights
for SSH components up to and including degreen21.

II. MEASUREMENT AND PROCESSING OF HRTFs

A. Measurement

We define the HRTF as the impulse response between a
sound source and the entrance to the ear canal. A set of 648
HRTF measurements were analyzed by means of an SSH
analysis. This corresponds to settingn518 in Eq. ~8!, thus
requiring measurements with a 10° azimuthal spacing at each
of 18 angles of elevation;65.0°, 614.5°, 624.0°, 634.0°,
644.0°,653.5°,663.0°,673.0°, and682.5°, where 0° el-
evation refers to the horizontal plane. Such a set of HRTF
measurements allows the calculation of SSH component
weights of up to and including degree 17.

The impulse responses were measured by means of
maximum-length sequence~MLS! analysis, using a MLSSA
system~DRA Laboratories!. MLSSA makes use of pseudo-
random sequences to measure audio impulse responses be-
tween a source loudspeaker and a pickup microphone. The
use of MLSSA in HRTF measurement is described in detail
in Møller et al. ~1995!. The measurements were made in an
anechoic chamber~measuring approximately 3 m33 m33
m! at BT Laboratories, Martlesham Heath, using a Bruel &

Kjaer 4127 head-and-torso simulator~HATS! mounted on a
turntable, and a Auratone loudspeaker in a movable bracket
on an arched frame. It is estimated that the directional error
in positioning the loudspeaker and HATS ears relative to
each other was rarely more than 0.5° and never more than 1°.
Schematics of the measurement setup are illustrated in
Fig. 1.

The HATS is a symmetrical piece of apparatus in the
median plane. Therefore, measurements only had to be made
using one of the in-ear microphones. MLSSA sampled the
signal from the right ear microphone at 60.60 kHz, discarded
the first 220 samples, which accounted for the majority of the
bulk delay, and then retained a 512 sample impulse response.
Each response was averaged over 16 repetitions to improve
the signal-to-noise ratio.

These impulse response measurements contained the ef-
fects of the transfer functions of the loudspeaker and the

FIG. 1. Schematics of HRTF measurement apparatus in the anechoic cham-
ber.
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in-ear microphone, together with a group delay which was
slightly variable due to the repositioning of the speaker on
the bracket. In order that these effects could be alleviated at
processing time, a free-field measurement, using an identi-
cally calibrated microphone placed at the center-head posi-
tion with the HATS removed, was taken each time the loud-
speaker was repositioned. These responses contained the
microphone and loudspeaker transfer functions, and the ef-
fects of distance between the HATS and the loudspeaker
~always maintained at greater than 1 m!. Also, since the
HATS microphones are placed at the eardrum position and
the HRTF refers to the sound as detected at the entrance to
the ear canal, the impulse response of the ear canal was
measured. This measurement was made by pointing the loud-
speaker directly at the ear and finding the difference in re-
sponse between the standard eardrum microphone, and a
probe microphone placed in front of an occluded ear canal
~as in Mølleret al., 1995!. The magnitude spectrum of the
ear canal response is shown in Fig. 2 and displays resonances
at approximately 3 and 10 kHz.

B. Processing

The impulse response data collected in the anechoic
chamber were processed using theMATLAB software pack-
age. The free-field responses and ear canal response were
deconvolved out of the HATS measurements by means of a
complex division in the frequency domain.~DFTs of twice
the impulse response sequence length were used to avoid
circular convolution effects.! This compensation yielded the
impulse responses which would have been detected at the
entrance to the ear canal. Some of the responses showed a
small amount of reflection, probably due to the turntable sur-
face. This reflection was windowed out. The HRTFs were
downsampled to 20.20 kHz, as the effective performance of
the HATS is only specified for frequencies up to 10 kHz, and
truncated to a length of 96 samples. Those HRTFs measured
at the lowest four angles of elevation~effectively at angles in
excess of 50° beneath the horizontal plane! were extremely
distorted by the structure of the apparatus.~The underside
surface of the HATS, an artifact that does not exist in real
listeners, occluded the direct path to the ear.! In order that

the presence of these responses in the global data set did not
distort the SSH analysis, these HRTFs were removed. For
these four angles of elevation the HRTFs measured at the
lowest reliable angle of elevation were simply reused. Thus
below this angle, the HRTFs were effectively considered to
be independent of elevation angle.

III. SSH REPRESENTATION OF TIME-DOMAIN HRTFs

A. Structure of SSH representation

The HRTF data processed and measured in the previous
section were sufficient to calculate SSH weights of up to and
including degree 17. The SSH analysis yielded data in the
form of 324 weights coefficients for each of the 96 impulse
response samples. Therefore, for each sample a weighted
sum of SSHs can be formed; a continuous functional repre-
sentation of the HRTFs at that instant of time, as discussed in
the Introduction to this paper. An alternative way of looking
at this representation is to consider that the vector of weights
of a particular SSH component forms a function of time;
effectively a discrete-time impulse response. Thus we have
broken the global set of HRTFs for all directions into a set of
common components. Each HRTF is a weighted sum of
these components with the weights being the value of the
appropriate SSH at that direction. This view is not unlike the
PCA representation of Kistler and Wightman~1992! except
that the SSH representation is a continuous one.

Higher degree SSH components in the representation
correspond to the finer detail on the response, in the same
way that higher order sinusoidal harmonics contain the fine
detail in 1-D Fourier analysis. The spherical harmonic spec-
trum ~SHS! is defined in Pollack et al. ~1993! as
A(m(Umn

2 1Vmn
2 )/(2n11) for each degreen. This spectrum

corresponds to the rms value of the weights of SSH compo-
nents of a particular degree. Figure 3 illustrates the SHS of
the time-domain HRTF model:~To take account of the time
domain structure of the model, the maximum amplitude over
all time samples was taken for each degreen.!

The structure of this spectrum shows a clear downward
trend in the average contribution made by harmonics of in-
creasing degree. This is a very encouraging result as it indi-
cates a decrease in physical sensitivity for smaller changes in
direction. Having said this, the harmonic amplitude at the

FIG. 2. Magnitude spectrum of HATS ear canal, as measured using a probe
microphone.

FIG. 3. Spherical harmonic spectrum of SSH representation~using maxi-
mum values over time!.
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17th degree is still significant; indeed, the spectrum seems to
be levelling off. This indicates the presence of even higher
harmonics in the HRTF set. It seems likely that these very
high-degree components arise, in part, from the ITD infor-
mation in the HRTFs, which is in the form of a variable
onset delay before the response begins. HRTFs in close di-
rectional proximity, even those which appear to have simi-
larly shaped responses, will differ greatly in a sample-by-
sample analysis such as this.

The existence of these delays also precludes the calcu-
lation of useful error values in the time domain. Therefore,
the performance of the SSH model in accurately approximat-
ing experimentally measured HRTFs has been assessed in
the frequency domain. The error metric assessed is mean-
square error in the magnitude spectrum.~Phase response er-
ror values were generally found to be considerably smaller
due to the dominance of group delay.! The error performance
of the SSH model was investigated for two different classes
of direction; those for which physical measurements were
actually made and contributed toward the derivation of the
model—Recreation—and directions for which the SSH
analysis had no experimental reference—Interpolation.

B. HRTF recreation performance

The percentage mean-square error between the magni-
tude spectra of measured and simulated HRTFs for recreated
response directions is shown in Table I. The figures are given
as averages across each of the eight octants.~Note: The
bracketed percentages are the averages obtained when the
lowest four angles of elevation, for which dummy data were
used in the analysis, are excluded from the error analysis.!

These values show that, in general, the recreation of
HRTFs is better above the horizontal plane than below it;
better at the source-facing side of the head than in the head’s
acoustic shadow; and generally better in the front hemi-
sphere than in the rear. Figure 4 illustrates some example
experimental HRTF measurements, with their SSH simula-
tion overlaid.

The responses in Fig. 4 qualitatively show that the SSH
model recreates the experimental responses with, generally,
very high accuracy. Within the main part of the HRTFs very
little difference between measured and simulated responses
is visible. Much of the error that does arise seems to be as a
result of the time-domain nature of the analysis, coupled
with the fact that the variable onset delays were retained in
the responses so that ITD would be included in the model.
For example, the response for 24.5° elevation and 90° azi-
muth, a response corresponding to a source on the shadowed

side of the head, contains a clearly visible and spurious ‘‘pre-
echo’’ before the onset of the true response. This almost
certainly occurs due to the presence in the SSH analysis set
of those HRTFs measured on the unshadowed side of the
head. These responses have a high amplitude and a short
onset delay, relative to those on the shadowed side. Another
source of error, generally less visible, is a ‘‘widening’’ of
peaks in the simulated HRTFs due to interpolation between
responses where similar peaks are separated by a few
samples.

TABLE I. Average mean-square error percentages between measured and 17th degree SSH simulated HRTFs
for each octant.

Octant
Front

~u<45°;u>315°!
Shadowed side
~45°<u<135°!

Back
~135°<u<225°!

Unshadowed side
~225°<u<315°!

Above horizontal 1.93% 5.88% 2.60% 1.32%
~0°<f<90°!

Below horizontal 8.50% 10.46% 8.68% 3.01%
~90°<f<180°! ~3.67%! ~6.33%! ~2.79%! ~1.74%!

FIG. 4. Example measured and recreated HRTFs.
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C. HRTF simulation performance

In order to assess how accurately the SSH model can
generate interpolated HRTFs an additional set of 32 experi-
mental HRTFs was measured. These responses were pro-
cessed in exactly the same way as those used in the SSH
analysis. These extra measurements were spaced throughout
the sphere, using angles of elevation620° and659.5° ~the
4th degree Gauss–Legendre directions!, and with an azi-
muthal spacing of 45°. This distribution places the measure-
ments between the directions which were actually used in the
SSH analysis. Average mean-square error percentages for the
magnitude spectra of these interpolated directions are given
in Table II.

The results in Table II show that the accuracy of inter-
polation is significantly, but not grossly, less than the accu-
racy of recreation. Again, in general, the upper hemisphere is
simulated more accurately than the lower. However, now the
rear hemisphere is simulated with significantly greater accu-
racy than the front, and the shadowed and unshadowed sides
are approximated with a similar degree of accuracy. Figure 5
qualitatively illustrates the measured and simulated re-
sponses for some of these interpolated directions:

These responses illustrate the following significant fea-
tures of the interpolated responses: They show that interpo-
lation errors seem to occur because of the effects of averag-
ing and, as before, of the variable onset delay. In the upper
response a reduction in the height of the peaks is visible. The
middle plot shows an interpolated HRTF which appears to be
fractionally delayed with respect to the physically measured
response, and the lower response exhibits a slight ‘‘widen-
ing’’ of the peaks in the interpolated response.

IV. ANALYSIS OF ITD EQUALIZED RESPONSES

The bulk of the approximation errors in the time-domain
SSH model appear to arise as a result of the variable onset
delay present in the HRTF responses being analyzed. In or-
der to examine the actual effects of these variations on the
model the time-domain SSH analysis was repeated. How-
ever, this time the onset delays, the basis of the ITD infor-
mation, were equalized in order that each response should
begin at the same instant.~Chenet al. also carried out such
ITD equalization prior to their KLE analysis.! For this analy-
sis the delays were equalized very simply by going through
each of the 648 HRTFs in turn, detecting the sample at
which the response first exceeded an onset threshold of
0.015, and cropping the response 4 samples before this point.
This choice of thresholding was chosen as it was not affected
by the very small variations in the unequalized HRTFs that

occurred prior to the onset of the true response.~Note: In
Sec. II the compensation of the anechoic chamber measure-
ments using a free-field response measured at the center-head
position was described. Notionally, by stripping away the
ITD information from the front of the HRTFs we should be
left with the responses that would have been obtained had
the free-field measurements been made at the ear position.!
The equalized HRTFs were then truncated to 64 samples in
length.

The SSH analysis of the previous section was then re-
peated, exactly as it had been before, for each of the 64 time

TABLE II. Average mean-square error percentages for different azimuths with 17th degree SSH model used for
HRTF interpolation.

u50° u545° u590° u5135° u5180° u5225° u5270° u5315°

Above horiz. 8.69% 6.93% 12.77% 7.79% 3.26% 7.82% 10.31% 8.85%
~0°<f<90°!

Below horiz. 11.06% 11.41% 15.53% 11.19% 7.33% 6.53% 19.27% 5.66%
~90°<f<180°!

FIG. 5. Example measured and interpolated HRTFs.
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samples of the ITD-equalized HRTFs. This yielded an en-
tirely new set of weights for SSH components up to 17th
degree; and a new continuous, functional model for the
HRTFs, omitting the ITD information. As before, the struc-
ture of the SSH model is illustrated by means of its spherical
harmonic spectrum~SHS!, shown in Fig. 6.

The SHS of the original model~shown previously in
Fig. 3! is overlaid as a dotted line on the same scale. The
SHS of the ITD-equalized model has a significantly higher
fundamental~0th degree! amplitude and a slightly higher 1st
degree amplitude. At higher degrees, however, the spectrum
flattens out very rapidly, unlike the spectrum of the original
model which had a much slower ‘‘decay.’’ This indicates
that the new model places more of the information required
to reconstitute HRTFs into lower-degree components, which
should have implications for efficient reconstruction. How-
ever, as with the SHS of the unequalized responses, the re-
sponse flattens out to an amplitude of approximately 0.016;
meaning that higher-degree components are still present in
the HRTF set.

A. ITD-equalized HRTF recreation performance

Table III presents the same information as Table I; av-
erage mean-square error percentages in the magnitude spec-
trum of recreated HRTFs for directions for which physical
measurements were made, except that the ITD-equalized
HRTFs and SSH model were used.

These figures show that the removal of the ITD infor-
mation from the HRTFs has improved the accuracy of ap-
proximation of the SSH model. Performance in those octants
which had previously had relatively high error percentages
has been significantly improved. The same basic accuracy
structure is apparent—approximations are generally better

above the horizontal plane than below it, better in front than
behind, and better on the unshadowed side than the shad-
owed; but the general effect of equalizing the delay has been
to reduce the differential between these error percentages.
Figure 7 qualitatively displays the approximation perfor-
mance for the same directions as in Fig. 4. The most notable
feature is the alleviation of the ‘‘pre-echo’’ effect. There is
also some improvement in the ‘‘peak widening’’ observed
previously.

FIG. 6. Spherical harmonic spectrum~using maximum values over time! of
SSH representation of ITD-equalized responses, with original SHS overlaid.

TABLE III. Average mean-square error percentages for recreated directions using ITD-equalized model.

Octant
Front

~u<45°;u>315°!
Shadowed side
~45°<u<135°!

Back
~135°<u<225°!

Unshadowed side
~225°<u<315°!

Above horizontal 1.74% 2.97% 1.78% 1.30%
~0°<f<90°!

Below horizontal 1.49% 5.71% 2.75% 2.90%
~90°<f<180°! ~1.27%! ~4.60%! ~2.35%! ~2.25%!

FIG. 7. Example measured and recreated HRTFs for the ITD-equalized
model.
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B. ITD-equalized HRTF interpolation performance

The average mean-square error percentages achieved by
the ITD-equalized model for interpolated directions are
given in Table IV. These figures are directly comparable to
those in Table II.

Here we can see again that the removal of the variable
onset delay from the HRTF set has had a marked improve-
ment on the error performance of the SSH model. The im-
provement apparent for some directions~such as the directly
ahead above the horizontal plane! is particularly dramatic.
On average the upper hemisphere is simulated with consid-
erably greater accuracy than the lower, the shadowed and
unshadowed hemispheres exhibit a similar level of perfor-
mance, but, unlike the figures presented in Table II, error
performance in the front hemisphere is now noticeably better
than that achieved for the rear. Qualitatively, Fig. 8 shows
that, in comparison to Fig. 5, the previously visible ‘‘pre-
echo’’ effect has been alleviated. Also, the reduction in the
height of peaks has been improved, as have the unwanted
delay effects.

The results presented in this section clearly show that, as
expected, equalizing the onset delay throughout the HRTF
set prior to SSH analysis has improved the effectiveness of
the resulting model in approximating responses for both rec-
reated and interpolated directions. However, this improve-
ment has been achieved at the expense of the ITD data that
were previously present in the HRTFs. If the SSH model is
to be used to generate HRTFs for sound spatialization then
ITD will now have to be implemented separately. It is, of
course, perfectly possible to keep a record of how many
samples are stripped from the front of the HRTFs in the
delay-equalization process and to replace them to the re-
sponses as generated by the SSH model. Unfortunately, since
we will not know how much onset delay to place on simu-
lated HRTFs for interpolated directions, the continuous na-
ture of the SSH model will be lost. Therefore for this ap-
proach to be useful a continuous, three-dimensional model of
ITD would be required~as used in Evans, 1997!.

V. SSH ANALYSIS IN THE FREQUENCY DOMAIN

The spherical harmonic spectrum in Fig. 6 showed that,
even with the variable onset delays equalized, the SSH
analysis of the time-domain HRTFs yielded high-degree
components of significant amplitude. It is possible that the
occurrence of these high-degree components is inherent in
the time-domain nature of the responses being analyzed, and
that the presence of components of degree higher than 17 are
causing much of the error in the approximation, due to their
absence from the SSH model. In order to investigate if the

performance of the SSH representation could be improved
the technique has also been applied in the frequency domain:
The set of 648 HRTFs used in analysis of Sec. III~with
variable onset delays intact! underwent 96 point DFTs using
MATLAB . SSH analysis was then applied to the magnitude
and unwrapped phase responses of the resulting transfer
functions. The analysis was applied in precisely the same
way as for the time-domain analysis of the HRTFs except
that, instead of applying SSH analysis separately for each
instant of time, the analysis was applied, in turn, to each
frequency bin. The result was two complete sets of SSH

TABLE IV. Average mean-square error percentages for interpolated directions using ITD-equalized model.

u50° u545° u590° u5135° u5180° u5225° u5270° u5315°

Above horiz. 1.84% 3.26% 3.69% 4.19% 3.71% 4.02% 9.53% 3.92%
~0°<f<90°!

Below horiz. 7.00% 6.72% 17.55% 9.33% 8.01% 5.73% 6.61% 2.63%
~90°<f<180°!

FIG. 8. Example measured and interpolated HRTFs for the ITD-equalized
model.
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weights up to degree 17, allowing both the magnitude and
phase responses to be expressed as a weighted sum of SSHs.

A. Spherical harmonic spectra of frequency domain
model

Figure 9 shows the spherical harmonic spectra for the
magnitude and phase SSH models.~Note: For each degreen
the maximum value of the rms amplitude of the weights is
taken across all the frequency bins.! As with the time-
domain representations these spectra show a characteristic
‘‘decay’’ in the relative contribution to the HRTF set made
by harmonics of increasing degree. Although the vertical
axes on these spectra are not directly comparable either with
each other or with those on the time-domain plots of Figs. 3
and 6, we can compare the spectra by some simple analysis.
Let S@n# indicate the value of a spherical harmonic spectrum
at degreen. Characteristic parametersa and b are given by
the following equations. Let

a5
S@17#

(n50
17 S@n#

. ~9!

b is the minimum integer to satisfy,

(
n50

b

S@n#>0.9(
n50

17

S@n#. ~10!

a is effectively a measure of the contribution made to the
‘‘energy’’ of the whole spectrum by the highest-degree com-
ponent present in the model.b is effectively the lowest de-
gree at which at least 90% of this total ‘‘energy’’ is con-
tained in that degree and lower.a andb values for the spectra
in Figs. 3, 6, and 9 are tabulated in Table V.

These values show that the SSH model of frequency
domain HRTF is the most efficient, both in terms of mini-
mizing the degree containing the bulk of the variation in the
responses, and also in terms of minimizing the contribution
made by the highest-degree harmonics.

B. Frequency domain recreation performance

Table VI gives average mean-square error percentages
between the magnitude spectra of measured HRTFs, and
those recreated using the frequency domain SSH model. As
in Tables I and III, for the two time-domain SSH analyses,
these error figures are broken down into octants.~Note: Once
again, the bracketed values ignore the lowest four angles of
elevation, for which dummy data were used.!

These results show a highly significant, and global, im-
provement in the accuracy of the SSH approximations, in
comparison to those results achieved in the time domain. It
seems highly likely that this superior performance arises due
to a reduced potential amplitude difference for an incremen-
tal angular change, compared to effects around the onset of
impulse responses. The relative success of the model in dif-
ferent octants is also very similar; better above the horizontal
plane than below, better on the unshadowed side of the me-
dian plane than on the shadowed side, and better in front
than behind. Figure 10 shows a direct, qualitative compari-
son between measured HRTFs and HRTFs recreated using
the frequency domain model, for the three directions previ-
ously examined in Figs. 4 and 7.

Comparing the responses of Fig. 10 to those of Fig. 4
shows that implementing the SSH analysis in the frequency

FIG. 9. Spherical harmonic spectra of SSH representation of HRTF magni-
tude and phase responses, using maximum values over frequency.

TABLE V. Characteristic parametersa and b for each spherical harmonic
spectrum.

Original SHS
ITD-Eq.

SHS
Mag. response

SHS
Phase response

SHS

a 18.331023 13.131023 5.231023 2.231023

b 13 11 7 2

TABLE VI. Average mean-square error percentages for recreated directions using frequency domain model.

Octant
Front

~u<45°;u>315°!
Shadowed side
~45°<u<135°!

Back
~135°<u<225°!

Unshadowed side
~225°<u<315°!

Above horizontal 0.47% 0.93% 0.78% 0.35%
~0°<f<90°!

Below horizontal 0.69% 4.17% 1.25% 0.79%
~90°<f<180°! ~0.49%! ~1.67%! ~0.80%! ~0.48%!
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domain rather than the time domain has, in general, allevi-
ated the visible discrepancies present in the previous ap-
proximations. Most significantly, the ‘‘pre-echo’’ which was
previously visible in responses recreated for the contralateral
side of the head is no longer present. Less obviously, these
plots show that peaks in the response seem less susceptible
to overshoot or undershoot. The shape of the recreated re-
sponses is generally extremely close to that of their measured
counterparts. The only visible fault that the frequency do-
main implementation of the SSH analysis appears to have

introduced is a very low-amplitude high-frequency ripple,
which is just visible prior to the onset of some of the re-
sponses. Since this ripple appears to be at, or very near to,
the Nyquist frequency, it is likely that it is caused by a re-
duction in the accuracy of the approximation for the final
frequency bins. In general, though, these results are a clear
improvement over those achieved in the time domain, and
obtained without sacrificing the ITD data stored in the vari-
able onset delay.

C. Frequency domain interpolation performance

Table VII gives average mean-square error percentages
in the magnitude spectrum, for responses interpolated using
the frequency domain model. These results are directly com-
parable to those in Tables II and IV. The results show a
marked improvement over the performance of the original
time-domain SSH model for virtually all directions, and, in
general, a smaller improvement on the performance achieved
by the ITD-equalized SSH model. There is a much greater
difference in performance between recreated and interpolated
directions than was observed in the time domain. This might
mean that interpolation performance is approaching a limit
imposed by physiological features and the spacing of the
physical measurements. Features in the responses which oc-
cur entirely between measured directions and cannot be de-
termined by such interpolation, even though the overall ac-
curacy of the approximation has been improved.

Figure 11 illustrates qualitatively measured and interpo-
lated responses for the same three directions examined in
Figs. 5 and 8. If we compare the responses with those of the
original, time-domain SSH model we can see that the occur-
rence of ‘‘pre-echo’’ has been largely eliminated, and short-
falls and overshoots on some of the peaks have been re-
duced. Although, the overall shape of the interpolated
responses is now more accurate, there are still some peak
widening effects visible, together with some very slight, spu-
rious delays of the entire response. Often, there is also the
same low-amplitude, near Nyquist frequency component vis-
ible before the onset of some of the responses that was noted
for some recreated responses. Clearly, though, the results
from the frequency domain application of SSH analysis are
an improvement over those obtained in the time domain and
indicate a successful implementation of a continuous, func-
tional HRTF model.

FIG. 10. Example measured and recreated HRTFs for the frequency domain
model.

TABLE VII. Average mean-square error percentages for interpolated directions using frequency-domain
model.

u50° u545° u590° u5135° u5180° u5225° u5270° u5315°

Above horiz. 2.25% 2.89% 3.60% 4.21% 2.08% 3.54% 7.14% 2.58%
~0°<f<90°!

Below horiz. 8.94% 11.00% 20.92% 11.44% 8.86% 3.65% 4.54% 2.37%
~90°<f<180°!
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D. Comparison to modeling using Eigentransfer
function approach

It is in no way intended that HRTF analysis using SSHs
should be perceived as a rival approach to the EF analysis of
Chen et al. That research represented an HRTF set in a
highly compact form~17 components derived from 2188
physical HRTF measurements! using basis functions derived
from the measurements themselves. The SSH model in this
paper uses a considerable greater number of basis functions

~324, as derived from 648 measured HRTFs components!.
Reconstruction of HRTFs using SSHs is, therefore, less stor-
age efficient and applications in which this is a key issue
should perhaps look to the EF approach. The SSH analysis
technique, however, uses a general set of spatial basis func-
tions. As such, the weights associated with particular SSH
components can be directly compared across HRTFs sets
and, thus, from listener to listener or dummy head to dummy
head. The EF and SSH analysis approaches, therefore, are
complementary.

In terms of mathematical accuracy Table VIII gives
mean-square error percentages for the EF analysis~derived
from Table III in Chenet al., 1995!. If we compare these
values to those in Table VI, calculated for the frequency
domain SSH model, we see that the accuracies of the two
methods are comparable overall. However, particular com-
parisons show that, for recreated directions, the SSH model
has the more consistent performance and shows considerably
less error for rearward directions. Overall, though, if the in-
terpolation errors of Table VII are also considered, the EF
model is more accurate globally than the SSH model.

VI. CONCLUSIONS

The results presented in this paper show that building a
model of HRTF data from a SSH analysis has yielded a very
encouraging level of performance, in terms of the math-
ematical accuracy of the modeled responses. In particular,
the frequency domain application of the technique has alle-
viated some of the simplifications of the PCA analysis of
Kistler and Wightman~1992! ~by including a synthesis both
of the phase responses, and the variable onset delay required
for ITD simulation, in addition to the magnitude spectra! yet
has achieved the highest level of performance in terms of the
accuracy of the model. The calculated SSH model allows the
direct, continuous, and accurate synthesis of a pair of HRTFs
for any arbitrary direction. This capability has potential ap-
plications wherever smooth directional transitions are re-
quired in sound reproduction; for example, the simulation of
moving sound sources, or the creation of soundfields which
make use of head tracking to enable resilience to head move-
ments.

The SSH component weights determined by the analysis
also represent some spatial features of interest in the auditory
receptivity field formed by the complete set of HRTFs. The
representation complements the results of the Karhunen–
Loève expansion~KLE! presented in Chenet al. ~1995!. The
EF model yielded by the KLE analysis is a highly efficient
one, minimizing the number of components required to

FIG. 11. Example measured and interpolated HRTFs for the frequency do-
main model.

TABLE VIII. Average mean-square error percentages for the Eigentransfer function model@derived from Chen
et al. ~1995!, Table III#.

Octant
Front

~u<45°;u>315°!
Shadowed side
~45°<u<135°!

Back
~135°<u<225°!

Unshadowed side
~225°<u<315°!

Above horizontal 0.52% 2.06% 0.55% 0.56%
~0°<f<90°!

Below horizontal 0.56% 3.86% 4.15% 0.59%
~90°<f<180°!
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achieve maximum approximation accuracy by extracting and
forming the orthogonal basis functions from the HRTF data
itself. Such efficiency of modeling has obvious applications
for any future coding or compression scheme for HRTF data.
SSH analysis, meanwhile, calculates a much larger number
of components, predetermined by the distribution of previous
measurements. The orthogonal basis functions, instead of be-
ing extracted from the physical measurements, are a straight-
forward, well-known, and hierarchical set—the surface
spherical harmonics. Therefore, the frequency responses and
impulse responses formed by all the weights for a particular
harmonic represent the presence in the HRTF set of a par-
ticular spatial pattern. For example, the three first-degree
SSHs~as used in ambisonics; Gerzon, 1977! correspond to
the spatial patterns of front–back, left–right, and up–down.
The three frequency responses~or impulse responses!
formed by taking all the weights for these harmonics there-
fore represent the direct contributions to the HRTFs given by
the front–back, left–right, and up–down projections of the
source.

The higher the degree of a SSH, the greater the level of
spatial variation which it corresponds to. This allows us to
look at this paper’s finding that higher-degree SSH compo-
nents contribute progressively less significantly to the HRTF
set and, therefore, verifies the instinctive result that the
highly directionally sensitive components are less math-
ematically significant than the effects of grosser changes in
direction. The existence of higher levels of approximation
error in certain directions also gives us an insight into the
location of high directional sensitivity in the HRTFs. SSHs
are hierarchical basis functions so the higher the maximum
degree of the components used in the model the greater the
mathematical accuracy of the simulated HRTFs. It is ex-
tremely important to note that errors in the signal domain do
not generally map onto listeners’ perceptions in a direct man-
ner. For a full assessment of the effectiveness of SSH mod-
eled HRTFs, psychoacoustic validation by listening tests is
required. The optimum degree of SSH model, together with
the accuracy of sound spatialization that can be achieved
using this technique will, of course, be determined by the
perceptions of individual users, together with the particular
application or service the technique is employed in.

In addition to perceptual testing and validation, progress
could continue to be made in this area by further work, such
as a comparison of the SSH representation of different sets of
HRTFs and a more detailed mathematical analysis of the
error performance of the SSH model as the maximum SSH
degree is varied, in the light of the perceptual tests.
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Binaural and monaural auditory filter bandwidths and time
constants in probe tone detection experimentsa)
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Auditory filter bandwidths and time constants were obtained with five normal-hearing subjects for
different masker configurations both in the frequency and time domain for monaural and binaural
listening conditions. Specifically, the masking level in the monaural condition and the interaural
correlation in the binaural conditions, respectively, was changed in a sinusoidal, stepwise, and
rectangular way in the frequency domain. In the corresponding experiments in the time domain, a
sinusoidal and stepwise change of the masker was performed. From these results, a comparison was
made across conditions to evaluate the influence of the factors ‘‘shape of transition,’’ ‘‘monaural
versus binaural,’’ ‘‘frequency domain versus time domain,’’ and ‘‘subject.’’ Also, the respective
data from the literature were considered using the same model assumptions and fitting strategy as
used for the current data. The results indicate that the monaural auditory filter bandwidths and time
constants fitted to the data are consistent across conditions both for the data included in this study
and the data from the literature. No consistent relation between individual auditory filter bandwidths
and time constants were found across subjects. For the binaural conditions, however, considerable
differences were found in estimates of the bandwidths and time constants, respectively, across
conditions. The reason for this mismatch seems to be the different detection strategies employed for
the various tasks that are affected by the consistency of binaural information across frequency and
time. While monaural detection performance appears to be modeled quite well with a linear filter or
temporal integration window, this does not hold for the binaural conditions where both larger
bandwidth and time constant estimates are found. ©1998 Acoustical Society of America.
@S0001-4966~98!00410-X#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Dc, 43.66.Mk@RHD#

INTRODUCTION

Temporal and spectral resolution are fundamental con-
straints in several auditory tasks, e.g., speech intelligibility,
and therefore play an important role in normal auditory func-
tioning. Time resolution refers to the ability of the auditory
system to follow temporal variations and can be character-
ized by time constants. Frequency selectivity refers to the
range of frequencies over which information is combined
and can be characterized by the auditory filter bandwidths.
Both parameters are essential for modeling the human audi-
tory system and appear to be strongly affected in hearing-
impaired listeners~Festen and Plomp, 1983; Kinkel, 1990;
Moore, 1995!. These psychoacoustical parameters have been
examined separately in different studies, and primarily under
monaural conditions. However in natural listening environ-
ments, time and frequency resolution are always combined in
binaural listening conditions. In order to model the auditory
system, the relations between the parameters that describe

these phenomena have to be known. Therefore in this study
the relationships between time and frequency resolution in
various experimental conditions and in monaural and binau-
ral hearing are examined.

Many measurement procedures have been described that
can be used to determine auditory filter bandwidths or time
constants in detection experiments. Auditory filter bandwidth
was often determined by measuring the detection of a test
tone in a noise masker which varied in the frequency do-
main. Monaural experiments have been performed with
variations of the power density of the masking noise. Like-
wise, binaural experiments have been performed with varia-
tions of the interaural correlation of the masking noise. Mon-
aural auditory filter bandwidths have been determined by
Houtgast ~1977! using a cosine variation of the spectral
power density in the frequency domain~rippled-noise!,
whereas Patterson changed the power density in a stepwise
~1974! or rectangular~1976! manner. Binaural auditory filter
bandwidths were determined by Kohlrausch~1988! and
Kollmeier and Holube~1992! using a stepwise variation of
the interaural correlation, whereas Sondhi and Guttman
~1966! changed the interaural correlation rectangularly.

Time constants were measured with binaural and mon-
aural noise masker variations in the time domain. The inter-
aural correlation of the noise masker varied cosinusoidally
~Grantham and Wightman, 1979! or stepwise~Kollmeier and
Gilkey, 1990! to determine binaural time constants. Monau-
ral time constants were obtained using a cosine~Viemeister,

a!This paper is based on the Ph.D. theses written by the first author~Holube,
1993! and second author~Kinkel, 1990!. Parts of this paper have been
presented at the 1991 meeting of the German Acoustical Society~Holube
et al., 1991!.

b!Current address: Siemens Audiologische Technik GmbH, Gebberststr. 125,
D-91058 Erlangen, Germany.

c!Current address: Kind Ho¨rgeräte, Kokenhorststr. 3-5, D-30938 Großburg-
wedel, Germany.

d!Author to whom correspondence should be addressed. Electronic mail:
biko@medi.physik.uni-oldenburg.de
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1977!, a stepwise~Kollmeier and Gilkey, 1990!, or a rectan-
gular ~Moore et al., 1988! variation in the amplitude of the
noise masker. The use of these different noise masker con-
figurations has led to very different estimated values of the
psychoacoustical parameters ranging in the monaural case at
500 Hz from 26 to 81 Hz for bandwidth estimates and 4–26
ms for time constants, respectively~see Table I!. In addition,
differing relations between monaural and binaural param-
eters have been found. Whereas Kohlrausch~1988! reports
that monaural and binaural auditory filter bandwidths are
about equal in size, Sondhi and Guttman~1966! obtained
much broader bandwidths in binaural experiments.

The reasons for these differing results are unclear. One
factor might be the influence of different spectra or temporal
shapes of the noise maskers. Additionally, different models
and thus different definitions and filter methods of auditory
filter bandwidths and time constants were used. Finally, dif-
ferences between measurement equipment, psychophysical
measurement procedures, and subjects may have contributed
to the discrepancies. An additional difficulty in comparing
temporal and spectral resolution across studies is the fact that
no study examined the time constants in the time domain in
a way equivalent to the frequency constants~or bandwidths,
respectively! in the frequency domain. Such a formally
analogous treatment would definitely help to establish the
relations between auditory filter bandwidths and the respec-
tive time constants.

Consequently, this study describes binaural and monau-
ral auditory filter bandwidths and time constants obtained
using different noise masker variations with the same sub-
jects, measurement apparatus, psychophysical procedure,
and model assumptions to fit the data both in the time and
frequency domain. We focus on the modeling and compari-
son of conditions that have partially been published before
~Kinkel, 1990; Holubeet al., 1991; Kollmeier and Holube,
1992! and draw on the fortuitous fact that many of the same
listeners participated in all of these studies. To determine
auditory filter bandwidth, the interaural correlation in the
binaural experiments as well as the spectral power density in

the monaural experiments was varied cosinusoidally, step-
wise, and rectangularly in the frequency domain. The time
constants were examined by a cosinusoidal and by a stepwise
change of the interaural correlation or the power spectral
density in the time domain. From the measured masked
thresholds of the test tone the parameter for the auditory
filter bandwidth and the time window were determined by
applying the equalization and cancellation~EC! theory
~Durlach, 1972!. The results were compared with each other
and with the values given in the literature.

I. METHOD

A. Subjects

All experiments were performed with two normal-
hearing subjects that authored and co-authored this study
@MK ~male! and IH ~female!#. Three additional normal-
hearing male listeners participated only in a subset of the
experiments~RN, CM, and SU!. All listeners were between
24 and 30 years old. They were members of the research
group and participated voluntarily. All had clinically normal
hearing and were experienced with psychoacoustical experi-
ments similar to those carried out here.

B. Apparatus

Stimuli were generated on a TMS 32010-based signal
processing subsystem connected to a Digital Equipment PDP
11/73 computer. Three 16-bit digital-to-analog converters
were used to produce the binaural noise masker and the
probe tone separately at a sampling rate between 10 and 30
kHz. The level of the stimuli was controlled by separate
programmable attenuators with a resolution of 0.1 dB. The
noise stimuli were bandpass filtered between 0.1 and 1 kHz
with two Krohn-Hite 3343 filters with a a slope of 48 dB per
octave. The probe tone was also bandpass filtered between
0.1 and 1 kHz by an Ithaco 4302 filter with slopes of 24 dB
per octave. The probe tone and noise waveforms were then
added with an analog mixer and presented to the subject

TABLE I. Frequency and time constants (nu1n l andt11t2 , respectively! for different noise masker configurations in the frequency and the time domain.
The first column summarizes the results of this study, the second column reports results given in the literature, and the third column gives the results after
fitting the masked thresholds given in the literature with the same procedure as in this study. The last column gives the reference.

Experiment Current study Literature~reported! Literature~fit! Reference

Frequency domain:
Cosine 109–166 Hz

Binaural Step 80–84 Hz Kohlrausch~1988!
56–77 Hz 56–77 Hz Kollmeier and Holube~1992!

Rectangle 78–103 Hz approx. 200 Hz 92 Sondhi and Guttman~1966!

Cosine 81–145 Hz 203–231 Hz at 1 kHz 143 Hz at 1 kHz Houtgast~1977!
Monaural Step 26–31 Hz 46 Hz Patterson~1974!

43–68 Hz 43–68 Hz Kollmeier and Holube~1992!
Rectangle 78–89 Hz 61–81 Hz 46 Hz Patterson~1976!

Time domain:
Binaural Cosine 91–122 ms 44–140 ms 139–189 ms Grantham and Wightman~1979!

Step 40–69 ms 33–83 ms 33–83 ms Kollmeier and Gilkey~1990!

Monaural Cosine 7–33 ms 4 ms 2 ms Viemeister~1977!
Step 16–25 ms 12–26 ms 12–26 ms Kollmeier and Gilkey~1990!
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through DT-48 headphones in a sound-insulated anechoic
chamber. Short instructions and messages for the subject
were displayed on a video monitor in front of the subject.
During practice runs at the beginning of each session, feed-
back information was provided on the monitor and by illu-
minating the correct-answer button of the response box.

C. Stimuli and conditions

1. Experiment 1 (frequency domain)

Figure 1 shows a sketch of the bandpass-filtered noise
maskerN and the probe toneS in the frequency domain for
three different configurations employed to determine fre-
quency resolution in binaural conditions~a!–~c!. Data from
the second condition were obtained by Kollmeier and Hol-
ube ~1992!. The interaural correlation was changed cosinu-
soidally over frequency in the first configuration, stepwise in
the second configuration, and rectangularly in the third con-
figuration. In the first and third configurations, an interaural
phase shift of 0 degrees (N0 noise! was present in the spec-
tral region around 500 Hz whereas an interaural phase shift
of 180 degrees (Np noise! was present at frequencies above
and below this region.

The noise maskers depicted in Fig. 1 were generated
using 32 768 samples of a Gaussian noise for the first stereo
channel@R( f )#. For the second stereo channel, the samples
were Fourier transformed and multiplied with a cosine of
variable periodicity for the first configuration@cf. Fig. 1~a!#,
a stepwise transition from21 to 11 in the second configu-

ration @cf. Fig. 1~b!# and a rectangular transition from21 to
1 and back to21 in the third configuration@cf. Fig. 1~c!#. To
achieve a flat power spectrum in the second stereo channel in
the first configuration, an uncorrelated second noise@U( f )#
with the same statistics asR( f ) which was sinusoidally
shaped in the frequency domain was added before the in-
verse Fourier transformation into the time domain. Therefore
the amplitude spectrumL( f ) for the second stereo channel
was

L~ f !5R~ f !cosS ~ f 2 f 0!•
2p

F D
1U~ f !sinS ~ f 2 f 0!•

2p

F D . ~1!

R( f ), U( f ): amplitude spectra,f 0 : probe tone frequency
500 Hz,F: periodicity in the frequency domain~in Hz!, also
denoted as ripple spacing.

The interaural correlationr( f ) thus exhibited a fre-
quency dependence as follows:

r~ f !5cosS ~ f 2 f 0!•
2p

F D . ~2!

A modification of the configurations in Fig. 1 was also
employed in whichN0 was replaced byNp ~and vise versa!
by multiplying one of the stereo channels by21. The
masked thresholds of the probe tone were determined as a
function of the periodicityF of the cosine-shaped variation
of the interaural correlation in the first configuration, as a
function of the edge frequency in the second configuration,
and as a function of the bandwidth in the third configuration.

The corresponding monaural configurations exhibit a
frequency-dependent variation of the spectrum level similar
to that of the interaural correlation for the binaural configu-
rations. Hence for detecting aSp-probe tone, theNp noise
corresponds to a nonattenuated monaural noise and theN0

noise corresponds to a monaural noise which is attenuated by
15 dB. This attenuation of 15 dB corresponds to the average
masking level difference~MLD ! at 500 Hz, i.e., the improve-
ment of the masked threshold of aSp-probe tone masked by
a N0 noise in comparison to aNp noise. Specifically, the
monaural noise maskerM ( f ) was created by mixing both
stereo channelsR( f ) andL( f ) of each binaural noise masker
with a ratio of 0.698 that yields a maximum attenuation of 15
dB:

M ~ f !5
R~ f !10.698L~ f !

110.698
. ~3!

The probe tone had a frequency of 500 Hz and a dura-
tion of 250 ms with 20-ms cosine-shaped ramps. It was tem-
porally centered within the masker which had a duration of
750 ms.

2. Experiment 2 (time domain)

For the measurement of temporal resolution, configura-
tions similar to the first two in Fig. 1 were employed, but
with the frequency axes replaced by time axes. The total
duration of the masking noise was set to 750 ms.

FIG. 1. Sketches of the maskers and signals employed in the experiments. In
each panel, the spectral power density at the left and right ear, respectively,
is plotted as a function of frequency. The interaural phase of the noise
masker is changed cosinusoidally~a!, stepwise~b!, or rectangularly~c! from
0° (N0) to 180° (Np). The masked threshold of an interaurally phase-
inverted probe tone (Sp) at 500 Hz is determined as a function of the period
of the cosine~a!, the edge frequency~b!, or the bandwidth of the rectangle
~c!.
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The masker was generated by selecting at random a
750-ms segment of a cyclically repeated time sequence of
the masking noise and D/A converting it without shaping the
envelope. The probe tone was again a 500-Hz sinusoid. It
had a duration of 20 ms including 5-ms ramps. In the binau-
ral condition it was presented with an interaural phase dif-
ference of 180 degrees (Sp). In the monaural experiment,
both signal and noise masker were presented monaurally
~conditionNmSm).

With the cosine-shaped masker configuration, the
masker always started with an interaural correlation of 1, and
the period of the temporal modulation of the interaural cor-
relation was varied. The short probe tone was always cen-
tered at a temporal position where either anN0 or Np noise

was present. ForN0 noise, the probe tone began 240 ms after
masker onset~490 ms for 1- and 2-Hz modulation frequen-
cies! and forNp noise, the probe tone began one-half period
later ~earlier for 2-Hz modulation frequency!. For the largest
modulation periods, however, the number of complete cycles
within the masking interval was limited. Thus the duration of
the masker was prolonged to 1500 ms for the 0.5-Hz modu-
lation frequency. In addition, the interaural correlation of the
masker started at21 for the 0.5- and 1-Hz modulation fre-
quencies if the probe tone was centered at a temporal posi-
tion whereN0 was present. In addition, the masked threshold
was determined with a static interaural correlation (NpSp or
N0Sp), where the probe tone always began after 240 ms.

With the stepwise masker configuration, the transition of

FIG. 2. Masked thresholds~median value and interquartile ranges! as functions of the periodicity~upper panels!, the edge frequency~middle panels!, and the
bandwidth~lower panels! of the noise masker. The left panels show the results for the binaural and the right panels for the monaural conditions for subject
RN. The upwards-pointing triangles~n! refer to the conditions shown in Fig. 1. The downwards-pointing triangles~,! refer to the reversed condition where
N0 is replaced byNp and vise versa. The same symbols are shown for the monaural conditions when theNp noise is replaced by a nonattenuated monaural
noise andN0 noise is replaced by a monaural noise attenuated by 15 dB. In each panel, 0 dB at the ordinate denotes the individualNpSp reference threshold
and the monaural threshold for the reference masking level, respectively. The arrow at the right-hand side denotes the individualN0Sp reference threshold and
the monaural threshold after reducing the masking level by 15 dB, respectively. The reference thresholds were obtained without a frequency-dependent
interaural phase or power density of the masker. Solid lines indicate theoretical threshold functions obtained with a double-sided exponential filter charac-
teristic. The second condition~center left and right panel! is taken from Kollmeier and Holube~1992!.
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the interaural phase of the masker occurred at 375 ms,
whereas the onset time of the probe tone was varied.

The monaural noise maskerM (t) in the corresponding
monaural configurations were derived from the stereo chan-
nels R(t) and L(t) in each binaural condition in the same
way as for the experiment on the frequency domain de-
scribed above, i.e.,

M ~ t !5
R~ t !10.698L~ t !

110.698
. ~4!

The masker was always presented at the level 75 dB
SPL. Four reference thresholds were obtained for each indi-
vidual subject with the unprocessed time sequence of the
noise masker. For the binaural condition, theNpSp and
N0Sp thresholds were obtained by presenting the noise inter-
aurally phase inverted or in phase, respectively. For the mon-
aural condition, the ‘‘nonattenuated’’NmSm reference
threshold was obtained at the standard level of 75 dB. The
attenuated monaural reference threshold (215 dB! NmSm

was obtained by attenuating the masker by 15 dB.

D. Trial structure and measurement procedure

A three-interval three-alternative forced-choice~3I-
3AFC! procedure was employed. The three 750-ms observa-
tion intervals were separated by two 500-ms interstimulus
intervals. In all three observation intervals, a marking light
was turned on 20 ms before the time when the signal might
occur. At the end of the third observation interval, unlimited
time was allowed for the subject to respond. A pause of 400
ms was provided after the subject responded before the next
trial began. An additional 400-ms feedback light was option-
ally provided to mark the interval that actually contained the
probe tone. In addition, a message ‘‘correct’’ or ‘‘miss’’ was
displayed on the video screen. Trial-by-trial feedback was
only provided during training runs that were not included in
the data presented below. The feedback can be a helpful
feature for nontrained subjects to learn the task, but it can
lead to unstable thresholds for trained subjects~Robinson
and Watson, 1972!.

An adaptive staircase algorithm was used to control the
probe tone level, following the recommendations of Koll-

FIG. 3. Same as Fig. 2 for subject IH. Again, the second condition~center left and right panel! is taken from Kollmeier and Holube~1992!.
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meier et al. ~1988!. At the beginning of a run, the signal
level was set well above the expected threshold and lowered
by 2.0 dB after each correct response. As soon as the first
incorrect response was recorded, the signal level was in-
creased by 2.0 dB and a ‘‘one up/two down’’ rule was
adopted~Levitt, 1971!, which lowered the signal level after
two successive correct responses at the same signal level and
increased the level after one incorrect response. After the
third reversal, the step size was decreased to 1.0 dB. At least
20 trials were performed using this small step size. The track
was continued until an even number of reversals was com-
pleted. Following the recommendations by Kollmeieret al.
~1988!, the threshold estimate was obtained as the average of
the levels presented on all trial after the third reversal. Each
data point represents the median threshold estimate of six
independent runs for each subject. The medians are plotted
together with the respective interquartile ranges. With the
monaural configuration employing a stepwise masker transi-
tion in the time domain only three runs were performed by
each subject.

E. Fitting procedure

To fit the data from the various experiments performed
here and from the data in the literature, a simple linear filter
integrating masking energy across a certain frequency range
was assumed for the frequency domain. In addition, a tem-
poral integration window was assumed that operates in the
time domain. As has been shown by Kollmeier and Gilkey
~1990! and Kollmeier and Holube~1992, Appendix A!, inte-
grating across masking power for the monaural cases is
equivalent to integrating across interaural correlation for the
binaural case if the formulas of the EC theory are applied
~Durlach, 1972!. Specifically, the frequency-dependent
masked thresholdL( f )is given as

L~ f !5L low110 log„11b~ f !…, ~5!

whereL low5LM215 dB in the monaural case (LM denotes
the masked threshold in the presence of the nonattenuated
masker! andL low5LM210 log(K11)/(K21) in the binaural
case. HereK is determined by the individual’s performance

in binaural detection tasks according to the EC theory and
can be directly computed from the individualN0Sp masked
threshold.b( f ) is the weighted average over the frequency-
dependent masking energym( f ) that exceeds the215 dB
reference threshold in the monaural case. This is computed
as

b~ f !5E
F1

F2
w~ f m2 f 8!•m~ f 8!d f8. ~6!

In this formula, w( f m2 f 8)denotes the frequency
weighting function~i.e., filter shape!, andF1 andF2 denote
the spectral extent of the complete masker in the frequency
domain. For the binaural case, the equivalent formula is
given as

b~ f !5
1

K21
•S 12E

F1

F2
w~ f m2 f 8!•r~ f 8!d f8D , ~7!

wherer( f 8) denotes the frequency-dependent interaural cor-
relation of the masker~varying between21 and11! under
the assumption that anSp-probe tone has to be detected
which exhibits the lowest masked threshold for a binaural
masker with an interaural correlation ofr51. The weighting
functionw( f m2 f 8) can either be a double-sided exponential
or a rounded exponential function~see Kollmeier and Hol-
ube, 1992!.

For modeling threshold data in the time domain, exactly
the same formulas hold if the frequency parameterf is ex-
changed by the time parametert and all functions are con-
sidered as a function of time instead of frequency. The only
free parameters that have to be fitted to the individual data
are the frequency constants~effective bandwidths! or time
constants of the weighting functionw, respectively, and the
magnitude of the lower ‘‘target’’ thresholdL low . In some
cases, however, the target thresholdL low was fixed as the
respective reference measured with an independent experi-
ment. The fitting of the data was performed using a simplex
method to minimize the squared deviation between the re-
spective model function and the data.

II. RESULTS

Presenting figures of all the data would be beyond the
scope of this paper. Therefore the following panels show the
results of subjects IH, RN~frequency domain!, and CM
~time domain!. Subject IH was chosen because she partici-
pated in all experiments and collected more data points than
the other subjects. The two listeners RN and CM showed
average performance in all tasks and had less training than
MK and SU. The results for the remaining two subjects~MK
and SU! are very similar to those shown here. Complete
results were reported by Holube~1993!.

A. Experiment 1 „frequency domain …

Figures 2 and 3 give the masked thresholds of the probe
tone for the binaural conditions depicted in Fig. 1~left col-
umn! and the monaural conditions~right column! for the
subjects RN~Fig. 2! and IH ~Fig. 3!. The upper panels give
the results for a cosinusoidal variation as a function of the
ripple spacing~or frequency period! F. The middle panels
give the results for the condition employing a stepwise tran-

FIG. 4. Width of the auditory filters as the sum of the frequency constants
(nu1n l) for the cosinusoidal, stepwise, and rectangular masker variation.
Full symbols: monaural condition, open symbols: binaural condition. Sub-
ject RN: n, IH: s, MK: h, SU: ,. The symbols are connected by lines to
get an impression of the overall performance of the subjects in different
configurations.
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sition and are taken from Kollmeier and Holube~1992!.
Thresholds are plotted as a function of edge frequency. The
lower panels give the masked thresholds obtained in the con-
dition with the rectangular transition@cf. Fig. 1~c!# as a func-
tion of bandwidth of the center band. The upward-pointing
triangles~n! depict the listening situation withN0 noise or a
15-dB attenuation of the monaural noise, respectively, in the
spectral region around the probe tone frequency. The
downward-pointing triangles~,! denote the listening situa-
tion with Np noise or a nonattenuated monaural noise, re-
spectively, centered around the probe tone frequency.

In the binaural condition with cosinusoidal variation
~upper left panel in Figs. 2 and 3!, the masked threshold of
the Sp-probe tone decreases with increasing ripple spacing
for N0 ~n!, because a smaller portion of the spectral region
with Np falls into the auditory filter. In the condition with the
phase-inverted masker~,! the observed increase of the
masked threshold with increasing ripple spacing can be de-
duced from a similar argument. The two masked threshold
curves intersect at23 dB for small periodicities, which cor-
responds to the MLD for aSp-probe tone in an interaurally
uncorrelated noise. This is due to the fact that several ripple
periods are integrated within each auditory filter resulting in
an interaural correlation close to 0. A similar argument holds
for the monaural condition~right upper panel in Figs. 2 and
3!: An integration across at least one ripple period yields an
average power density value which corresponds to 1/2 of the

maximum power density value. This corresponds to a de-
crease in masking power of 3 dB.

In the stepwise configuration~middle panels in Figs. 2
and 3! the results show smooth threshold transitions as the
edge frequency of the masker is increased beyond the probe
tone frequency of 500 Hz. The slopes of these transitions are
shallower in the binaural conditions~left panels! than in the
monaural conditions~right panels!. For edge frequencies
well below or above the probe tone frequency, the obtained
threshold values are expected to approach the reference
thresholds.

With the rectangular configuration~lower panels in Figs.
2 and 3! the masked threshold in the binaural case~left
panel! decreases forN0 noise and increases forNp noise in a
manner similar to that for the cosinusoidal masker. For small
bandwidths, however, the threshold for the probe tone inN0

noise~n! approaches the threshold for the static configura-
tion NpSp and vice versa. A similar argument holds again
for the monaural condition~right lower panels in Figs. 2 and
3!.

Theoretical masked thresholds were fitted to the mea-
surement results using a double-sided exponential and a
rounded-exponential auditory filter centered around the
probe tone. The double-sided exponential filter consists of a
pair of back-to-back exponential functions. Each exponential
function can be characterized by a frequency constant which
describes the steepness of this function. The rounded-

FIG. 5. Masked thresholds~median values and interquartile ranges! as functions of the temporal period~upper panels! and the time of the step~lower panels!
of the noise masker variations. The left panels show the results for the binaural and the right panels for the monaural conditions for subject CM. The
upwards-pointing triangles~n! refer to the conditions whereN0 noise is presented simultaneously with the probe tone~upper panels! or theNp noise switches
to N0 ~lower panels!. The downwards-pointed triangles~,! refer to the reversed condition whereN0 is replaced byNp and vise versa. The same symbols are
shown in the monaural conditions when theNp noise is replaced by a nonattenuated monaural noise andN0 noise is replaced by a monaural noise which is
attenuated by 15 dB. In each panel, 0 dB at the ordinate denotes the individualNpSp reference threshold and the monaural threshold for the reference masking
level, respectively. The arrow at the right-hand side denotes the individualN0Sp reference threshold and the monaural threshold after reducing the masking
level by 15 dB, respectively. The reference thresholds were obtained without a time-dependent interaural phase or power density of the masker. Solid lines
indicate theoretical threshold functions obtained with a double-sided exponential window characteristic.
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exponential filter consists also of a pair of back-to-back ex-
ponential functions with a rounded tip in the middle. For
details of the underlying model assumptions and formulas
see Kollmeier and Holube~1992, Appendix A!. The solid
lines in Figs. 2 and 3 give the masked thresholds fit using the
double-sided exponential filter. The upper and lower fre-
quency constants (nu andn l) of the double-sided exponential
or rounded exponential filter, respectively, were fitted to the
data. Additional parameters were theNpSp andN0Sp thresh-
olds for the binaural case and theNmSm andN215Sm thresh-
olds for the monaural case, respectively. However, the lower
and upper frequency constants could not be determined sepa-
rately in conditions where the interaural correlation is sym-
metric around the probe tone@Fig. 1~a! and~c!#. Hence sym-
metric filters were fitted to the data of these experiments.

Figure 4 gives the ‘‘effective’’ bandwidth, i.e., the sum
of the frequency constantsnu1n l ~as a measure for the au-
ditory filter bandwidth! of the double-sided exponential filter
for each individual subject for each of the binaural and mon-
aural conditions. With the exception of RN, the bandwidths
in the monaural conditions are always similar or smaller than
those in the corresponding binaural conditions. When com-
paring the three conditions, the stepwise variation of the
masker produces the smallest bandwidths. The rectangular
variation produces the least variability across subjects and
the second lowest bandwidths. The cosinusoidal masker
variation produces the highest bandwidths on average and
the largest variation of the bandwidths across subjects and
binaural/monaural conditions. The obtained bandwidths for
each individual subject are connected with straight lines for
the different conditions in the binaural and monaural case. In
general, these lines are fairly parallel with only a few inter-
sections. This indicates that the rank order of the bandwidths

across conditions is fairly constant. Apart from a significant
absolute change of the bandwidths across conditions~dis-
cussed further below! the results with the different measure-
ment methods are therefore consistent across subjects.

B. Experiment 2 „time domain …

Figures 5 and 6 give the masked thresholds for subjects
CM and IH for the cosinusoidal transition of the masker
~upper panels! and the stepwise transition of the masker
~lower panels!. The results for the binaural case are given on
the left and those for the monaural case on the right. For the
conditions with the cosinusoidal masker variation~upper
panels!, the masked threshold is given as a function of the
temporal period of the cosine. The upward-pointing triangles
~n! denote the condition where the probe tone is presented
simultaneously withN0 noise in the binaural case and an
attenuated noise in the monaural case. The downward-
pointing triangles~,! denote the condition withNp noise
presented simultaneously with the probe tone in the binaural
case and a nonattenuated noise in the monaural case. In the
condition with stepwise masker variation, the upward-
pointing triangles~n! denote the configuration where anNp

noise is switched toN0 in the binaural case and the nonat-
tenuated noise is switched to the attenuated noise in the mon-
aural case. The downward-pointing triangles~,! denote the
transition fromN0 to Np in the binaural case and from the
attenuated noise to the nonattenuated noise in the monaural
case. The general shapes of the masked thresholds as a func-
tion of the independent variable are very similar to those in
the related experiments in the frequency domain~Figs. 2 and
3!. However, the difference between the binaural and mon-
aural conditions is more pronounced for the experiments in

FIG. 6. Same as Fig. 5 for subject IH.
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the time domain. As before, theoretical masked thresholds
were fitted to the data using a procedure similar to that for
the frequency domain~cf. Kollmeier and Gilkey, 1990!. A
double-sided exponential time window centered around the
probe tone was used. The time constantt1 and t2 of this
window were fitted to the data employing the stationary
thresholdsNpSp , N0Sp , NmSm , and ~215 dB! NmSm , as
additional parameters. To fit the curve to the data from the
condition with cosinusoidal masker variation, a symmetrical
time window was assumed. Figure 7 shows the sum of the
time constantst11t2 as a measure of the time window
length for the different subjects.

While only small differences occur between the cosinu-
soidal and the stepwise masker variation in the monaural
case~Fig. 7, filled symbols!, large differences occur in the
binaural case~Fig. 7, open symbols!. For the cosinusoidal
variation, the binaural condition yields on average time con-
stants 7.2 times larger than in the monaural case, and 2.8
times larger for the stepwise masker variation. This behavior
differs significantly from the analogous results in the fre-
quency domain and points towards different mechanisms be-
ing involved in the monaural and binaural detection experi-
ments in the time domain. In addition, the rank order of the
time constants across subjects is preserved between the two
monaural experimental conditions, whereas it is not for the
two binaural experiments. This leads to the assumption that
different mechanisms are involved in both binaural experi-
ments that cannot simply be described by a single time con-
stant with a consistent variation across subjects.

Another interesting pint is the comparison of the results
in the time and frequency domain across subjects. In the
monaural condition, subject IH has the smallest time con-
stants and the largest frequency constants, whereas subject
SU has the largest time and the smallest frequency constants.
However subject MK shows both small time and frequency
constants. This indicates that no direct inverse relation be-
tween temporal and frequency resolution, as is suggested by

linear filter theory, can be found in the monaural case. Simi-
lar arguments can be made for the binaural case, where again
no simple relation between the findings in the time domain
and the frequency domain exists across subjects.

C. Comparison with data from the literature

In the literature, several experiments have been de-
scribed that measure time and frequency resolution from
monaural and binaural conditions in a manner similar to that
used in this study. Unfortunately, the frequency and time
constants reported are based on different fitting procedures
and definitions of the filter bandwidth~e.g., 3-dB-bandwidth,
equivalent rectangular bandwidth! or time constants~e.g.,
equivalent rectangular duration, period of the cutoff modula-
tion frequency!. Therefore a comparison is made between the
time and frequency constants reported in this study~first col-
umn in Table I!, the time and frequency constants reported in
the literature~column 2!, and the constants that are obtained
after fitting the data from the literature with the model as-
sumptions used in this study~column 3!.

For the experiments in the frequency domain, the experi-
mental data provided by Kohlrausch~1988! employing a
stepwise transition of the interaural correlation in the binau-
ral case could not be fitted, because the probe tone frequency
was not fixed at 500 Hz, but was varied during the experi-
ment. The values reported by Kohlrausch are higher than the
corresponding values reported here. This may be due to the
fact that he employed a trapezoidal filter function instead of
the double-sided exponential filter function employed here
which is a triangular filter function on a dB scale. Sondhi and
Guttman~1966! employed a rectangular transition in the fre-
quency domain for the binaural case and reported a transition
region of approximately 200 Hz. When their original values
are fitted with the same method as for our data, an average
frequency constant of 92 Hz results, which is in good agree-
ment with the frequency constants reported here. In the mon-
aural case, however, the frequency constants reported in the
literature appear to be smaller than those reported here. How-
ever, several experimental parameters differ from this study.
Houtgast~1977!, for example, only employed a sinusoidal
variation of the masking level across frequency with a maxi-
mum depth of 11 dB instead of the 15 dB employed here. If
one assumes an approximate doubling of the frequency con-
stants with a doubling of the center frequency from 500 Hz
to 1 kHz, the value fitted to the data of Houtgast~i.e., ap-
proximately 72 Hz! appears to be very close to the values
reported here for a similar condition. Patterson~1974, 1976!
varied the spectral density of the masker across frequency
both in a stepwise and a rectangular way. He attenuated the
respective spectral component up to the maximum obtainable
dynamic range instead of the 15 dB employed here. After
employing the same model assumptions for the two sets of
experimental data reported by Patterson, similar frequency
constants of 46 Hz result both for the stepwise and the rect-
angular variation of the masking level. Although this value
agrees well with our finding for the stepwise variation, the
close match between the frequency constants found in both
experiments does not correspond well with the frequency
constants reported here.

FIG. 7. Width of the time windows as the sum of the time constants (t1

1t2) for the cosinusoidal and stepwise masked variations. Full symbols:
monaural condition, open symbols: binaural condition. Subject CM:n, IH:
s, MK: h, SU:,. The symbols are connected by lines to get an impression
of the overall performance of the subjects in different configurations.
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For the experiments in the time domain~binaural case!,
Grantham and Wightman~1979! used a sinusoidal temporal
variation of the masker’s interaural phase. The time con-
stants fitted to their data with the methods described here are
higher than those reported by the authors originally and, in
addition, are higher than those derived in our experiment.
One difference between their data and those presented here is
that they only included few modulation frequencies. This
limits the accuracy of time constants fitted to their data. An-
other difference is that their maskers had a bandwidth of
400–600 Hz, whereas the maskers employed in this study
were low-pass filtered at 1 kHz. For the stepwise temporal
transition both in the binaural and monaural case, Kollmeier
and Gilkey~1990! used the same method as in this study to
fit their data. Their time constants agree very well with the
time constants found in this study. Viemeister~1977! em-
ployed a sinusoidal modulation of the masker and found time
constants much smaller than the ones reported here. How-
ever, they are based on detecting a probe tone in a 100%
modulated noise carrier instead of an incomplete modulation
~attenuation of the minima: 15 dB! employed here. If his data
are fitted by the model used in this study, a very small time
constant of 2 ms results instead of the period of the23-dB
point corresponding to 4 ms reported originally.

In general, the values reported in the literature appear to
be more consistent across conditions and with the data found
here, if they are fitted in a consistent way. This underlines
the need for standard procedures to report time and fre-
quency constants that are as independent as possible from the
model assumptions underlying the fitting procedure.

III. DISCUSSION

The main findings of the current study can be summa-
rized as follows:

~i! The different masker configuration employed here
yield considerably different bandwidth estimates and time
constants across conditions even though the same subjects,
the same psychoacoustical procedures, and the same fitting
procedures have been employed. These variations are largest
for the binaural case and for the difference between the step-
wise ~aperiodic! and cosinusoidal~periodic! variation of the
masker across frequency or time. They are much less pro-
nounced for the monaural case and for the difference be-
tween stepwise and rectangular~aperiodic! variation in the
frequency domain.

~ii ! The differences between the binaural and the corre-
sponding monaural case is largest for the cosinusoidal~peri-
odic! variation and is least for the stepwise variation of the
masker both in the frequency and the time domain.

~iii ! No systematic covariation of bandwidth and time
constants across subjects is found for the corresponding ex-
periments in the time and frequency domain.

A. Masker variation in the frequency domain
„experiment 1 …

The differences in bandwidth estimates for the different
masker configurations within the same subject may be influ-
enced by several factors:

~a! The shape of the auditory filter function employed for
fitting the data

~b! The shape of the maker variation as a function of fre-
quency ~periodic versus aperiodic variation and con-
tinuous versus abrupt transition across frequency!.

~c! The inappropriate usage of a basically linear filter
model to explain nonlinear properties of the auditory
system.

With respect to factor~a!, it should be noted that the
respective filter shape has a significant influence on the mag-
nitude of the estimated bandwidth which may differ across
subjects and experimental conditions in an unsystematic way
~cf. Kollmeier and Holube, 1992!. However, this difference
across filter shapes is not nearly sufficient to explain the
discrepancies between the different masker configurations
observed here. For the double-sided exponential filter em-
ployed here, the bandwidth estimate~binaural case! averaged
across subjects is 75 Hz for the stepwise versus 135 Hz in the
cosine experiment, whereas it averages to 33 Hz for the step-
wise and 112 Hz for the cosinusoidal periodic variation if a
rounded exponential filter is used. Also, the effect of ‘‘off-
frequency listening’’ might yield a larger bandwidth estimate
for the rounded exponential filter if properly accounted for in
the stepwise masker variation across frequency~cf. Koll-
meier and Holube, 1992!. However, this effect only yields an
increase of approximately 5% for the binaural case and 10%
for the monaural case~Kollmeier and Holube, 1992!. Thus
the effect of different assumed filter shapes~and the possi-
bility for off-frequency detection associated with certain fil-
ter shapes! might only be able to explain some parts of the
discrepancy across conditions for the monaural case, but
does not add significantly to explaining the large differences
in the binaural case.

With respect to factor~b! it should be noted that in the
current experiment only the combination of a cosinusoidal
and periodic variation and the combination of a stepwise and
aperiodic variation were employed. To check the respective
influence of the factors ‘‘periodic versus aperiodic varia-
tion’’ and ‘‘cosinusoidal versus stepwise variation,’’ a set of
additional measurements was performed with only one sub-
ject ~IH!. Both the combination of the periodical, stepwise
variation and the combination of a periodical, cosinusoidal
variation of the masker across frequency were employed for
the monaural and the binaural case. All other experimental
parameters were the same as for experiment 1 described here
@see Holube~1993! for a detailed description of the experi-
ments and the results#. Table II gives the fitted ‘‘effective’’
bandwidths~i.e., the sum of the frequency constantsnu and
n l both for the double-sided exponential and the rounded
exponential filter shape! for all the conditions for experiment
1 and the additional experiment for subject IH. These data
indicate that the bandwidths derived for both types of peri-
odic variations of the masker across frequency coincide very
well and differ significantly from both types of nonperiodical
variation across frequency. Although the data from a single
subject should only be interpreted with caution, these results
indicate that the factor ‘‘aperiodic versus periodic’’ variation
of the masker across frequency has a considerably larger
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influence on the data than the factor ‘‘cosinusoidal versus
stepwise’’ variation.

One factor which contributes to this large difference be-
tween aperiodic and periodic conditions might be the fact
that in the aperiodic condition the lower reference threshold
L low @cf. Eq.~3!# is not quite approached for the limiting case
of very large bandwidths. This individual threshold is given
by arrows in the right-hand sides of Figs. 2 and 3, respec-
tively, and denotes the individual threshold obtained for the
limiting case of~215 dB! NmSm in the monaural case and
N0Sp in the binaural case. Since the fitting procedure treats
the ‘‘target’’ threshold as a free parameter which is fit to the
data in an optimum way, some of the resulting fitted thresh-
old functions deviate substantially from the expected thresh-
olds for large masker bandwidths. To eliminate this factor, a
different fit to the data was obtained by using the measured
reference masked thresholds as the ‘‘target thresholds,’’ i.e.,
by forcing the fitted curve to end at the arrows given in Figs.
2 and 3, respectively~cf. Sec. I E!. The resulting ‘‘effective’’
bandwidths for these fixed masked thresholds are also re-
ported for Subject IH in Table II. Obviously, these values are
higher than for the nonperiodic cases without a fixed masked
threshold. In the monaural case, virtually no difference be-
tween these values and the periodic conditions occur,
whereas in the binaural case, still a large difference remains
to the periodic variations of the masker across frequency.
Hence a satisfactory agreement may be achieved between the
different conditions for the monaural case, whereas the large
difference across conditions in the binaural case seems to be
mostly due to the periodic versus aperiodic variation of the
masker across frequency.

With regard to factor~c! ~adequacy of a linear filter
approach for explaining the data!, it should be noted that the
assumption of a linear critical band filter has proven to be
very successful for a wide variety of monaural psychoacous-
tical tasks in the frequency domain, especially if only a lim-
ited dynamic range is involved so that the compressive non-
linearity of the auditory system does not have to be
accounted for. This concept also seems to hold for the mon-
aural conditions considered here if appropriate corrections

are employed for off-frequency detection~assuming a
rounded exponential window! and for the possible mismatch
between reference threshold and ‘‘target threshold’’~see
above!. In the binaural case, however, such a linear filter
concept obviously is not able to explain both the data for the
periodic cosinusoidal variation and the aperiodic stepwise
and rectangular variation of the masker across frequency,
respectively. The respective ‘‘effective’’ bandwidth averages
to 135 Hz for the periodical cosinusoidal variation as op-
posed to 66 Hz in the stepwise and 89 Hz in the rectangular
aperiodic variation. Thus a factor of approximately 1.2 is
found between the binaural and monaural bandwidths for the
aperiodical stepwise or rectangular variation, whereas a fac-
tor of approximately 1.5 is found between binaural and mon-
aural bandwidths for the periodical cosinusoidal variation.
Note that such a factor of 1.2 coincides well with the differ-
ences in auditory filter bandwidths between monaural and
binaural conditions found in broadband experiments and the
factor of 1.5 coincides well with the factor of 1.7 found in
‘‘band-narrowing’’ experiments@as discussed by Kollmeier
and Holube~1992!#. Also, the difference between the ‘‘ef-
fective’’ bandwidths found between the aperiodic stepwise
or rectangular variation versus the periodical cosinusoidal
variation can neither be explained by off-frequency detection
~this would only yield an increase of 5%, see above! nor by
using the reference thresholds as ‘‘target thresholds’’ when
fitting the data. The latter procedure yields a significant de-
crease in the goodness-of-fit parameterBnl @see Kollmeier
and Holube~1992!# indicating that the underlying model
function does not adequately describe the data. Taken to-
gether, the performance of the binaural system in the experi-
ments both here and in the literature cannot be described by
a linear filter approach~in combination with an equalization
and cancellation mechanism! in a way analogous to the mon-
aural case.

One parameter which obviously exerts a strong influence
on the performance of the binaural system in the detection
tasks considered here seems to be the consistency or
‘‘straightness’’ of binaural information across frequency, as
has already been pointed out by Sternet al. ~1988!. In the
aperiodic stepwise, rectangular, or sinusoidal variation of in-
teraural phase across frequency, the binaural information is
quite consistent over a large frequency range and varies only
in a limited frequency region. This obviously produces less
spectral disturbance~and hence a lower ‘‘effective’’ band-
width estimate! than the case for periodical cosinusoidal~or
even rectangular! variation of interaural phase across fre-
quency. Such a condition provides much less consistent bin-
aural information across frequency than the other conditions
and hence produces a less clear ‘‘internal auditory image’’ of
the masker. A ~linear! single-frequency channel model
would assume the same ‘‘effective’’ bandwidth in both cases
and obviously fails to predict the observed data. Hence a
more elaborate model of binaural image decomposition, one
capable of using the consistency of binaural information
across the peripheral auditory frequency channels, would be
required to explain the data.

TABLE II. Binaural and monaural estimated bandwidths~i.e., sum of fre-
quency constantsnu1n l for rounded and double-sided exponential filters in
Hz! fitted to data of IH for periodic and nonperiodic rectangular and cosi-
nusoidal masker variations.

Double-sided Rounded

Rectangle periodic binaural 165 106
monaural 102 70

Cosine periodic binaural 166 117
monaural 106 75

Rectangle nonperiodic binaural 103 67
monaural 89 58

Cosine nonperiodic binaural 86 53
monaural 80 52

Rectangle nonperiodic
~fixed masked threshold!

binaural 113 73

monaural 101 66
Cosine nonperiodic
~fixed masked threshold!

binaural 106 68

monaural 88 58

2422 2422J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Holube et al.: Auditory bandwidths and time constants



B. Masker variation in the time domain „experiment 2 …

The general finding for the experiments in the time do-
main are very similar to those in the frequency domain:
While for monaural conditions, only slight variations are
found between the different masker configurations, consider-
able differences in time constants are found between the pe-
riodical sinusoidal variation and the aperiodic, stepwise
variation of the masker as a function of time. Thus the ap-
proximation of the temporal behavior of the auditory system
by a sliding linear time window appears to be valid for the
monaural conditions employed here. This agrees well with
findings from the literature~cf. Table I!, although Viemeister
~1977! reported smaller values~4 ms! for the cosinusoidal
masker variation and Mooreet al. ~1988! obtained 6 ms for
the sum of time constants for a rectangular masker variation
as well as a variety of other experiments in the time domain.
This somewhat smaller value is still comparable to the re-
sults of at least two of the four subjects employed in this
study. For the binaural case, however, this simple linear slid-
ing window approach cannot account for the large differ-
ences~approximately a factor of 2.1! in the cosinusoidally
varying masker versus the stepwise variation of the masker.
Similar to the frequency domain, a model would rather be
applicable that does not only monitor the time period cov-
ered by the temporal window, but also evaluates the consis-
tency of any ‘‘binaural image’’ across a longer period of
time. Such a model could produce a different response to the
stepwise change in interaural correlation from one well-
defined ‘‘binaural image’’ to another as opposed to the case
with periodically changing interaural correlation, where no
consistent and distinct binaural image can build up over
time.

The comparatively large time constants of such an inte-
grative binaural image model would correspond well to the
comparatively large time constants of about 200 ms reported
by Blauert ~1972! in directional hearing and by Grantham
and Wightman~1979! who found binaural time constants
between 100 and 400 ms. These large values might also be
explained in terms of the EC theory~Durlach, 1972!: In the
cosinusoidal configuration, the interaural correlation changes
continuously. Therefore the outputs of different binaural pro-
cessing channels with various ‘‘E’’ mechanisms must be
compared. Of these outputs, the one with the largest signal-
to-noise ratio has to be chosen. This procedure can be a
source of an additional sluggishness and may lead to larger
binaural time constants than for conditions with a predeter-
mined ‘‘optimal’’ detection strategy~e.g., a stepwise change
in interaural correlation!. While the latter sluggishness of the
binaural system was termed ‘‘channel sluggishness’’ by
Kollmeier and Gilkey~1990! who found approximately 2.8
times larger time constants in the binaural than in the mon-
aural case for the stepwise variation, the former sluggishness
can be denoted as ‘‘strategy sluggishness.’’

It is unclear if this additional ‘‘strategy sluggishness’’ is
the only reason for the difference between cosinusoidal and
stepwise masker variation in the binaural case and the ex-
treme difference of a factor 7.2 between the binaural and
monaural condition with a cosinusoidal variation. Since non-
linearities are especially important for describing temporal

aspects of auditory processing~cf. Püschel, 1988; Dauet al.,
1996!, a refined model of the effects considered here should
definitely incorporate some of these nonlinear properties of
the auditory system.

C. Relations between the individual estimated
bandwidths and time constants

A major aim of the current study was to correlate the
variability across subjects in one experimental condition to
the variation in the other experimental conditions in order to
estimate the number of independent parameters necessary to
characterize the individual’s performance in the time and fre-
quency domain. Since the variability across subjects is not
much higher than the measurement accuracy for the esti-
mated bandwidths and time constants from each experiment,
respectively, only rank order of the estimates for each indi-
vidual subject should be considered across different experi-
ments. For the monaural case the rank order is preserved for
the experimental conditions in the frequency domain with
one exception~cf. Fig. 4! and is completely preserved across
conditions in the time domain~cf. Fig. 7!. However, the rank
order in the frequency domain is not related at all to the rank
order in the time domain, i.e., the subjects with the largest
bandwidth estimates~IH! and with the respective lowest
bandwidth estimate~MK ! both show the smallest estimated
time constants for both experiments in the time domain. This
indicates that the individual auditory bandwidth has approxi-
mately the same influence for all masker configurations in
the frequency domain employed here and is comparatively
independent of the individual time constant. This individual
time constant in turn seems to influence the performance in
both experiments in the time domain in a similar way. Taken
together with the notion that the linear model employed here
for fitting the data is quite appropriate in the monaural case,
this indicates a single bandwidth estimate and a single~inde-
pendent! time constant estimate might be sufficient to char-
acterize the individual performance in various monaural de-
tection experiments at a certain center frequency. Note that
no inverse relation exists between bandwidth and time con-
stant as would be assumed on the basis of the uncertainty
principle.

For the binaural conditions, on the contrary, the rank
order for the subject’s estimates of bandwidth or time con-
stant is neither maintained across experiments in the fre-
quency domain~cf. Fig. 4, open symbols! nor in the time
domain~cf. Fig. 7, open symbols!. This also precludes any
systematic relation between the individual’s time constant
and bandwidth estimate across subjects. This finding pro-
vides another piece of evidence that the detection mecha-
nisms employed for the binaural conditions are not well
characterized by the simple linear filter or temporal window
employed here to fit the data. Rather, more complex, integra-
tive functions seem to be involved to obtain the optimum
performance in the binaural case. This also goes in line with
the finding that both the bandwidth estimates and the time
constant estimates in the binaural case are considerably
higher than in the monaural case, which again would not be
predicted from the uncertainty principle. Rather, these in-
creased parameters correspond to a higher degree of ‘‘smear-
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ing’’ both in the frequency and time domain in the binaural
case as compared to the monaural case. The advantage of
such an operation might be the increased stability of local-
ization judgments that are based on interaural differences. Its
positive effect has been demonstrated by Kollmeieret al.
~1993! and Peissiget al. ~1994! who achieved an improved
performance of an artificial binaural noise reduction system
and a binaural localization model where a fair amount of
temporal and spectral integration was included.

IV. CONCLUSIONS

~1! This study shows that a linear filter or temporal win-
dow approach is an adequate first approximation to model
the masked thresholds in the used probe tone detection ex-
periments in the monaural case and to a much lesser degree
in the binaural case. Since not all configurations could be
modeled with the same accuracy, a nonlinear extension of
these model assumptions appears desirable, especially in the
binaural case where a higher degree of spectral and temporal
integration can be observed.

~2! In the monaural conditions, all masker configurations
lead to about the same frequency and time constants. The
estimated auditory bandwidth at 500 Hz averaged over the
rectangular and cosinusoidal masker variations for a rounded
exponential filter in the frequency domain is 67 Hz. It is 38
Hz for the stepwise masker variation which might be in-
creased by approximately 10% with off-frequency listening
and symmetrical filtering. In the time domain, the average
time constant is 17 ms for all configurations for a double-
sided exponential window. These results are consistent with
data given in the literature.

~3! Although the frequency and time constants found in
the binaural conditions are consistent with the data from lit-
erature in those cases where previous experiments have been
reported, considerable differences occur for the different
masker configurations. The estimated effective bandwidth at
500 Hz is 43 Hz for the stepwise, 58 Hz for the rectangular,
and 95 Hz for the periodic cosinusoidal masker variations in
the frequency domain for a rounded exponential filter. A
possible explanation for these differences is the reduced con-
sistency or ‘‘straightness’’ of interaural parameters across
frequency in the latter case. In the time domain, the sum of
time constants is 53 ms for the stepwise and 109 ms for the
cosinusoidal masker variation for a double-sided exponential
window. A possible explanation is the additional ‘‘strategy
sluggishness’’ that might play a role in the latter condition.

~4! The binaural frequency constants are up to a factor
of 1.5 and the binaural time constants are up to a factor of
7.2 larger than the monaural constants. This higher degree of
‘‘smearing’’ or integration both in the frequency and tempo-
ral domain might be related to an increased stability of inter-
aural parameter estimates.

~5! In the monaural case, a single bandwidth and time
constant estimate might be sufficient to assess the individual
performance for detection experiments. However, time and
frequency constants measured for the same subjects appear
to be largely independent of each other both in monaural and
binaural conditions.
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Vowel posture normalization
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A simple normalization procedure was applied to point-parametrized articulatory data to yield
quantitative speaker-general descriptions of ‘‘average’’ vowel postures. Articulatory data from 20
English and 8 Japanese speakers, drawn from existing x-ray microbeam database corpora, were
included in the analysis. The purpose of the normalization procedure was to minimize the effects of
differences in vocal tract size and shape on average postures derived from the raw data. The
procedure resulted in a general reduction of cross-speaker variance in they dimension of the
normalized space, within both language groups. This result can be traced to a systematic source of
variance in they dimension of the raw data~i.e., palatal height! ‘‘successfully removed’’ from the
normalized data. The procedure did not result in a comparable, general reduction in cross-speaker
variance in thex dimension. This negative result can be traced partly to the new observation that
some speakers within the English sample habitually placed their tongues in a fronted position for all
vowels, whereas other speakers habitually placed their tongues in a rearward position. Methods for
evaluating articulatory normalization schemes, and possible sources of interspeaker variability in
vowel postures, are discussed. ©1998 Acoustical Society of America.@S0001-4966~98!00710-3#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

INTRODUCTION

Vowels form an important part of the sound system in
every human language. Basic problems for speech science
include descriptions of kinematic, acoustic, and perceptual
properties of vowels, within and across gender, dialect, age,
and language groups. Defining those speaker-general charac-
teristics of vowels that arenormal is an important task within
this broad view of speech research.

Speaker-general descriptions, in principle, should be de-
rived from data collected from many speakers. Data from
multiple speakers are necessary to quantitatively estimate
central tendencies among vowel postures, and limits of nor-
malcy, without excessive bias due to speaker-specific idio-
syncracies. The unfortunate fact is that many generalizations
about vowel articulation are based on single-speaker data
~e.g., Fant, 1960!. Relatively little is known about the actual
articulation of vowels by many speakers~but cf. Wood,
1979; Johnsonet al., 1993; and references cited therein!.

One of the reasons that multi-speaker articulatory stud-
ies are scarce relates to the difficulty and cost of data acqui-
sition. It has only been within the last 15 years or so that
technological developments and refinements~e.g., MRI, ul-
trasound, electromagnetic-articulometry, x-ray microbeam!
have made it possible and feasible to record certain kinds of
articulatory data~e.g., postural and kinematic! from many
speakers. Another reason for the scarcity of multi-speaker
studies relates to unspoken assumptions about homogeneity
of articulatory behaviors across speakers in a population. As-
sumptions of this type, common to single-speaker studies,
appear to be ill founded in the face of growing numbers of
accounts of interspeaker variability~e.g., Lubker and Gay,
1982; Delattre and Freeman, 1968; Hagiwara, 1995; Johnson

et al., 1993; Westburyet al., 1995!. These reports show the
homogeneity assumption to be false for several aspects of
articulatory behavior. This general fact suggests, in turn, a
need for reliable, accurate estimates of the degree and nature
of interspeaker variability that can be obtained only from
additional studies. X-ray microbeam~XRMB! speech pro-
duction databases—one that is publicly available, including
57 speakers of American English~Westbury, 1994a!; and,
one including 19 speakers of Japanese—have been devel-
oped partly in response to this need. These resources provide
an opportunity to study vowel productions by relatively
many speakers and, thus, a potential basis for valid, informed
generalizations about vowel articulations across speakers.

A key methodological challenge associated with cross-
speaker descriptions of articulatory postures for vowels re-
lates to data representation. Speakers obviously differ in size
and shape of the articulators~cf. Beck, 1997!, and these dif-
ferences may cause their articulatory behaviors to appear
more different than they are. Information shown in Fig. 1, for
three Japanese speakers~top panel!, and three American En-
glish speakers~bottom panel!, hints at the problem of ana-
tomical differences in a concrete way. Midsagittal outlines of
the palatal vault are shown for each speaker, terminated to
the right ~at the origin @0,0#! by the location of the lower
edges of the central maxillary incisors~CMI! in the maxil-
lary occlusal plane~MaxOP!, and to the left by a line seg-
ment representing the mid-sagittal outline of a portion of the
posterior pharyngeal wall. The sources of these outlines, and
procedures necessary to obtain them, are described in subse-
quent sections of this report.

Among the three Japanese speakers, J7 has the tallest
and longest oral cavity, while J2 has the shortest. Speaker J5
has a distinctive ‘‘hump’’ in the mid-palatal region. Among
the three English speakers, E43 has the tallest palatal vault,a!Electronic mail: westbury@facstaff.wisc.edu
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and speaker E50 the longest outline, from the CMI to the
posterior pharyngeal wall. Speaker E31 has the shortest of
the palatal vaults, and the shortest palatal outline. Anatomi-
cal differences such as these might easily affect postures and
movements associated with speech sound articulation, from
one speaker to the next. In turn, these anatomical differences
might also influence estimates of cross-speaker variance in
statistical summaries of such materials, if the summaries are
based upon raw data. Ideally, postural and kinematic data
from multiple speakers should be represented in some form
that minimizes differences in size and shape of the vocal
tract such as those illustrated in Fig. 1. A normalization step
of this type should precede an attempt to develop meaningful
group descriptions, based upon data from multiple speakers.

Up to now, normalization schemes have not been em-
phasized in speech kinematic studies, probably due to the
dominance of single-speaker analyses. However, a few ap-
proaches to the problem of normal representation have been
considered. For example, Harshmanet al. ~1977! and Maeda
~1991! applied mean corrections, within talkers, to postural
and kinematic measures from lateral-view cineradiographic
data. Harshmanet al. ~1977! manipulated their data in this
way presumably to facilitate comparisons between talkers.
Maeda’s~1991! manipulation facilitated comparisons of ki-
nematic data from different articulators, as well as data of
different types~e.g., kinematic and acoustic!. However, no
approaches to articulatory normalization have been proposed
that are directly and easily applicable to so-called point-
parametrized data, of the type generated by XRMB or
electromagnetic-articulometric techniques. These techniques

involve less risk, and lower time costs for data reduction than
flood-field cineradiography. Both factors make these newer
techniques better suited for multiple-speaker studies, and, in
turn, motivate an attempt to develop a normal representa-
tional scheme for their data.

The study summarized in this report represents such an
attempt. The central goal of the study was to develop a
simple normalization procedure that yields a speaker-general
space within which descriptions of central tendencies and
variabilities of the vowel postures are possible. The proce-
dure was applied to XRMB data taken from two readily ac-
cessible language samples. Acoustic data were included in
the present study to verify the normalcy of speakers and to
allow comparisons of normalized articulatory data with tra-
ditional phonetic descriptions of vowel postures and their
acoustic correlates. Normalized postural/kinematic data were
examined relative to inferences drawn from accompanying
acoustic data, and existing literature, regarding the relation-
ship among vowels within each language, and between the
two vowel systems.

I. METHODS

A. Speakers

Twenty native English speakers~ten males and ten fe-
males!, and eight native Japanese speakers~four males and
four females!, all with normal speech and hearing, were se-
lected from existing XRMB Speech Production Database
samples as subjects for this study. The English speakers are
designated as$E12,E14,E15,...,E59,E61%,1 and the Japanese
speakers as$J1,J2,...,J7,J8%. All English speakers were essen-
tially monolingual, and from Wisconsin, USA. Dialect
homes for the English speakers, expressed in terms of the
communities in Wisconsin in which they grew up, can be
found in Westbury~1994a!. All Japanese speakers were bi-
lingual, but variably proficient in English. Seven of the Japa-
nese speakers were Tokyo-dialect speakers. One male Japa-
nese speaker was not from the Tokyo area but his formant
frequencies were well within the range of the Tokyo dialect
speakers. For that reason, he was also included in the study.
The mean age and standard deviation were 22.8 and 4.8
years for English speakers, and 25.6 and 7.4 years for Japa-
nese speakers.

B. Speech tasks

Isolated productions of the five vowels /i} Ä o u/ were
analyzed for English speakers. Speakers’ productions of
these vowels were cued by~but not contained in! the CVC
words$beet, bet, hot, boat, boot%. For the Japanese speakers,
the five vowels /i e a o%/ were elicited by katakana prompts.
Phonetically trained listeners judged all tokens. Vowels con-
sidered distorted or off target~e.g., /u/ for E25 and E27! were
excluded from analysis. One English production of /}/ ~by
E31!, one Japanese production of /%/ ~by J2!, and articula-
tory data for one of the tongue pellets~T4! for J2 were not
available due to pellet mistracking by the XRMB system.
Thus, the number of speakers for each vowel varied from
6–8 among Japanese talkers and from 18–20 among the En-
glish talkers. From phonation onset to offset, the English

FIG. 1. Examples of anatomical differences in three Japanese speakers~top
panel!, and three American English speakers~bottom panel!. Mid-sagittal
outlines of the palatal vault are shown for each speaker, terminated to the
right, at the origin~0,0!, by the location of the lower edges of the central
maxillary incisors~CMI! in the maxillary occlusal plane~MaxOP!, and to
the left by a line segment representing the mid-sagittal outline of a portion
of the posterior pharyngeal wall.

2427 2427J. Acoust. Soc. Am., Vol. 104, No. 4, October 1998 Hashi et al.: Vowel posture normalization



talkers’ vowels averaged about 390 ms (s>75 ms), while
the Japanese talkers’ vowels averaged about 270 ms (s
>90 ms).

C. Acoustic data

Speech data from the 20 English and eight Japanese
speakers included synchronous records of the sound pressure
wave, sampled at 21 739 Hz, and fleshpoint kinematic data.
Formant frequencies for each available vowel spoken by
each talker were identified through a LPC-based formant
tracking algorithm in Cspeech~Milenkovic and Read, 1992!.
The number of LPC coefficients was set at 24. The formant
tracking results were supplemented by spectrographic mea-
surements made independently of the formant tracking. Dy-
namic range for the spectrograms was adjusted to best reveal
formants. Bandwidths of 300 and 500 Hz were used for male
and female speakers, respectively. Formant estimates from
the tracking algorithm were accepted when the differences
between the tracks and spectrographic measures were within
30 Hz for F1, 60 Hz forF2, and 80 Hz forF3. Estimates
from the spectrograms were accepted when the formant
tracks overtly deviated from the spectrogram. Fundamental
frequencies were measured using the Cspeech
autocorrelation-based pitch-extraction utility, supplemented
by narrow-band spectrographic readings. Readings from the
narrow-band spectrogram were accepted when the result of
automatic pitch extraction overtly deviated from the spectro-
gram. The correlation coefficient, for a linear least-squares
regression calculated between repeated acoustic measures
made by one of the authors, for ten English speakers and
seven Japanese speakers, was 0.98.

The frequencies of the first three formants were mea-
sured at the temporal midpoint of theacoustical steady state
in each vowel production from each talker, following con-
ventions established in well-known speech acoustic investi-
gations~e.g., Hillenbrandet al., 1995; Peterson and Barney,
1952!. The acoustical steady state in the present study was
defined as the entire region within each isolated vowel where
changes in first (F1) and second (F2) formant frequencies
were less than 40 Hz over successive 20-ms periods. For
isolated English /o/, which speakers tended to produce as a
diphthong, steady states were identified before the@u#-like
off-glide.

Figure 2 shows the sound pressure waveform, wideband
spectrogram, measurement time~50!, and selected coordi-
nate histories and trajectories for tongue and lip fleshpoints,
for /u/ spoken by one English talker~E15!. The acoustical
steady state in this example spans the 200-ms interval cen-
tered at the measurement time~i.e., the steady-state mid-
point!. A vertical cursor, indicating the measurement time,
passes through a solid circle and cuts coordinate histories for
upper-lip~UL! and tongue-dorsum~T3! pellets shown in the
middle panel. Steady articulatory states in both UL coordi-
nates, and in they coordinate for T3, are apparent during the
acoustical steady state. These steady positions are accompa-
nied by a modest 2-mm rearward drift in thex position of T3.
Sagittal-plane trajectories for tongue and lip fleshpoint,
traced during the 560-ms interval illustrated in the spectro-

gram, are shown in the lower panel. Fleshpoint positions at
the measurement time are indicated by filled circles. Unfilled
~open! circles indicate fleshpoint positions 260 ms after the
measurement time, at about phonation offset for the vowel,
when the speaker has moved well away from the posture
associated with the acoustical steady state. The typical ex-
ample shown in this figure suggests the degree to which
single-time-slice measurements of formant frequencies, and
articulatory postures reflected by fleshpoint positions, are
representative of the acoustical steady states of isolated vow-
els analyzed for this study.

D. Articulatory data

Speech kinematic data from the available corpora repre-
sented sagittal-plane positions of markers~gold pellets,

FIG. 2. A representative vowel token produced by one male English speaker
~E15!. The upper panel shows the sound pressure waveform, wideband
spectrogram, and steady-state midpoint~50! at which formant frequencies
F1, F2, andF3 were measured~in this example, 320, 797, and 2261 Hz,
respectively!. The middle panel shows~relative! x- andy-coordinate histo-
ries for upper lip~UL! and tongue dorsum~T3! fleshpoints. The dashed
vertical lines cutting the coordinate histories, and passing through filled and
unfilled circular symbols, indicate respectively the measurement time for
fleshpoint coordinates, and a later moment during the vowel at about pho-
nation offset. The bottom panel shows sagittal-plane paths traced by tongue
and lip fleshpoints during the time interval represented in the upper two
panels. Fleshpoint positions at the measurement time~during the acoustical
steady state! are indicated by filled circles, while those at phonation offset
are indicated by unfilled circles.
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2.5–3 mm in diameter! attached to the tongue, jaw, and lips,
recorded 40–160 times/s by the University of Wisconsin
XRMB system. Figure 3 schematically represents pellet
placements.

Four pellets~T1–T4! were arrayed along the longitudi-
nal sulcus of the tongue. The general rule was to place T1
roughly 10 mm posterior to the apex; T4 as far back as the
speaker could easily tolerate without gagging~usually about
60 mm behind the apex!; and, then, T2 and T3 so that the
spacing between adjacent pellets was roughly equal. Average
placements, standard deviations, and ranges, measured from
the apex of the extended tongue, using hand-held calipers,
are indicated in Table I for each language group. Across
speakers, T1 placement varied least and T4 placement varied
most. The last two rows of Table I also indicate averages,
standard deviations, and ranges ofx coordinates~measured
along lines parallel to the maxillary occlusal plane! of En-
glish speakers’ tongue pellets measured during prespeech
rest postures observed within the first 50 ms of each isolated
vowel-task record. Across speakers, by pellet, variation in
placement was positively but not strongly related to rest po-
sition. For example, Pearson product coefficients of correla-
tion between placements and rest posturex coordinates were
$0.43, 0.43, 0.47, 0.71% for $T1, T2, T3, T4%. In short, nomi-

nal pellet placements on the tongue seemed to explain no
more than 50% of the variation in pellet position, across
speakers, for resting prespeech postures.

One pellet was also attached in the midline at the ver-
million border of each lip~UL and LL!, and two others~in-
cidental to this study! were attached to mandibular teeth~Mi,
at the incisors, and Mm at a molar!. Mid-sagittal plane posi-
tions of the four tongue pellets and two lip pellets, at the
midpoint of the acoustic steady state during each vowel pro-
duced by each talker, were the primary focus of analysis in
this study.

E. Articulatory data transformation

Raw articulatory data represented the positions of articu-
lator pellets expressed relative to coordinate system axes de-
fined by the speaker’s own maxillary occlusal plane
~MaxOP!, according to conventions described elsewhere
~Westbury, 1994b!. A normalization method was applied to
raw pellet data, to remove positional effects due to cross-
speaker variation in size and shape of the oral cavity and lips.
The method was based in part on a procedure described by
Beckmanet al. ~1995!, and another procedure described in
our own recent work dealing with lip pellet positions in vow-
els and consonants~Westbury and Hashi, 1997!. In general,
the normalization procedure involved re-expressing tongue
pellet positions relative to the palate, and lip pellet positions
relative to one another. These transformations have the effect
of defining separation between upper and lower boundaries
of the upper vocal tract, and must be supplemented by pro-
cedures to scale data from different talkers to a common size.

Figure 4 shows raw pellet position data, reflecting ar-
ticulatory configurations of the upper vocal tract, for the
vowels /Ä/ and /u/ spoken by one male English talker~E12!.
Line segments have been drawn between adjacent tongue
pellet positions associated with each vowel posture, to sug-
gest tongue shape. The rear of the mouth, toward the left of
the figure, is bounded by a straight line approximating posi-
tion and orientation of the posterior oropharyngeal wall. The
top of the mouth is bounded above by an outline of the
‘‘hard’’ palatal dome, represented by a thick solid line. The
palatal outline does not extend all the way back to the pha-
ryngeal wall, though the normalization method required a
complete contour of the palate. Thus, an approximation of
the missing portion of the palatal contour, represented by a
dashed line, had to be devised.

FIG. 3. A schematic illustration of the standard, midsagittal eight-pellet
placement constellation, in a cranial coordinate system. Thex axis corre-
sponds roughly to the maxillary occlusal plane~MaxOP!. The y axis is
normal to MaxOP, and intersects it at the tips of the central maxillary inci-
sors~CMI!.

TABLE I. Summary statistics for nominal tongue pellet placements~in mm, behind the apex of the extended
tongue!, for 8 Japanese speakers~J: top two rows!, and 20 English speakers~E: middle two rows!; and, for
tongue pellets’x coordinates for prespeech resting postures~in mm behind the CMI! for 20 English speakers
only ~bottom two rows!.

T1 T2 T3 T4

Placement~J!: x̄ ~s! 28.0 ~0.76! 224.3 ~1.91! 242.8 ~4.13! 259.4 ~4.83!
Range~J!: max, min ~29, 27! ~227, 222! ~248, 237! ~266, 252!
Placement~E!: x̄ ~s! 28.5 ~1.05! 225.3 ~1.90! 245.0 ~2.48! 261.2 ~3.07!
Range~E!: max, min ~211, 27! ~229, 222! ~249, 239! ~267, 255!
Rest–x ~E!: x̄ ~s! 29.7 ~2.07! 224.3 ~3.51! 242.1 ~4.34! 254.7 ~4.79!
Range~E!: max, min ~21.4, 26.4! ~229.0,217.5! ~250.5,233.3! ~262.3,246.2!
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For the English speakers, the hard portion of the palatal
outline, from slightly behind the upper teeth to about the
dorsal margin of the horizontal plate of the palatine bone
~i.e., the juncture of the hard and soft palates!, was based
upon an averaging scan of a stone model of the upper~max-
illary! dental arch~including the teeth and palatal surface!,
carrying a chain of a dozen or so gold pellets fixed along the
midline of the palatal vault. For the Japanese speakers, the
same portion of the palatal outline was based upon a trace
created by tracking the motion of a pellet attached to a small
wand. Positions of chain pellets for E12 are shown as small
solid circles in Fig. 5. The palatal outline behind the rear-
most chain pellet~or the end of the palate trace! could be
extended for a short distance~<15 mm! through a collection
of extreme positions of the T4 pellet observed in records of
connected speech, clear speech, consonant inventories, and
liquid swallows. A set of eight such extrema, extending the

outline for E12 about 6 mm beyond the end of the pellet
chain, are represented by open circles surrounded by the
smaller of two rectangles in the upper left of Fig. 5.

For each speaker, the piecewise continuous boundary
line formed by segments connecting adjacent chain pellet
centers~or position samples in the palate trace!, and extreme
T4 positions, was resampled at approximately 0.5-mm inter-
vals, and smoothed using a 17-point moving weighted aver-
age. The resulting curve was then extended rearward to in-
tersect the posterior pharyngeal wall by a line segment with
a slope given by the last pair of samples in the smoothed
curve. This extension, for E12, is surrounded by the larger of
the rectangles in Fig. 5, filled by cross-hatching. The palatal
outline was also extended forward to the origin by a line
segment drawn between the frontmost sample in the smooth
curve, and~0,0!. The entire outline, formed by a smooth
curve in the middle, joined by line segments at both ends,
was again resampled into nearly equal-length segments no
longer than about 0.7 mm.

The palatal outline, constructed in this way, was impor-
tant for transforming tongue pellet positions.2 The distance
between each tongue pellet, and the point on the extended
palatal curve nearest to the tongue pellet, was calculated.3

This distance was considered to be the minimum midsagittal
distance between the palatal curve and the tongue pellet. Dis-
tances of this type are indicated by straight lines in Fig. 4,
intersecting the palatal curve and drawn through tongue pel-
let positions for the vowel /u/. The lengths of these lines
~e.g.,y8 for T1 in Fig. 4!, multiplied by~21!, were treated as
new y coordinates for the pellets. The transformedy coordi-
nates for tongue pellets thus indicate their respective dis-
tances below the palate, regardless of the shape and height of
the speaker’s palate above the maxillary occlusal plane.

Distances along the palatal curve, from the origin to the
point where the distance between the palatal curve and the
pellet was a minimum~e.g.,x8 for T1 in Fig. 4!, were also
found for all pellets. These distances, indicating location of
the mid-sagittal minimum distance associated with each of
the four tongue pellets, were divided by the total distance
from CMI to the pharyngeal wall, measured along the speak-
er’s extended palate, and then multiplied by the mean CMI-
to-pharyngeal-wall distance computed across speakers for
the language group. In this way, the pellets’ newx coordi-
nates were scaled for size of the oral cavity.

Key concepts of the transformation method applied to
lip pellet data are represented in the right-hand portion of
Fig. 4, in the area surrounded by the shaded rectangle. A line
segment has been drawn to connect UL and LL positions
associated with the vowel /u/. This line represents mid-
sagittal separation between the lip surfaces, plus some dis-
tancek corresponding to the lips’ combined thickness. Lip
separation can be estimated by subtracting an index of lip
thickness from the length of the UL–LL line. In this study,
lip pellet separation at the initial closure moment for the
labial consonant in /ÄbÄ/ was used as the index of lip thick-
ness~cf. Westbury and Hashi, 1997!. The resulting estimate
of lip separation became the newy coordinate of the lips
~Ly!.

Protrusion of the lips was estimated as the length of a

FIG. 4. Raw pellet position data for /Ä/ and /u/ spoken by one male English
talker ~E12!. Line segments connect adjacent tongue pellet positions asso-
ciated with each vowel posture. A thick solid line at the top of the mouth
represents the original midsagittal outline of the hard palatal dome. An
approximation of the completed contour of the palate is represented by a
dashed line. The minimum distance between T1 and a point on the palatal
contour is represented byy8. The distance along the palatal curve, from the
origin to the point where the distance between the palatal curve and the
pellet was a minimum, is represented byx8. Key parameters for lip opening,
derived from upper and lower lip pellet positions, are illustrated in the
shaded rectangle for lip pellet positions associated with /u/.

FIG. 5. An approximation of the complete mid-sagittal palatal outline. The
small filled circles represent positions of chain pellets attached to a stone
model of the upper teeth, along the midline of the palatal vault, for E12.
Unfilled circles surrounded by the smaller of two rectangles are extreme
positions of the T4 pellet during selected speech and nonspeech tasks. The
larger of the rectangles, filled by cross-hatching, represent the extended
portion of the palate.
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line segment drawn tangent to the lower edges of the CMI,
and normal to the UL–LL line. This raw measure of protru-
sion also incorporates a measure of lip size that should be
removed before data from different speakers can be com-
bined. Size normalization was accomplished by multiplying
each speaker’s raw protrusion measures by the ratio of an
extreme speaker-specific protrusion to the cross-speaker
mean for the same extreme protrusion. The largest raw pro-
trusion measure from a record of VCV tokens containing all
consonants of the language was chosen as the extreme value
for each speaker. The newx coordinate~Lx! derived from lip
pellet data represents lip protrusion normalized for lip size.

Midsagittal tongue and lip data, for /u/ and /Ä/ vowel
postures produced by speaker E12, transformed according to
these methods, are replotted in Fig. 6. The new coordinates
of the four tongue pellets (T–x8,T–y8), plotted to the left of
the CMI, correspond to their respective locations between
the CMI and posterior pharyngeal wall, and their distances
below the flattened palate. The new lip coordinates, plotted
in the shaded area to the right of the CMI, represent esti-
mated lip aperture~Ly!, and normalized lip protrusion~Lx!.

II. RESULTS

A. Acoustic measures

Scatterplots shown in the upper half of Fig. 7 illustrate
the distribution of first and second formants, for vowel
steady-state midpoints, across speakers in each of the two
language groups. Male speakers are represented with unfilled
symbols and female speakers with filled symbols. Different
vowels are represented by different symbol types. Ellipses
are drawn to surround the distributions of speakers’ formant
frequencies for each vowel, with major and minor axes two
standard deviations~i.e., two-s! in length, oriented along the
principal components of the (F1,F2) scatter. The distortion
of the ellipses is due to logarithmic scaling ofF2. The ex-
pected gender difference in vowel formant frequencies is
easy to see.

Scatterplots in the lower half of Fig. 7 show similar
information, in similar ways, but for normalized acoustic
data expressed in Bark difference scale, in anF1 –F0 by
F3 –F2 plane. The Bark difference transformation produced
greater overlap among male and female speakers for all vow-
els except /i/, for both language groups, and /a/ for the Japa-
nese group. Acoustic data illustrated in Fig. 7 are in general
agreement with other reports for English and Japanese vow-
els ~e.g., Hillenbrandet al., 1995; Hirahara and Kato, 1992!.

B. Pellet position measures

Scatterplots in the left columns of Figs. 8 and 9 illustrate
the distributions of raw pellet locations~in cranial space!,
across speakers, separately for each vowel steady-state mid-
point. Data from English speakers are shown in Fig. 8, and
data from Japanese speakers are shown in Fig. 9. Tongue
pellet locations with respect to CMI and MaxOP, are repre-
sented by appropriate numerals, while upper and lower lip
pellet locations are represented by capital letters U and L,
respectively. Scatterplots in the right columns of both figures
illustrate the distributions of normalized pellet locations. Co-
ordinates for lip protrusion and separation, derived from raw
UL and LL data, are represented by the single capital letter
L. For convenience, the ordered pair of lip~protrusion, sepa-
ration! values are also referred to as normalized pellet coor-
dinates. Two-s ellipses, with major and minor axes oriented
along principal components, are drawn around each pellet-
by-vowel distribution.

The normalization procedure translates pellet position
data into a normal space where average pellet locations,
computed across talkers for each vowel in each language
group, can be calculated. Average normalized pellet loca-
tions for each vowel are shown in Table II, for English
speakers in the upper five rows and for Japanese speakers in
the lower five rows. The number of speakers represented in

FIG. 6. Transformed articulatory data for /u/ and /Ä/ produced by speaker
E12.

FIG. 7. Distributions of vowels, in formant-frequency (F1,F2) planes~up-
per two panels! and in Bark-difference~F1Bark2F0Bark , F3Bark2F2Bark!
planes~lower two panels!. Horizontal lines in the upper panels indicate
selected frequencies along the logarithmic scale applied toF2; vertical lines
represent selected frequencies along the linear scale applied toF1. Data
from English speakers are to the left, and those from Japanese speakers are
to the right. Male speakers are represented with unfilled symbols, and fe-
male speakers with filled symbols. Different vowels are represented by dif-
ferent symbol types; circles5/i/, triangles5/}/ and /e/, squares5/Ä/ and /a/,
reversed triangles5/o/, and diamonds5/u/ and /%/. Ellipses are drawn with
major and minor axes two standard deviations~i.e., two-s! in length, ori-
ented along the principal components of the scatter for each vowel.
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each English cell is 20, and in each Japanese cell 8, unless
noted differently.

Average data shown in Table II are consistent with
broad descriptions of vowel postures that can be found in
other phonetic accounts of speech production. For example,
average normalizedy coordinates for tongue pellets, espe-
cially for T2 and T3, indicated that /i u%/ werehigh vowels,
that /e} o/ weremid, and that /Ä a/ werelow. The tongue-
to-palate distances for the high vowels were surprisingly
small.4 Normalizedy coordinates also suggested that Japa-
nese /%/ may have involved greater constriction, forward in
the mouth, than English /u/. Normalizedx coordinates for
tongue pellets indicate that /i e}/ were relativelyfront vow-
els, and that /Ä a o u%/ wereback. In fact, /o/ seems to have
been the mostback of the five vowels for both language
groups.5 This last observation echoes comparative illustra-
tions of vowel postures described by Ladefoged and Maddie-
son ~1996, pp. 284–285!.

Average normalized articulatory measures also con-
formed to formant data in certain expected ways. Formant
scatterplots for the two language groups suggested Japanese
/e/ to behigher than English /}/, Japanese /%/ to be fronted
relative to English /u/, and Japanese /o/back relative to En-
glish /o/. These acoustically based inferences seemed to be
reflected in average normalized pellet position data.

Normalized coordinates for the lips indicated greatest
separation for /Ä a/, least separation for /u%/, and greater

protrusion for /o u%/ than the other vowels, in both lan-
guage groups. Japanese /%/ in Tokyo dialect is often de-
scribed as not involving substantive lip protrusion, though as
we have noted elsewhere~cf. Westbury and Hashi, 1997! the
extent of lip protrusions for Japanese /o%/ seems to be about
the same.

No systematic relationship was found between gender or
oral cavity size and normalized pellet coordinates. Males and
females, and speakers with relatively large and small
mouths, were scattered in similar ways about the distribu-
tions of normalized coordinates for each pellet-by-vowel
combination.

Articulatory normalization tended to reduce cross-
speaker variance in pellets’~new! y coordinates, but not their
~new! x coordinates. Cross-speaker standard deviations of
raw and normalized coordinates of tongue pellets are com-
pared in Fig. 10. Comparisons forx and y coordinates are
shown in the upper and lower panels, respectively. Data for
the English speaker group are shown to the left, and those for
the Japanese speaker group are shown to the right. Symbols
for different vowels are the same as in Fig. 7, and numerals
plotted within symbols indicate pellet identity. In each panel,
the normalized-coordinate standard deviation, computed
across speakers, is plotted against the raw-coordinate stan-
dard deviation, for matched pellets and vowels.

In the lower panels of Fig. 10, most datapoints fall be-
low they5x line. This fact indicates that normalization gen-
erally reduced the variance across speakers in pellets’y co-
ordinates. Modest exceptions can be identified, where cross-
speaker variance was greater in normalized than raw data
~e.g., for they coordinates of all pellets for the vowel /}/ in

FIG. 8. Distributions of raw~left column! and normalized~right column!
pellet locations for each vowel for English speakers. The numerals 1–4
represents pellets T1–T4, respectively. The letters U and L in the raw data
~in the left column! represent upper and lower lip pellet locations, respec-
tively. The letter L in the normalized data~in the right column! represents
coordinates for lip protrusion and separation. Two-s ellipses, with major
and minor axes oriented along principal components, are drawn around each
pellet-by-vowel distribution.

FIG. 9. Distributions of raw~left column! and normalized~right column!
pellet locations for each vowel for Japanese speakers.
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the English group!. However, the median reduction in the
cross-speaker standard deviation, across pellets and vowels,
was on the order of 1 mm in both language groups. This
decrease in variance may seem small, but should be inter-
preted with reference to the relatively small articulatory
range for they dimension in the oral cavity.

The reduction iny-coordinate variance associated with
normalization probably results from elimination of an effect
of vertical size of the oral cavity in the raw data. The top
panel of Fig. 11 illustrates the association between palatal
height and tongue pellets’y coordinates in raw data, for the
vowel /o/ in English. Tongue pellet positions for 4 of 20
English speakers with the highest palates are represented by
unfilled circles, while those for four speakers with the lowest

palates are represented by filled triangles. In the raw data,
speakers with high and low palates had higher and lowery
coordinates, respectively, than other speakers, especially for
the T2 and T3 pellets. This effect of palatal height disappears
in normalized data, shown in the lower panel of Fig. 11,
because pellet locations in normalized data are defined rela-
tive to the palatal surface above, rather than the occlusal
plane below.

Normalization did not provide a comparable, broad re-
duction in cross-speaker variance in pellets’x coordinates.
Instead, as the top two panels of Fig. 10 show, cross-speaker
standard deviations in thex coordinates for at least one pel-
let, T2, were substantially larger in normalized than raw
data, for some vowels in both language groups. Symbols for

TABLE II. Average normalized pellet locations for vowels, by language group. The abbreviationspro andsep,
heading the last column, represent estimated lipprotrusion~normalized! andseparation, respectively. Numbers
in square brackets indicate sample sizes for conditions when fewer than 20 English speakers, or 8 Japanese
speakers, were available.

T1 ~x,y! T2 T3 T4 L ~pro,sep!

i 29.1, 25.3 226.3,22.5 246.4,22.3 259.9,212.2 11.5, 8.8
} @19# 25.4, 211.5 224.6,212.9 249.7,212.2 265.5,217.0 11.4, 12.6
Ä 24.6, 217.5 225.3,220.0 254.4,216.3 269.8,216.4 11.3, 15.8
o 29.7, 220.8 236.8,219.2 258.6,211.6 274.1,211.9 12.6, 6.8
u @18# 215.2,213.1 236.0,210.0 256.6,24.4 271.2,210.3 13.5, 3.8

i 211.7,25.4 229.4,21.4 249.0,23.1 262.8,213.5 @7# 9.5, 12.1@7#
e 210.2,29.2 227.0,27.6 250.1,27.5 265.6,215.2 @7# 8.7, 14.4@7#
a 212.0,217.1 233.4,222.5 260.5,216.5 279.7,214.8 @7# 9.0, 18.9@7#
o 214.3,220.1 242.0,222.5 261.0,212.1 280.6,29.0 @7# 12.4, 13.1@7#
% @7# 214.7,26.0 232.6,27.6 254.7,24.1 272.1,210.7 12.4, 8.0@6#

FIG. 10. Comparisons of cross-speaker standard deviations of raw and nor-
malized coordinates of tongue pellets. Data for the English speaker group
are shown in the left panels, and those for the Japanese speaker group are
shown in the right panels. Comparisons for thex and y coordinates are
shown in the upper and lower panels, respectively. Symbols for different
vowels are the same as in Fig. 7, and numerals plotted within symbols
indicate pellet identity.

FIG. 11. The effect of palatal height on tongue pellets’y coordinates in raw
and normalized data, for English /o/. The top panel shows the raw data, and
the bottom panel the normalized data. Tongue pellet positions for 4 of 20
English speakers with the highest palates are represented by unfilled circles,
while those for four speakers with the lowest palates are represented by
filled triangles. The rest of the English speakers are represented by dots.
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these vowels, labeled with the numeral 2, are well above the
y5x line. Cross-speaker variances for other pellets’ raw and
normalizedx coordinates were about the same in the English
group. In the upper left panel of the figure, for example, most
symbols cluster about they5x line. In the Japanese group,
cross-speaker standard deviations tended to be smaller
among pellet’s normalized than rawx coordinates. Some
symbols in the upper right panel of Fig. 10 also cluster about
they5x line, though relatively more symbols fall below that
line.

The relatively large increase in cross-speaker variance in
the normalizedx coordinate for the T2 pellet is probably a
consequence of the normalization procedure itself. The T2
pellets usually occupied a region bounded above by the part
of the palatal curve with the most rapidly changing slope
~i.e., in the knee region, forward of the horizontal portion of
the palate, and above and behind the alveolar ridge!. Flatten-
ing the curve of the palate, as the normalization procedure
requires, would tend to stretch and magnify differences
among speakers in pellets’ rawx coordinates in the vicinity
of the palate that curves most sharply.

The fact that normalization did not reduce cross-speaker
variance in tongue pellets’x coordinates in the English group
may be due to a curious articulatory ‘‘habit’’ manifest
among some English speakers. Detailed inspection of the
data revealed a group of four~E16, E31, E34, and E43! who
habitually positioned their tongues more forward along the
palatal curve, for all vowels, than other speakers in the
sample. Another group of six~E12, E14, E29, E35, E41, and
E61! habitually positioned their tongues more rearward for
all vowels. Figure 12 contrasts normalized data for the vowel
/u/ produced by these ten English speakers. Speakers with
forward and rearward postures are represented by filled
circles and unfilled squares, respectively. The approximate
constriction locations and shapes of the oral portion of vocal
tract appear to be similar for the two groups. However, the
underlying~muscular! mechanisms required to achieve these
similar configurations would probably be quite different, as-
suming that each of the four tongue pellets represents ap-
proximately the same part of the tongue for each speaker in
each group.

The average difference in matched pellets’x coordinates
for the tongue-forward and tongue-rearward subgroups of
English speakers, computed across all pellets and vowels,
was on the order of 10 mm. No comparable subgrouping was

found among the Japanese speakers. Graphical and linear-
least-squares-regression analyses involving all English
speakers indicated that postural variation~e.g., including, but
not limited to forward and rearward subgroups! was unre-
lated to variation across speakers, for any of the following
variables:~1! gender,~2! oral cavity size,~3! vowels’ for-
mant frequencies,~4! pellet placement,~5! concurrent lip
pellet positions, and~6! different indices of mandible size,
including bigonial diameter, gnathion-to-incisor distance,
and pogonion-to-gonion distance.

The basic approach and results of these analyses are
illustrated in Fig. 13, where the normalizedx-coordinates for
pellet T2, measured during /u/ for 18 available English
speakers, have been plotted against the nominal placement of
the T2 pellet behind the apex of the extended tongue~cf.
Table I!. Subject numbers are used as plotting symbols. The
plot positions of four speakers with habitually forward nor-
malized tongue–pellet positions are surrounded by filled
circles, while those belonging to six habitually rearward
speakers are surrounded by filled squares. The 18 speakers
varied about the mean nominal T2 placement in a relatively
normal fashion. It is clear, however, that there was no sys-
tematic relationship between this modest placement variabil-
ity, and the much larger variability—in the limit, almost 30
mm—in normalizedx position for this pellet-by-vowel con-
dition. The same negative result was obtained from all com-
parisons involving normalizedx coordinates of tongue pel-

FIG. 12. Normalized pellet-position data for the vowel /u/, produced by four
English speakers~filled circles! who habitually positioned their tongues
more forward, and six speakers~unfilled squares! who habitually positioned
their tongues more rearward.

FIG. 13. Normalizedx coordinates of the T2 pellet during /u/ produced by
18 English speakers, plotted against their respective nominal T2 placements
behind the apex of the extended tongue. Subject numbers are used as plot-
ting symbols. Plot positions of four speakers with habitually forward nor-
malized tongue–pellet positions are surrounded by filled circles, while those
belonging to six habitually rearward speakers are surrounded by filled
squares.
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lets, on the one hand, and acoustic and anatomic variables,
on the other. In short, no reliable correlate of the forward-
talker/rearward-talker distinction among the English speak-
ers could be found.

III. DISCUSSION

In this study, a normalization scheme involving scaling
and re-expression was applied to point-parametrized vowel
postures recorded from 20 English and 8 Japanese speakers
with differently shaped and sized vocal tracts. Normalized
data were added together within groups, to compute
fleshpoint-position averages and standard deviations for pos-
tures for five vowels. The results of the study can be evalu-
ated on several different levels. For example, at a superficial
but nonetheless necessary level, we can argue that the nor-
malization scheme succeeds because the average postural re-
sults are easy to interpret. It is easy to tell which vowels,
expressed in averaged, normalized form have tongue posi-
tions that are relatively front, back, high, and low in the
mouth. Also, it is easy to tell which vowels have protruded
lip configurations, with narrow or large~vertical! lip open-
ings. These cross-speaker interpretations conform to descrip-
tive generalizations about vowel articulations established by
other methods~e.g., palatography, cineradiography, MRI!,
and to inferences derived from our own intergroup differ-
ences in vowel formant frequencies.

A more interesting and substantive benefit of the nor-
malization scheme is that its result conveys a better sense of
the geometry of the oral portion of the vocal-tract tube than
does the raw fleshpoint data. For example, mid-sagittal de-
grees of constriction between the tongue and palate, and be-
tween the lips, at those locations defined by attached mark-
ers, are more obvious after normalization. This advantage
comes simply from the fact that transformed fleshpoint loca-
tions are expressed relative to an opposing boundary of the
vocal tract~i.e., the palate, or opposing lip!, against which
the pellet-carrying surfaces work, rather than relative to the
occlusal plane about which they move.

Perhaps the most significant success of the normaliza-
tion scheme lies in its general reduction of cross-speaker
variance in they dimension of the transformed space, within
both language groups. This reasonable result can be traced to
a systematic source of variance in they dimension of the raw
data~i.e., height of the palatal vault above the occlusal plane!
that was ‘‘removed’’ from the normalized data. It is notewor-
thy, however, that the normalization scheme did not reduce
cross-speaker variance in thex dimension of the data, con-
sistently, across language groups. Within the English group,
cross-talker variance in fleshpoints’x coordinates was about
the same or even increased after normalization. A significant
part of this negative result can be traced to what appears to
be a real difference among some English speakers in how
they use and position their tongues to create comparable
vowels. Some speakers habitually placed their tongues in a
forward position compared to the rest of the speakers, across
all vowels, whereas another subgroup habitually placed their
tongues in a rearward position. These positional differences,
perhaps analogous to articulatory settings mentioned by La-
ver ~1980! and recently investigated by Nolan and Kuhnert

~1995!, yield broadly similar vocal tract shapes, and thus
would not be apparent in conventional flood-field x-ray im-
ages that emphasize shape of the~continuous! tongue, as a
whole. The unique emphasis of fleshpoint kinematic tech-
niques, on parts of the tongue, may be necessary to expose
articulatory differences between speakers such as these, dif-
ferences that are undoubtedly significant at underlying neu-
romuscular levels, but possibly insignificant at the level of
vocal-tract area function and/or listeners’ perceptions.

The front-to-back variance in English speakers’ tongue
positions was unrelated to oral-cavity-size measures from the
speakers or any other variable. Thus, it is natural that the
size-and-shape normalization scheme did not remove the ef-
fect from the speakers’ group data. At present, the source of
thex-dimension variability in tongue postures for vowels has
yet to be identified. We are confident, however, that this
variability is not an artifact in the data, in view of its mag-
nitude, its generality across vowels, and the relatively large
number of speakers in the sample. It is interesting, to us, that
we were prompted to see the differences in speakers’ tongue
postures precisely because our normalization scheme failed
to reduce variance in thex dimension of the transformed
space.

It is possible that broad postural differences for vowels
among some English speakers take their root in variables that
are hard to see clearly~if at all! in XRMB data. It is impor-
tant to remember, for example, that XRMB data provide a
rough outline of tongue shape, and only that in the mid-
sagittal plane, for the upper, oral portion of the vocal tract.
No information is available regarding the lower half of the
vocal tract. Constrictions in the pharynx and adjustments in
larynx height are out of view, though these are known to
have strong acoustic effects~Fant, 1975!. Recent inferences
from an independent analysis-by-synthesis study~Milenk-
ovic, submitted! involving one tongue-rearward talker~E12!
and one tongue-forward talker~E16!, suggest in fact that
significant differences in pharyngeal geometry may exist be-
tween the talkers, particularly along thez dimension~width!
of the vocal tract. These limitations must be taken into ac-
count when interpreting results of this study.

Another word of caution regarding results of this study
relates to the generally greater variance inx than y dimen-
sions of the normalized space~cf. Figs. 8 and 9!. This result
cannot automatically be interpreted as an indication that for-
mant frequencies are differentially sensitive to variations in
degreeversusplaceof vocal tract constrictions. Other inves-
tigators ~e.g., Perkell and Nelson, 1985; Beckmanet al.,
1995! have examined the significance of articulatory vari-
ability for vowel productions along locally orthogonal di-
mensions in the vocal tract, using single-speaker data with
replicates. The outcomes of those analyses have been inter-
preted to suggest greater freedom in the front-to-back dimen-
sion. However, multi-speaker data, of the kind reported in
this study, may not be suitable for addressing thedifferential
sensitivityhypothesis. Using our data for this purpose would
require us to discover, and be capable of evaluating, a nor-
malization scheme that removes all sources of anatomical
variation from the multi-talker data set. Only then would we
be in a position analogous to other investigators, for whom
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anatomical variation~in a single speaker! could not have
been a concern.

An underlying goal of this study was to explore the need
for, and benefits of, a simple normalization scheme for point-
parametrized articulatory data. There is no intent to claim
that the scheme described in this study is right or best. In at
least an indirect way, trying to evaluate our proposed scheme
forces some light on the interesting issue of how any
speaker-normalization method might be evaluated. It has
been customary in the speech acoustic/perception literature
to evaluate speaker-normalization methods partly by the de-
gree to which they reduce systematic~e.g., gender and age!
variability within vowel categories, while maintaining differ-
ences across categories~cf. Fant, 1975; Syrdal and Gopal,
1986; Miller, 1989!. An acoustic normalization scheme that
reduces intracategory variance among speakers—producing
greater overlap amongst speakers than before
normalization—is successful precisely because the scheme
appears to capture underlying commonalities among vowels
produced by different speakers. The expectation that such
commonalities exist is driven by listeners’ perceptions that
vowels from different speakers are the same, despite measur-
able differences in their spectra. In short, acoustic normaliza-
tion schemes can be judged successful when and because
their results match listeners’ expectations that vowels, pro-
duced by speakers from different gender and age groups,
should collapse into distributions undifferentiated by such
variables.

This same simple criterion may be appropriate for evalu-
ating an articulatory normalization scheme whenever vari-
ance in the raw data, due to anatomy, is reduced in the nor-
malized result~e.g., as for they-dimension effect described
in this study!. However, when variance does not decrease
after normalization, we need not automatically conclude that
normalization has failed. Our expectations about speech pro-
duction are complicated by the fact that articulatory variance
can result from any of at least three sources. These include
~1! anatomical variation that is in view but poorly understood
~e.g., key differences in oral-cavity geometry not captured by
our few simple measures!; ~2! anatomical variation that is
not in view ~e.g., key differences in oral- and/or laryngo-
pharyngeal geometry, especially in the dimension normal to
the sagittal-plane slice represented in XRMB data!; or, ~3!
variations in speakers’choices of behaviors that are not
themselves driven by corresponding differences in anatomy.
This third source of variation warrants special comment. It is
well known that the map from acoustics to articulation is not
one-to-one. The spectrum of an isolated, sustained vowel, for
example, is determined by size, shape, and hence static pos-
ture of the vocal tract. However, the same spectrum can be
obtained from more than one vocal tract configuration. In
principle, speakers may have vocal tracts that are the same
size, bounded by walls that are the same shape, but choose to
use their mobile articulators differently to achieve the same
spectral result. In cases of this type, we might reasonably say
that speakers have adopted differentstrategiesfor producing
the acoustic spectrum belonging to the vowel. The fact that a
range of acoustic signals can be associated with one nominal
vowel means that the room for such strategies/choices in

vowel articulation might be substantial. This last possibility,
in particular, clouds any expectations about variance reduc-
tion we might bring to the problem of evaluating a normal-
ization method. Additional information about the range and
nature of interspeaker anatomical variation, and incorpora-
tion of these kinds of information in normalization methods,
are necessary to refine our expectations of such methods and,
ultimately, our views of their success.
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1Identification numbers for English speakers included in this analysis
$12,14,15,16,18,25,27,29,31,34,35,41,43,44,50,51,53,54,59,61% are the
same as in the publicly available XRMB Speech Production Database
~Westbury, 1994a!, while the English speech task corresponds to thevowel
record (tp014) from that corpus. Seventeen speakers~ten English and
seven Japanese! of the twenty-eight described in this report are the same
group described in a preliminary analysis, presented at the 127th Meeting
of the Acoustical Society of America, 6–10 June 1994, Cambridge, MA
~cf. Hashiet al., 1994!.

2The full palatal outline estimate, extending from the teeth to the pharyngeal
wall, is a necessary convention for our work, though we recognize that our
estimates of such outlines, especially in the velopharyngeal region, are
neither fully certain, nor realistic. They are uncertain for the obvious reason
that there is no real information, aside from pellet-position extrema them-
selves, to guide any estimate of the shape of the palate beyond the end of
the pellet chain, or trace. We can never be sure if the dorsal pellets, at their
extrema, touched the palate or not. The outline estimates in the soft palate
region are unrealistic for at least two reasons. Shape and position of the soft
portion of the palate both change during speech. Our outline is fixed. The
outline estimate may also be unrealistic because the resultant smooth curve
does not look much like most lateral-view radiographs we have seen~cf.
our own Fig. 3!. In such images, the palatal shape in the vicinity of the
posterior pharyngeal wall is complex and footlike, and certainly not well
approximated by a straight or gently curved line.

3Estimates of nearest-palate-point coordinates for tongue pellets may be
influenced by the transformation method in at least four ways. One of these
relates to the fact that the transformation method forces some pellets that
are forward in the mouth~e.g., T1 for /Ä/, in Fig. 4! to have nearest-
neighbor points at the CMI, even though lines passing through their origi-
nal locations cannot be normal to the palatal outline at that point. A second
problem relates to the fact that pellets far back in the mouth may also be
closer to the pharyngeal wall than the palatal ceiling~e.g., T4 for /Ä/!.
However, in such cases, the transformation identifies the nearest palatal
point near the sharp and unrealistic knee formed by the intersection of the
palatal and pharyngeal outlines. We do not allow points on the pharyngeal
wall to be nearest neighbors to tongue pellets, because we know of no
realistic way to turn the corner from an already unrealistic palatal outline,
to join the rear wall of the pharynx. A third problem relates to the fact that
tongue pellets bounded above by a roughly circular portion of the palatal
outline may be very nearly equidistant from many points on such a surface.
This fact means that small errors in measurement, or small changes in the
selection of the measurement time, may produce significant shifts in the
location of some pellets for some talkers. It is important to carefully exam-
ine the source of the transformedx coordinate of each pellet, for example
by determining its distribution of nearest-neighbor distances relative to all
palatal points. In the great majority of cases in the present study, there was
a salient minimum value within each distribution. The location of a tongue
pellet’s nearest palatal neighbor will depend upon the palatal curve itself,
which is affected by at least three factors:~1! extreme values available for
rearward extension,~2! the spatial sampling frequency, and~3! the smooth-
ing function applied to the curve. We recognize the influence of these kinds
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of methodological problems on results from the transformation, but know
of no simple or final solutions.

4True physical separation between the tongue surface and palate is difficult
to capture in XRMB data. In principle, procedures that define the palatal
outline, and determine the positions of pellets at any moment in time, will
allow the outline to intersect pellet centers. At such moments, separation
between a rigid~hard! palate, and any other rigid surface carrying the
pellet, would correspond to the diameter of the pellet itself~ca. 2.5 mm!,
rather than zero. Of course, the tongue is not rigid, and may deform locally
about a pellet glued and packed down into its surface. Nevertheless, we can
guess that a correction of about 2 mm might be applied to normalized
y-coordinate data shown in Table II. Thus, the narrow tongue-to-palate
constrictions of about 2 mm at T2 and T3 for the vowel /i/ in either lan-
guage group could well be closer to 4 mm in the real world.

5Fleshpoint kinematic data provide location information only about those
points on ‘‘soft’’ articulators~e.g., the tongue! where pellets are attached.
Partly for this reason, it is impossible to know the exact location~s! of
tongue-to-palate constrictions for vowels. Thus, it is important to be cau-
tious when making inferences about constriction location from these kinds
of data.
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For all but the most profoundly hearing-impaired~HI! individuals, auditory–visual~AV ! speech has
been shown consistently to afford more accurate recognition than auditory~A! or visual~V! speech.
However, the amount of AV benefit achieved~i.e., the superiority of AV performance in relation to
unimodal performance! can differ widely across HI individuals. To begin to explain these individual
differences, several factors need to be considered. The most obvious of these are deficient A and V
speech recognition skills. However, large differences in individuals’ AV recognition scores persist
even when unimodal skill levels are taken into account. These remaining differences might be
attributable to differing efficiency in the operation of a perceptual process thatintegratesA and V
speech information. There is at present no accepted measure of the putative integration process. In
this study, several possible integration measures are compared using both congruent and discrepant
AV nonsense syllable and sentence recognition tasks. Correlations were tested among the
integration measures, and between each integration measure and independent measures of AV
benefit for nonsense syllables and sentences in noise. Integration measures derived from tests using
nonsense syllables were significantly correlated with each other; on these measures, HI subjects
show generally high levels of integration ability. Integration measures derived from sentence
recognition tests were also significantly correlated with each other, but were not significantly
correlated with the measures derived from nonsense syllable tests. Similarly, the measures of AV
benefit based on nonsense syllable recognition tests were found not to be significantly correlated
with the benefit measures based on tests involving sentence materials. Finally, there were significant
correlations between AV integration and benefit measures derived from the same class of speech
materials, but nonsignificant correlations between integration and benefit measures derived from
different classes of materials. These results suggest that the perceptual processes underlying AV
benefit and the integration of A and V speech information might not operate in the same way on
nonsense syllable and sentence input.@S0001-4966~98!03510-3#

PACS numbers: 43.71.An@WS#

INTRODUCTION

The ability to understand speech can be greatly impaired
by many factors such as noise, reverberation, and hearing
loss. One method individuals use to improve speech recog-
nition is to combine auditory~A! cues with visual~V! cues
available through speechreading. Past research has indicated
that the benefit due to speechreading can be substantial for
most listeners, often allowing near-perfect comprehension of
otherwise unintelligible speech~Sumby and Pollack, 1954;
ANSI, 1969; Summerfield, 1992; Grant and Braida, 1991;
Grant and Walden, 1996!. For hearing-impaired~HI! pa-
tients, improvements as great as that derived from
speechreading are seldom seen with the use of individualized
hearing aids, counseling, or training~Walden et al., 1981,
1987, 1996!.

The amount of benefit derived from combining A and V
speech cues~‘‘AV benefit’’ ! is dependent on a number of
factors, including the degree of auditory impairment,
speechreading ability, language skills, etc.~Grant and
Walden, 1995, 1996!. In the present study, we examined a
variety of different measures of AV integration in individual
hearing-impaired subjects to determine whether individual
differences in integration abilities was a significant factor for

predicting individual variability in AV consonant and sen-
tence recognition.

Methods for studying AV integration in groups of
normal-hearing~NH! subjects have employed measures us-
ing both congruent and discrepant AV speech materials~e.g.,
McGurk and McDonald, 1976; McGrath and Summerfield,
1985; Pandeyet al., 1986; Massaro, 1987; Braida, 1991;
Massaroet al., 1996!. Congruent AV materials, like those
produced in natural speech, have a single visible sound
source, the articulating face, which is in synchrony with the
auditory signal. Discrepant AV materials, on the other hand,
are ‘‘out of sync,’’ and have been created by either tempo-
rally misaligning acoustic and visual channels or by dubbing
the acoustic production of one sound onto the visible produc-
tion of another sound. Because there are no well-established
methods for quantifying an individual’s ability to integrate A
and V cues, a number of methods using both congruent and
discrepant stimuli were employed in the present study based
on specific hypotheses about the possible effects of such ma-
nipulations. One goal of using varied methodologies to mea-
sure integration abilities across listeners was to establish the
construct validity of AV integration as an independent pro-
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cess operating for both congruent and discrepant speech seg-
ments and sentences.

Recently, two models of AV speech integration have
been proposed which have the potential to scale subjects
with regard to their integration abilities~Massaro, 1987;
Braida, 1991; Massaroet al., 1996!. In the Pre-Labeling
Model of Integration~Braida, 1991!, a maximum likelihood
prediction of AV recognition is made from A and V confu-
sion matrices. The model purports to be an optimum proces-
sor in that all information extracted from both unimodal con-
ditions is preserved in the multimodal case, with no
interference~e.g., masking! or biasing from the other modal-
ity. Thus the predicted AV recognition performance should
always be equal to or better than unimodal recognition, and
more importantly, predicted AV speech recognition should
always be equal to or better than the AV recognition ob-
tained from real observers. Recent tests of the Pre-Labeling
~PRE! Model of Integration with normal-hearing and
hearing-impaired subjects~Braida, 1991; Grant and Walden,
1995! have confirmed these expectations. The value of the
PRE model as an optimum processor is that it provides a
rational basis for the development of rehabilitative efforts for
improving AV speech recognition. For example, simple dif-
ferences between predicted and obtained AV scores can be
used as an index of AV integration skill. If subjects obtained
AV scores that are close to predicted scores, the presumption
is that they are integrating in a nearly optimal way and any
rehabilitative effort to improve AV scores beyond those al-
ready observed should be targeted at improving the unimodal
~A or V! recognition scores by the use of better technology
~i.e., improved hearing aids, visual aids, etc.!, auditory train-
ing, visual ~speechreading! training, or a combination of
these approaches. If, on the other hand, predicted AV scores
far exceed obtained AV scores, then the subject is not inte-
grating the available A and V cues optimally and may profit
from training methodologies that facilitate the integration A
and V cues. Previous results using consonant and vowel con-
fusion data~Braida, 1991; Grant and Walden, 1995! have
shown that groups of normal-hearing and hearing-impaired
observers tend to combine A and V cues in a highly efficient
manner. That is, differences between predicted and observed
group AV data have been relatively small. In tests with in-
dividual HI subjects, however, the PRE model has been
shown to over predict AV performance by as much as 19
percentage points~Grant and Walden, 1995! suggesting po-
tentially large improvements from rehabilitative efforts that
focus on A and V cue integration.

In the Fuzzy Logical Model of Perception~FLMP!, a
different approach is taken for describing AV integration
~Massaro, 1987; Massaroet al., 1996!. Whereas the FLMP
can be used to predict AV scores in much the same way as
the PRE model, the preferred method for applying the FLMP
is to fit the model to the data from A, V,andAV experimen-
tal conditions. Assumptions underlying the FLMP are~1! all
sources of information~A, V, and AV! are evaluated inde-
pendently;~2! the information~i.e., cues! obtained from any
one source is compared to prototypes in memory to deter-
mine the degree to which the cues from a given source
specify the various response alternatives;~3! all sources~A,

V, and AV! are integrated relative to prototypes in memory
to determine the overall degree of support for each response
alternative; and~4! identification responses are determined
by the overall degree of support among the alternatives
~Massaroet al., 1996!. Similar to the PRE model, the FLMP
uses data from stimulus/response confusion matrices to esti-
mate the probability that a particular stimulus presentation
will result in a particular response alternative. The model is
fit iteratively to A, V, and AV conditions~unlike the PRE
model which only considers A and V matrices! assuming a
multiplicative rule of integration such that the root-mean-
squared deviation~rmsd! between predicted and observed re-
sults are minimized. The degree of fit that the model is ca-
pable of achieving can be construed as a measure of
integration. That is, good integration should result in good
model fits ~small rmsd’s! whereas poor integration should
result in poorer model fits~large rmsd’s!. In a recent test of
the FLMP’s sensitivity to measure integration in a syllable
test with asynchronous AV tokens, Massaroet al. ~1996!
demonstrated that integration of audible and visible speech
remains intact for AV asynchronies up to approximately 250
ms but deteriorates for larger asynchronies near 500 ms. No
discussion was provided regarding possible differences in in-
tegration abilities across individual subjects.

A lingering concern with the FLMP approach for mea-
suring integration is whether it is sensitive to small variations
in integration efficiency among individual subjects. The it-
erative procedure used in fitting the FLMP tends to produce
very small rmsd’s for a wide range of data~Massaro, 1987!.
This suggests that the vast majority of subjects integrate
quite well for a variety of different stimulus manipulations
~additive noise, filtering, synthetic speech, synthetic faces,
etc.!. However, the consistently excellent fits achieved by the
FLMP may also suggest that the model is less sensitive in
recognizing subtle changes in integration efficiency because
so many parameters are available for manipulation during
each fit. In pilot tests of the FLMP to determine its suitability
for studying integration abilities of individual subjects, we fit
the data for two simulated subjects who had identical A and
V consonant recognition confusion matrices, but different
AV confusion matrices. One AV matrix was an actual re-
sponse matrix obtained by an HI subject. The other AV ma-
trix was the predicted AV matrix from the PRE model. The
PRE model overpredicted the actual AV performance by ap-
proximately 16%, suggesting that this subject failed to opti-
mally integrate the available A and V cues. The FLMP fits
for these two cases were both excellent in terms of the cor-
relation and root mean squared deviation between predicted
and observed scores~r 50.997 and 0.988, rmsd50.013 and
0.020 for subject 1 and subject 2, respectively!. Differences
of this order are probably not significant~Massaroet al.,
1996!. Thus relatively large differences in AV speech recog-
nition performance~given identical A and V performance!
may be difficult to detect using the FLMP. For the purposes
of this study, therefore, only the PRE model was used to
obtain a measure of integration for congruent AV materials.

A second proposed measure of AV integration uses AV
consonant materials in which the A and V stimulus compo-
nents are dubbed from different consonant productions, for
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example, an auditory /bÄ/ dubbed onto a visual /gÄ/. When
these two discrepant stimuli are presented to listeners who
have been instructed to report what they heard, the response
/dÄ/ or /ZÄ/ is often obtained. This result, referred to as the
‘‘McGurk effect’’ ~McGurk and MacDonald, 1976!, is a
fairly compelling example of the influence of visual speech
cues on speech perception~Massaro, 1987; Waldenet al.,
1990; Greenet al., 1991!. Even when instructed to ignore
what they see and report only what they hear, subjects in
these McGurk experiments find themselves unable to ‘‘turn
off’’ the visual channel. In the current study, individual sus-
ceptibility to the McGurk effect was measured for a number
of discrepant AV tokens; the assumption being that individu-
als who integrate A and V stimuli in a near optimal way will
be more susceptible to the McGurk effect than individuals
who integrate less well. Thus the McGurk effect is inter-
preted as a natural consequence of the integration process
whereby individuals cannot help but use all the available
information at their disposal to interpret speech.

A concern in using either PRE model predictions~with
congruent stimuli! or the McGurk paradigm~with discrepant
stimuli! to study integration is that both approaches can only
be applied to data that can be represented by a set of
stimulus/response confusions. This means that data obtained
with connected speech materials, such as sentences, cannot
be used. Because connected speech materials have greater
face validity for studying an individual’s speech recognition
than isolated consonant or vowel productions, the use of seg-
ment data to gauge integration ability may be limited. In
particular, it is possible that an individual who integrates
near-optimally for isolated consonant or vowel productions,
may not do as well with connected speech. One reason for
this may be the additional demands placed on the integration
process when forced to operate in a continuous sampling
mode at the faster rates associated with running discourse.
With isolated AV segments or even AV words, one can use
sensory buffers~Baddeley, 1990, 1996; Campbell, 1990! or
working memory~Massaro, 1972; Winkleret al., 1993! to
store, and then recall, A and V cues used in the integration
process. In contrast, with running discourse, speech seg-
ments continuously flow into sensory buffers overwriting
previously stored input, and the demands on working
memory are significantly increased. Recent studies on
speechreading help elaborate this point. For example, Bern-
stein and Auer~1996! and Demorestet al. ~1996! have
shown that for NH subjects the correlations between
speechread nonsense syllables and speechread words or sen-
tences are not as high as the correlations between speechread
words and speechread sentences. Highly similar results were
obtained by Grantet al. ~1998! in a study comparing non-
sense syllable recognition to sentence recognition for A, V,
and AV modalities. However, in the Grantet al. study, the
correlations between syllables and sentences were signifi-
cantly higher for A and AV modalities (r'0.7) than for the
V modality (r'0.5). This suggests that the lack of experi-
ence with V-only speech recognition by NH or HI subjects
may promote differences in processing strategies between
nonsense syllables and meaningful speech signals that are
not as readily observed under the more familiar A and AV

conditions. In any case, there are a number of physical and
psycholinguistics differences between nonsense syllables and
meaningful speech to warrant the investigation of AV inte-
gration for both types of speech materials.

One method for studying integration at the sentence
level is to misalign temporally the A and V stimuli with
respect to the other~e.g., McGrath and Summerfield, 1985;
Pandeyet al., 1986!. McGrath and Summerfield~1985! mea-
sured AV sentence recognition as a function of auditory de-
lay for normal-hearing subjects. The auditory signal was a
pulse train that was modulated by the vocal pitch of the
talker. When presented alone, this signal yielded essentially
0% intelligibility. Similarly, Pandeyet al., ~1986! measured
AV sentence recognition under six conditions of AV asyn-
chrony with two S/N ratios and two levels of context. For
both studies, AV scores were substantially greater than A-
alone scores and remained basically unaffected by delay over
a range between680 ms. However, when the data obtained
from the best speechreaders were analyzed separately
~McGrath and Summerfield, 1985!, the effects of auditory
delay were more apparent and AV scores decreased for de-
lays as short as 20 ms. For the purposes of the current study,
it was assumed that subjects who integrate A and V cues
with a high degree of efficiency, would also be affected by
relatively small AV asynchronies@as were the better
speechreaders in the McGrath and Summerfield~1985!
study#. Further, it was assumed that the overall effect of
asynchrony~as measured by a decline in speech recognition
relative to the synchronous case! would be greater for better
integrators. The logic motivating these assumptions was that
better integrators~as opposed to poor integrators! probably
pay closer attention to, and are able to extract more informa-
tion from, the natural associations between the movements of
the lips and jaw and the resultant speech sound modulations.
Correlations between area of mouth opening and speech en-
velope, for example, may serve as a cue signaling the occur-
rence of high-amplitude acoustic events in the speech wave-
form. This temporal correspondence between visual speech
and audible speech may draw the listener’s attention to a
particular point in time when important speech information
is presented, thereby improving speech recognition~Sum-
merfield, 1987!. With the introduction of AV asynchrony,
the temporal associations between A and V cues would be
disrupted and speech recognition would suffer for those sub-
jects attuned to this information.

To summarize, the amount of benefit derived from com-
bining A and V speech cues is influenced by the ability to
integrate A and V cues. In the present study, we measured
integration using a variety of AV materials~isolated speech
segments and sentences! having both congruent and discrep-
ant properties. The overall goal of the study was to relate the
different measures of integration ability to each other and
individually to a measure of AV sentence benefit. Specifi-
cally, this study addressed two basic questions:

~1! Are the different measures of integration ability corre-
lated with each other? In particular, this question ad-
dresses whether AV integration processes are similar for
isolated segments~e.g., consonants! and connected
speech~e.g., sentences!.
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~2! Can AV benefit for consonants and sentences be pre-
dicted by one or more measures of integration ability?
This question addresses whether integration ability per
se is an important factor for understanding AV conso-
nant and sentence recognition.

I. METHODS

A. Subjects

Forty-one adults between the age of 41 and 76 (x̄
566) with acquired moderate-to-steeply sloping hearing
losses ranging from mild to severe served as subjects. The
average three-frequency pure-tone threshold~500, 1000, and
2000 Hz! was 39 dB HL~ANSI, 1989!. The average two-
frequency pure-tone threshold~2000 and 4000 Hz! was 59
dB HL. All subjects were native English speakers with nor-
mal or corrected-to-normal vision~visual acuity equal to or
better than 20/30 as measured with a Snellen chart!. All au-
ditory testing was conducted binaurally using headphones.
Each subject participated in approximately fourteen hours of
testing.

B. Stimuli

Three different sets of speech stimuli were used, all spo-
ken by the same female speaker. They included low-context
sentences~IEEE/Harvard!, vowel–consonant–vowel~vCv!
segments, and consonant–vowel~Cv! segments. The sen-
tences were taken from the IEEE/Harvard~1969! sentence
corpus, which is comprised of 720 phonetically balanced
low-context sentences each containing five key words~e.g.,
‘‘The birch canoeslid on thesmoothplanks’’!, and orga-
nized into 72 lists of 10 sentences each. The sentences were
videotaped and subsequently transferred to an optical disk
recorder~Panasonic TQ-3031F!. The audio portion of each
sentence was digitized~16 bit A/D, 20-kHz sampling rate!,
normalized in level to have the same overall rms, and stored
on a personal computer for later playback. The personal
computer was capable of independently controlling both the
visual and audio playback for each sentence. Precise and
independent control of AV playback allowed variable align-
ment of the audio and visual signals within62 ms.

The vCv stimuli consisted of the consonants
/p,b,t,d,k,g,m,n,s,z,f,v,Y,Z,b,c,tb,dc/ interposed between two
/Ä/ vowels. Ten productions of each /Ä–consonant–Ä/
~/ÄCÄ/! stimulus were recorded directly onto optical disk and
the audio tracks of the disk were digitized and normalized in
level as described above.

The Cv stimuli consisted of the consonants
/b,p,m,v,g,k,d,s,f,Y,b,dc,tb,c/ followed by the vowel /Ä/. Ten
productions of each Cv stimulus were recorded directly onto
optical disk and the audio tracks were digitized and normal-
ized in level in the same manner as the IEEE and vCv
stimuli.

IEEE sentences and vCv nonsense syllables were pre-
sented in filtered noise shaped to match the long term spec-
trum of the target speech materials. A 20-s sample of shaped
noise was digitized and stored on computer. During each A
and AV presentation trial, a segment of noise 100 ms longer

in duration than the target speech stimulus, was selected ran-
domly from the 20-s noise file. The noise started 50 ms be-
fore the speech and ended 50 ms after the speech stimulus
was over. A 10-ms cosine gate was used to ramp the noise on
and off.

All audio test signals~whether presented in noise or in
quiet! were output through separate channels of a dual chan-
nel 16 bit DAC ~TDT DD1! and routed through an 8.5-kHz
antialiasing filter~TDT FLT3!, separate programmable at-
tenuators~TDT PA4!, mixer ~TDT ADD1!, head phone
driver ~TDT HBUF3!, and stereo headphones~Beyer Dy-
namic DT770!. The overall presentation level of the speech
or speech-plus-noise stimuli, as measured at the output of the
headphones in a 2-cc coupler, was approximately 95 dB
SPL. For AV presentations, video signals from the optical
disk were routed through a digital timebase corrector~FOR
A FA-310! before being sent to a 21 in. color monitor~Sony
PVM 2030!.

C. Procedures

The study comprised four separate experiments from
which two measures of AV benefit and four measures of AV
integration were derived. The four experiments were:~1! A,
V, and AV sentence~IEEE! recognition in noise;~2! A, V,
and AV consonant~vCv! recognition in noise;~3! A and AV
consonant ~Cv! recognition in quiet using McGurk-like
stimuli; and ~4! AV sentence~IEEE! recognition in noise
using temporally misaligned stimuli. For all testing, subjects
were seated in a sound-treated booth facing the color video
monitor that was positioned approximately 3 ms away. Dur-
ing vCv and Cv tests, subject responses were collected via a
touch-screen terminal~JUGO TID 10-0054! which displayed
a fixed set of response alternatives. During sentence tests,
subject responses were given via paper and pencil. The ini-
tiation of all stimulus presentations was under subject control
via a confirmation button displayed on the touch screen. No
feedback was provided regarding the correctness of the re-
sponses. Subjects were paid for their participation.

1. IEEE sentence recognition in noise

IEEE sentences were presented at a speech-to-noise
~S/N! ratio of 0 dB to avoid ceiling effects in the AV condi-
tion. Three different lists of ten sentences each~150 key
words! were presented in the A, V, and AV conditions.
Visual-only lists were presented without noise. All subjects
were presented with the same three lists in each receiving
modality. However the order of the nine test blocks~3 lists
33 modalities! was randomized separately for each subject.
Subjects wrote down their responses following each presen-
tation and were encouraged to guess if there was any uncer-
tainty as to what was spoken. Sentences were scored using
anexact key wordsystem where all aspects of the target key
words ~e.g., number, tense, etc.! had to be correct for credit
to be given.

2. Medial consonant recognition in noise

Medial consonants~vCv! were presented at a S/N of 0
dB. Each test block consisted of 72 trials. The 18 consonants
were selected randomly so that each consonant appeared 4
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times per block and each presentation of a particular conso-
nant represented a different token. On each trial, the subjects
indicated their response by touching 1 of the 18 response
areas on the touch screen. Response alternatives were always
visible on the touch screen. Trial-by-trial responses were
stored on computer for later analyses. A total of 10 blocks
were presented in A, V, and AV conditions resulting in a 40
trials per consonant type per condition~or 720 trials per con-
fusion matrix!. No feedback was provided.

3. Initial consonant recognition (McGurk effect)

Four discrepant pairs of AV consonant–vowel stimuli
were identified in pilot tests as good candidates for produc-
ing strong McGurk effects. These were auditory /bÄ/ paired
with visual /gÄ/ ~b/g!, auditory /pÄ/ paired with visual /kÄ/
~p/k!, auditory /mÄ/ paired with visual /dÄ/ ~m/d!, and audi-
tory /vÄ/ paired with visual /dÄ/ ~v/d!. The expected AV
response from these stimuli were /dÄ/ or /ZÄ/ for b/g, /tÄ/ for
p/k, /nÄ/ for m/d, and /zÄ/ or /ZÄ/ for v/d. In the AV condi-
tion, each of these discrepant stimulus pairs were presented
in quiet for identification. The subjects were instructed to
watch the video screen and report what they heard. The sub-
jects were also informed that they may notice something
wrong with the stimuli and that the stimuli may appear to be
‘‘out of sync.’’ Subjects were also presented with these same
stimuli in an A-alone condition~with the video monitor
turned off!. For both A and AV test blocks, 18 response
alternatives~the same used for medial consonants! were
available to the subjects on the touch screen. Each test block
consisted of 60 trials. For AV test conditions, each AV
McGurk pair appeared 10 times per block, drawn randomly
from the 10 productions of each auditory consonant~i.e., 40
trials!. An additional 20 AV trials/block were composed of a
random selection of 1 of the other 10 initial consonants in the
set. These additional trials were normal AV recordings~i.e.,
composed of congruent A and V components! and were in-
cluded to encourage subjects to use the full set of response
alternatives on the touch screen. The block structure was
identical for A-only test conditions with the exception that
there was no video. That is, the four primary auditory con-
sonants~/b,p,m,v/! were presented 10 times in each test
block of 60 trials, and the 20 remaining trials were composed
of a random selection of the other 10 consonants in the set.
Trial-by-trial responses were stored on computer for later
analyses. A total of 5 blocks were run in both A and AV
conditions yielding 50 trials per primary target token~i.e.,
the 4 primary auditory tokens or the 4 AV McGurk pairs!.

4. Asynchronous IEEE sentence recognition in noise

Auditory–visual performance in noise as a function of
auditory delay~audio lagging video! was measured using
IEEE/Harvard sentences presented in noise. The S/N ratio
was selected individually for each subject to produce roughly
80% AV key-word recognition for the 0-ms delay condition
~synchronous condition!. Thus each subject, regardless of his
or her degree of hearing loss, was equated on a performance
basis for key-word recognition. An adaptive procedure was
used to determine the appropriate S/N for each subject. The

speech level was fixed at approximately 85 dB SPL. At the
beginning of the track, an IEEE sentence was presented at a
poor S/N ratio~212 dB! so that fewer than four out of five
key words were recognized correctly. Subjects responded
verbally after each sentence and the correctness of each key
word was scored by the operator. If no key words were cor-
rectly recognized, the noise level was decreased by 2 dB and
the sentence was repeated. If fewer than four key words were
recognized correctly, the noise level was decreased by 1 dB
and the sentence was repeated. This procedure continued un-
til four or five key words were correctly recognized, at which
point the final noise level was noted, the subject shown the
correct sentence, and a new track with a different sentence
began. Thus each adaptive track consisted of repeated pre-
sentations of a single sentence with continual improvements
in the S/N ratio until the four or five correct key words was
achieved. A total of 20 tracks per subject was obtained and
the final noise levels for each track were averaged to yield
the S/N required for 80% correct key-word recognition. Af-
ter the appropriate S/N ratio was determined, AV sentence
recognition scores at nine auditory delay values~0–320 ms
in 40-ms steps! were measured using three different lists of
sentences for each delay~150 words!. The 27 lists of sen-
tences~3 lists, 9 delays! were presented in a different random
order for each subject, although the assignment of a given
list to a delay condition was fixed. Subjects responded by
writing down as much of each sentence as they could on
blank answer forms.

II. RESULTS

Two measures of AV benefit~one for consonants, one
for sentences! and four measures of AV integration were
derived from the data sets of each individual subject.
Auditory–visual benefit describes the amount of speech rec-
ognition improvement relative to a baseline condition~typi-
cally A-only! that is achieved through the addition of visual
~speechreading! cues. One metric for describing AV benefit
is the simple difference score between AV and A conditions
~AV–A !. However, this metric is biased in that high A
scores necessarily lead to low benefit scores. This bias can be
avoided by defining AV benefit as the difference between
AV and A speech recognition scores relative to the amount
of performance improvement possible given the subject’s A
score~Sumby and Pollack, 1954; Rabinowitzet al., 1992!.
The relative benefit score, defined as~AV–A !/~12A! with A
and AV scores expressed as probability correct, has been
shown to be roughly independent of the S/N ratio~Sumby
and Pollack, 1954! as well as the overall A sentence recog-
nition score~Grant and Walden, 1995!. Relative AV benefit
measures are an especially useful description of benefit for
hearing-impaired subjects with widely differing degrees of
hearing loss. Among HI subjects, A scores for nonsense syl-
lables and low-predictability sentences in noise~as used in
the present study! tend to vary over a considerable range,
whereas V scores tend to be much less variable~Grant and
Walden, 1995!. By expressing AV benefit relative to A per-
formance, much of the effect of hearing loss is removed,
making the relation~if any! between AV benefit and AV
integration more apparent.
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A. Derived measures of AV integration

1. Integration efficiency (IE)

A and V confusion matrices obtained from the vCv non-
sense syllable test were used to predict AV performance with
Braida’s ~1991! Pre-Labeling Integration Model~PRE!. The
ratio of obtained AV scores to predicted AV scores defined
the efficiency measure. Higher ratios imply better integra-
tion. One important aspect of this measure is that perfect
integration need not be associated with high overall AV per-
formance. Overall AV intelligibility is heavily influenced by
the amount and type of unimodal cues available~Grant and
Walden, 1996!. If a subject has very bad hearing or is a very
poor speechreader, it is unlikely that they will achieve a high
AV score. Nevertheless, even under these conditions, a sub-
ject may still integrate the available A and V cues in a nearly
optimal manner, and if so, the integration efficiency measure
should be near unity.

2. McGurk susceptibility (MS)

In pilot tests using the four AV McGurk stimuli, normal-
hearing ~NH! subjects responded consistently with either
/dÄ/ or /ZÄ/ when presented with the stimulus b/g, /tÄ/ when
presented with p/k, /nÄ/ when presented with m/d, and /zÄ/
or /ZÄ/ when presented with v/d. In contrast, when these
same stimuli were presented in the A-only condition, NH
subjects obtained nearly perfect recognition. With HI sub-
jects, however, A responses are prone to numerous errors.
Some of these errors are consistent with McGurk-like re-
sponses given by NH subjects, making it difficult to distin-
guish between a simple auditory error~i.e., no integration!
and susceptibility to McGurk effects~i.e., integration!. Al-
though there is no definitive way to correct for this problem,
it is possible to use the subject’s A confusion matrix to infer
the proportion of AV responses might have been due to er-
rors in audition. For example, given 100 A-only presenta-
tions of the stimulus b/g, suppose that a subject responds /bÄ/
80 times and /dÄ/ 20 times. Further suppose that the subject
responds /dÄ/ 100 times in the AV condition. We can assume
that of the 100 McGurk-like responses in the AV condition,
20 are likely to have arisen from auditory errors and not from
the integration of auditory /bÄ/ with visual /gÄ/. Therefore,
the McGurk susceptibility to this AV pair would be adjusted
from 100% to 80%. Following this procedure, the responses
obtained in the AV condition for the four McGurk pairs were
scored for the probability of being labeled a target McGurk
blend and adjusted by the error probabilities obtained in the
A condition. McGurk susceptibility was defined as the aver-
age tendency across the four stimuli to be labeled as one of
the target McGurk blends. Greater susceptibility implies bet-
ter integration.

3. Minimum effective auditory delay (MEAD)

Percent correct sentence recognition~i.e., of the five key
words per sentence! obtained from the asynchronous AV
sentence test were plotted as a function of auditory delay.
The mean intelligibility scores at each delay were fit with
two best-fitting lines with the constraint that slope of the first
line be zero~Leek et al., 1991!. The intersection of the best

two-line fit was interpreted as the minimum delay required to
produce a decrease in sentence intelligibility. A shorter mini-
mum delay implies greater sensitivity to the concordance of
A and V cues and therefore better integration.

4. Overall effect of auditory delay (OEAD)

OEAD was defined as the ratio of intelligibility scores
obtained for the 320-ms delay condition~maximum delay
condition! and the 0-ms delay condition~synchronous con-
dition!. This ratio represents the total amount of intelligibil-
ity decline caused by AV asynchrony. A smaller ratio~i.e.,
greater OEAD! implies better integration.

B. Correlations among derived measures of
integration and AV benefit

Some subjects were unable to complete the full range of
the tests administered in this study. Overall, the number of
subjects evaluated on a given test was either 30 or 40, with
29 subjects completing all tasks. Figure 1 shows individual
subject data for consonant recognition~top! and sentence
recognition~bottom! in a 0-dB S/N condition. All scores are
expressed as the proportion of correct responses. Forty sub-
jects participated in the consonant recognition test and 30
subjects participated in the sentence recognition test. In both
panels, V~circles! and AV ~squares! intelligibility scores are
shown as a function of A intelligibility. The diagonal line
represents VvA and AVvA performance. For both conso-
nants and sentences, A scores were better than V scores, with

FIG. 1. Auditory–visual~AV ! and visual~V! speech recognition in noise
~0-dB S/N! as a function of auditory~A! speech recognition.~Top! Conso-
nant recognition (N540). ~Bottom! Sentence recognition (N530). Solid
line shows values for AvAV and AvV.
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the exception of only four subjects~10%! on the consonant
test. The range of A scores for consonants~0.21–0.72! and
sentences~0.14–0.8! was similar~and large! across test ma-
terials. In contrast, V scores varied over a considerably
smaller range for consonants~0.21–0.39! and sentences
~0.0–0.21!. Auditory–visual scores were generally much
higher than A or V scores for both sets of materials. How-
ever, whereas all subjects showed improved AV speech rec-
ognition for consonants, some subjects failed to show any
AV improvement with sentences.

For consonant recognition~top panel!, significant corre-
lations among speech recognition scores across the three mo-
dalities were found. Specifically, AV consonant scores were
significantly correlated with A~r 50.83, p,0.0001! and
V ( r 50.64, p50.0001! consonant scores. In addition, A
consonant scores were significantly correlated with V conso-
nant scores~r 50.46, p50.04!. The finding of cross-modal
correlations in speech recognition abilities has been noted
previously ~Watson et al., 1996!. For sentence materials,
however, the situation is somewhat different. Whereas A and
AV speech recognition scores were significantly correlated
~r 50.80, p,0.0001!, the correlation between V sentence
scores and either A or AV sentence scores was not signifi-
cant. One reason for failing to observe significant correla-
tions with V-alone sentence scores may have been because
of the extremely low~near-zero percent! and tightly clustered
V sentence recognition.

The distribution of relative AV benefit scores~@AV–V #/
@12A#! derived from the data shown in Fig. 1 are displayed
in Fig. 2. The top panel shows the results for consonants
(N540) whereas the bottom panel shows the results for sen-
tences (N530). Each bin width is five percentage points
spanning the range from 0 to 1. The two distributions were
not significantly different from a normal distribution and ex-
hibited fairly large ranges of benefit scores across subjects.
The mean relative AV benefit score for consonants and sen-
tences wasX̄50.672 ~s.d.50.126! and X̄50.526 ~s.d.
50.214!, respectively. Analyses comparing the two distribu-
tions for the 29 subjects who completed both tests showed
that the amount of relative AV consonant benefit was signifi-
cantly greater than the amount of relative AV sentence ben-
efit ~Wilcoxon Signed Ranks Test,z523.51, p50.0004!.
Overall, 22 of 29 subjects obtained greater benefit from vi-
sual cues for consonant recognition than for sentence recog-
nition. Furthermore, AV benefit for consonants and sen-
tences were not significantly correlated~r 50.06,p50.74!.

The distributions of subject scores for the two derived
integration measures from consonant tests are shown in Figs.
3 and 4. Figure 3 shows the data from vCv tests, whereas
Fig. 4 shows the data from Cv tests. The graph displayed in
the top panel of Fig. 3 shows observed versus predicted
~PRE! AV scores for vCv consonants. The diagonal line rep-
resents equivalent observed and predicted scores, which ac-
cording to Braida’s model, reflects perfect integration~IE
51.0!. Note that the predicted and observed AV scores for
several subjects fall near the main diagonal, whereas ob-
served scores for other subjects are significantly less than
predicted. The mean difference between predicted and ob-
served scores was 9.4%, with a maximum difference of

19.9%. The bottom panel of Fig. 3 shows the results for the
derived integration efficiency~IE! measure. The bin width is
five percentage points. The distribution of IE ratios for 40
subjects shows that most were able to integrate A and V cues
at a high level~X̄50.89, s.d.50.05!. However, the fairly
large differences observed between predicted and observed
AV consonant scores for some individuals suggests that
some form of integration training would be beneficial in se-
lected cases.

Figure 4 shows the data obtained for the McGurk
stimuli. The top graph shows the average McGurk results
across 30 subjects. Each bar shows the adjusted probability
of responding with a target McGurk blend to the stimulus
pairs listed. The last bar in the figure shows the overall av-
erage adjusted mean~X̄50.85, s.d.50.14!. The two stimulus
pairs yielding the least McGurk-like response were b/g and
v/d. This occurred because HI subjects made numerous /b/-
to-/d/ and /v/-to-/Z/ errors in the A condition, making the
adjusted scores substantially lower than the raw scores.

The bottom panel of Fig. 4 shows the distribution for
McGurk susceptibility~MS!. The distribution of individual
MS scores shows that most subjects experienced typical
McGurk effects. However, unlike the previous three distri-
butions, the distribution of MS scores is left-skewed~skew-
ness coefficient520.9, standard error of skewness50.43!

FIG. 2. Distribution of relative AV benefit scores for consonants~top! and
sentences~bottom!. Benefit was defined as the difference between AV and
A recognition relative to the total amount of benefit possible$i.e., ~AV–A !/
~1002A!%.
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and significantly different from a normal distribution.
Intelligibility scores and derived integration measures

obtained with asynchronous AV sentence materials are
shown in Figs. 5 and 6. Figure 5 shows the average intelli-
gibility score as a function of auditory delay. The fitted line
shown is the best fit trinomial function. Consistent with pre-
vious reports of speech intelligibility with asynchronous AV
sentence materials~McGrath and Summerfield, 1985; Pan-
deyet al., 1986!, most subjects were relatively unaffected by
delay until about 200 ms. The average intercept of the best
two-line fits for individual subjects was 214.7 ms~s.d.
545.24 ms!. The distribution was significantly left-skewed
~skewness coefficient521.12, standard error of skewness
50.43!.

Distributions of MEAD~top! and OEAD~bottom! mea-
sures derived from individual subject data with asynchronous
sentence materials are displayed in Fig. 6. The distribution of
MEAD’s ~top! shows that most of the subjects~27/30! were
not significantly affected by AV asynchrony until the audi-
tory signal was delayed by at least 200 ms. A few subjects,
however,~6/30! showed a drop in intelligibility with substan-
tially smaller delays. Based on suggestions by McGrath and
Summerfield~1985! that better speechreaders may be more
susceptible to AV asynchrony than poorer speechreaders, we
examined the speechreading abilities of these six subjects for
consonant and sentence recognition. None of the subjects
had unusually good speechreading skills for consonant rec-

ognition compared to the average V consonant recognition
(n540). For V sentence recognition, two of the six subjects
performed far better than the mean, whereas the performance
of other four subjects was consistent with the mean
speechreading performance for the group as a whole.

The bottom panel in Fig. 6 shows the distribution of

FIG. 3. Observed and derived measures obtained from experiments on con-
sonant recognition in noise.~Top! Observed versus predicted~PRE model,
Braida, 1991! AV scores. Solid line shows values for AV observed5AV
predicted. ~Bottom! Histogram showing distribution for integration effi-
ciency ~IE! measure.

FIG. 4. Observed and derived measures obtained from experiments with
McGurk consonant pairings.~Top! Group mean probability for the four
McGurk blend responses and overall blend response. Error bars are61
standard deviation.~Bottom! Histogram showing distribution for McGurk
susceptibility~MS! measure.

FIG. 5. Average AV percent correct key-word recognition as a function of
auditory delay. Error bars are61 standard deviation.
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ratios of intelligibility scores at a 320-ms delay and 0-ms
delay. The average OEAD was 0.82~s.d.50.11!. For 8 of 29
subjects~28%!, audio delays up to 320 ms had little effect on
intelligibility ~OEAD.0.9!. However, for 12 of 29 subjects
~41%!, the decline in intelligibility from synchrony to a
320-ms delay was greater than 20%~OEAD,0.8!. Thus al-
though most subjects were relatively insensitive to delays up
to 200 ms, once the delay was sufficiently large, AV intelli-
gibility dropped dramatically.

A central assumption of this study was that AV speech

integration is a measurable skill, independent of A and V cue
extraction, that subjects use whenever A and V sources of
information are available. Significant correlations among the
four measures of AV integration would help validate this
assumption. It was further hypothesized that individual sub-
ject performance on the different integration measures would
help predict the amount of AV benefit achieved for conso-
nant and sentence tests. Correlations among the various in-
tegration measures and the two measures of AV benefit are
shown in Table I. Significance levels were determined using
Bonferroni adjusted probabilities. Numbers shown in paren-
theses indicate the number of subjects. Among the four inte-
gration measures, only two of the six possible correlations
were significant: scores for IE were significantly correlated
with MS ~both measures derived from tests with isolated
consonant materials!, and scores for MEAD were signifi-
cantly correlated with OEAD~both measures derived from
tests with sentence materials!. Integration measures derived
from recognition of isolated speech segments~IE and MS!
were not significantly correlated with measures derived from
recognition of words in low-context sentences~MEAD and
OEAD!. Analyses relating the different integration measures
to AV benefit scores showed that AV consonant benefit was
significantly correlated with IE and MS scores, whereas AV
sentence benefit was significantly correlated with MS and
OEAD scores.

To determine whether any of the four integration mea-
sures were useful for predicting AV benefit scores a stepwise
multiple regression was used to identify predictor variables.
Based on results from previous studies~Grant and Walden,
1995, 1996!, a number of candidate predictor variables were
used in the regression equation including subject variables
such as age and hearing loss, speech feature recognition
scores derived from subject consonant confusion matrices,
and the different integration measures identified from the
present experiment. Variables describing the subject’s hear-
ing loss included three-frequency~0.5, 1, and 2 kHz! and
two-frequency~2 and 4 kHz! average loss for pure tones.
Speech feature scores for visual place-of-articulation and au-
ditory voicing-plus-manner were also included as possible
predictor variables since these two features represent the ma-

FIG. 6. Distribution of subject scores on derived measures obtained from
experiments on asynchronous sentence recognition.~Top! Minimum effec-
tive auditory delay~MEAD!. ~Bottom! Overall effect of auditory delay
~OEAD!.

TABLE I. Pearson correlations among derived measures of integration and AV benefit (* p,0.05, ** p,0.01!. Numbers in parentheses show number of
subjects.

Integration
efficiency

McGurk
susceptibility

Minimum effective
auditory delay

Overall effect of
auditory delay

AV consonant
benefit

AV sentence
benefit

Integration efficiency 1.0
~IE! ~40!
McGurk susceptibility 0.43* 1.0
~MS! ~29! ~30!
Minimum effective 0.11 20.22 1.0
auditory delay~MEAD! ~29! ~30! ~30!
Overall effect of 0.01 20.26 0.66** 1.0
auditory delay~OEAD! ~29! ~30! ~30! ~30!
AV consonant benefit 0.53** 0.43* 20.09 20.05 1.0

~40! ~29! ~29! ~29! ~40!
AV sentence benefit 0.17 0.46* 20.23 20.45* 0.06 1.0

~29! ~30! ~30! ~30! ~29! ~30!
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jority of information typically extracted from A and V
speech recognition conditions when noise is present~Miller
and Nicely, 1955; Grant and Walden, 1996!. The results of
the stepwise regressions are shown in Table II. The subset
model for predicting AV consonant benefit included visual
place information and the IE measure obtained from Braida’s
PRE model. The subset model for predicting AV sentence
benefit included visual place information and the OEAD in-
tegration measure. Overall, roughly 40%–50% of the vari-
ance in AV benefit could be explained by a subject’s visual
place recognition score and an appropriate measure of AV
integration ability. Figure 7 shows scatter plots of the rela-
tion between IE and AV consonant benefit~top! and OEAD
and AV sentence benefit~bottom!. In both cases, the selected
integration measure accounts for roughly 20%–30% of the
variance observed in AV benefit.

III. DISCUSSION

The primary goals of this study were to establish appro-
priate measures of AV integration ability for individual sub-
jects and to determine whether individual differences in in-
tegration ability were predictive of AV benefit. The results of
the correlation and multiple regression analyses showed that
we were only partially successful in meeting these goals. The
various measures that were chosen to evaluate integration
ability did not converge on a single construct. Instead, mea-
sures based on the perception of isolated consonants~IE and
MS!, and measures based on the perception of key words in
sentences~MEAD and OEAD! diverged. In a similar man-
ner, the two measures of AV benefit diverged, in that the
correlation between consonant benefit and sentence benefit
was not significant. In light of recent reports showing sys-
tematic relations among speech recognition scores for non-
sense syllables, isolated words, and sentence materials~e.g.,
Bilger, 1984; Boothroyd and Nittrouer, 1988; Rabinowitz
et al., 1992; Watsonet al., 1996; Olsenet al., 1997!, these
results are somewhat surprising. On the one hand, the exis-
tence of a common source of variance across all speech rec-
ognition tasks, independent of receiving modality~A, V, or

AV ! and speech material, is not hard to justify. According to
Bilger ~1984!, speech recognition represents a single con-
struct and therefore all scores, regardless of test conditions,
must be related. Furthermore, given that these relations have
been shown to hold for HI listeners with widely differing
auditory capabilities~Olsen et al., 1997!, it has been sug-
gested that the common skill applied by all subjects in
speech recognition tests is a shared knowledge of the linguis-
tic properties of the language and the ability to use this

TABLE II. Predicting AV benefit.

I. AV consonant benefit (n529):
Predictor variables included
-Age -A~Voicing1Manner! Information -Integration Efficiency
-3PTA
-2PTA

-V~Place! Information -McGurk Susceptibility

The subset model included the following predictors withr 250.53,p,0.0001
Constant
Integration efficiency
V~Place! information

II. AV sentence benefit (n529):
Predictor variables included
-Age -A~Voicing1Manner! Information -Overall Effect of Auditory Delay
-3PTA -V~Place! Information -Minimum Effective Auditory Delay
-2PTA -McGurk Susceptibility
The subset model included the following predictors withr 250.38,p,0.003
Constant
Overall effect of auditory delay
V~Place! information

FIG. 7. ~Top! Scatter plot showing relation between derived measure of
integration efficiency~IE! and relative consonant benefit.~Bottom! Scatter
plot showing the relation between derived measure of overall effect of au-
ditory delay~OEAD! and relative AV sentence benefit.
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knowledge to construct words from incompletely resolved
segments and sentences from incompletely resolved words
~Watsonet al., 1996!.

In most of the previous studies that examined the rela-
tions between segment, word, and sentence recognition, the
tests were conducted in the A modality only~but see Bern-
stein and Auer, 1996; Demorestet al., 1996; Watsonet al.,
1996 for exceptions!. In the present study, the integration
tests were conducted in A, V, and AV modalities and the
materials were a mix of congruent and discrepant stimuli. It
is possible that the presentation of unusual AV materials,
created by delaying the audio portion of the sentence mate-
rials relative to V or by cross-dubbing V and A portions of
Cv materials, fostered greater variability across subjects than
one would observe with more typical speech materials. If the
variability observed across subjects for the different integra-
tion tasks does not have a common origin, then the correla-
tions among measures might be low, as was observed in the
present study. In fact, when measures were confined to simi-
lar tasks, most of the correlations across materials~segments
and sentences! were significant. For example, the correla-
tions among speech recognition measures in noise~0-dB
S/N! using congruent materials were all significant. That is,
A segment recognition was significantly correlated with A
sentence recognition~r 50.64, p50.0002!, V segment rec-
ognition was significantly correlated with V sentence recog-
nition ~r 50.49, p50.0075!, and AV segment recognition
was significantly correlated with AV sentence recognition
~r 50.47,p50.0102!. In addition, the two consonant recog-
nition tasks~vCv and Cv! yielded significantly related inte-
gration indices~IE and MS!. This may not be that surprising
given that most subjects reported that they were unaware of
the discrepant nature of AV McGurk pairs and perceived
them as naturally occurring stimuli. This was true even
though at the beginning of the experiment all subjects were
informed that the McGurk stimuli might seem ‘‘out of
sync.’’ Therefore, from the subject’s point of view, the main
perceptual difference between vCv and Cv tests was that the
Cv McGurk pairs were administered in quiet, whereas the
vCv’s were administered in noise. Finally, the two measures
of sentence integration~MEAD and OEAD! were signifi-
cantly related. Given that they were derived from the same
data set, this could have been expected.

The apparent breakdown in the relation between mea-
sures based on speech segments and those based on sen-
tences observed in the present study~specifically, AV con-
sonant benefit versus AV sentence benefit, and segment
integration measures versus sentence integration measures!
may be best explained in terms of the differences in task
demands imposed by the two sets of materials. In the vCv
and Cv tasks, the response set was closed and known to the
subjects via the touch screen terminal. In contrast, the re-
sponse set for IEEE words was open and essentially the size
of subject’s vocabulary in that no sentences were ever re-
peated and no feedback was provided. Furthermore, recogni-
tion of key words in sentences require additional processing
stages involved in lexical retrieval that are not required in
tests with single consonants~Bernstein and Auer, 1996; De-
morestet al., 1996!. The combination of a larger response

set and additional processing stages inherent in key-word
recognition may require more processing time than the rec-
ognition of consonants to sort through the potential candidate
responses. Similarly, the methodology used to test recogni-
tion of consonants and recognition of key words differed
with respect to the amount of time subjects had to make their
response. In tests with single consonants, no time constraints
were placed upon the subject’s decision process. That is, one
item was presented and the subjects had as long as they
needed to make their response. In contrast, for key-word rec-
ognition, approximately 3–5 words/s~'13 phonemes/s!
were presented. Thus the processing of each word in the
sentence may be potentially interrupted by the next incoming
string of phonemes. How well each subject can handle this
potential disruption depends in part on how fast they can
process each word. This suggests that speed of processing in
spoken language recognition may be a separate variable wor-
thy of examination. Individual differences in processing
speed for words in sentences could help explain why some
subjects derived much less AV sentence benefit than AV
consonant benefit. That is, subjects who require more time to
process each work may fall progressively farther behind as
the sentence proceeds. Such would not be the case with AV
consonants because there is no interfering stimulus between
initial presentation and response.

Finally, although IEEE sentences were designed to be
low-context~IEEE, 1969; Rabinowitzet al., 1992!, it is quite
possible that some subjects were able to take greater advan-
tage of the morpho-syntactic structure of each sentence, if
not the semantic context, giving them a significant contextual
advantage over other subjects. In other words, the presumed
common ability of native language users to take advantage of
semantic and syntactic context may not be an equal skill
across individuals. If individual subjects exhibit a broad
range of context-usage abilities~e.g., Olsenet al., 1997!,
then correlations between the recognition of speech segments
and sentences would not be expected to correlate highly.

IV. SUMMARY AND CONCLUSION

Four measures of auditory–visual integration were de-
rived from three separate experiments with hearing-impaired
~HI! listeners. In the first experiment, auditory~A!, visual
~V!, and auditory–visual~AV ! consonant recognition in
noise was evaluated. A Pre-Labeling integration model
~Braida, 1991! which specifies optimum integration of A and
V cues, was used to predict AV consonant recognition from
A and V consonant confusion matrices. The ratio of ob-
served to predicted~PRE! AV score was then used as an
index of integration efficiency~IE! with unity representing
perfect integration. In a second experiment, A and AV con-
sonant recognition was measured using AV stimuli with dis-
crepant auditory and visual components selected to elicit the
well-known McGurk effect ~McGurk and MacDonald,
1976!. Susceptibility to McGurk illusions~MS! was defined
as the probability of responding with a McGurk blend to
discrepant AV tokens. Greater susceptibility to McGurk illu-
sions was assumed to imply better integration ability. In a
third experiment, temporally misaligned AV sentence mate-
rials were presented in noise for identification. Nine auditory
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delays ranging from 0 to 320 ms in 40-ms steps were evalu-
ated. Two derived integration measures were obtained from
the sentence identification data:~1! a minimum effective au-
ditory delay~MEAD!, defined as the smallest delay resulting
in a statistically significant intelligibility performance decre-
ment relative to the synchronous case~0-ms delay!; and ~2!
an overall effect of auditory delay~OEAD!, defined as the
ratio of AV scores for the longest delay condition~320 ms!
and the 0-ms condition. For both sentence integration mea-
sures, it was assumed that smaller MEAD and OEAD values
implied better integration. Correlations among the four mea-
sures of AV integration, as well as correlations between each
integration measure and a separate measure of AV benefit for
sentences in noise, were obtained.

Subjects derived substantial benefit from visual speech
cues for both consonant and sentence recognition in noise,
but there were substantial individual differences in the
amount of AV benefit obtained. Interestingly, no relationship
was observed between the amount of AV benefit obtained for
consonants and the amount of AV benefit obtained for sen-
tences, despite the fact that significant correlations were
found for speech recognition scores across materials for each
of the three receiving conditions tested~A, V, and AV!.
Among the four measures of integration ability examined as
possible predictors of AV benefit, the two measures derived
from tests with isolated Cv’s and vCv’s~IE and MS! and the
two measures derived from asynchronous AV sentence ma-
terials ~MEAD and OEAD! were significantly correlated
with each other. However, measures derived from experi-
ments using consonant materials were unrelated to measures
derived from experiments using sentence materials. In pre-
dicting AV consonant benefit, the ability to speechread
place-of-articulation and the derived measure IE accounted
for roughly 50% of the variability. For predicting AV sen-
tence benefit, the ability to speechread place-of-articulation
and the derived measure OEAD accounted for roughly 40%
of the variability. Other potential variables such as audiomet-
ric thresholds, age, and auditory feature recognition scores
for voicing and manner-of-articulation were not useful pre-
dictors.

Since our primary focus is understanding the processes
that lead to successful AV recognition and benefit in daily
communication~i.e., for connected speech!, it was somewhat
disconcerting to find little association between integration
measures derived from nonsense syllable tests and those de-
rived from sentence tests. Models of AV speech integration
~Massaro, 1987; Braida, 1991! currently require data in the
form of confusion matrices, which are difficult if not impos-
sible to obtain from sentence recognition tests~but see Bern-
stein et al., 1994 for a possible solution to this problem!.
Thus one of the basic tools available for measuring indi-
vidual differences in integration ability may not be appli-
cable given our desire to study connected speech. However,
it may be possible to modify nonsense syllable tests in such
a way as to incorporate a number of important aspects of
connected speech materials. For example, some of the major
differences between consonant and sentence recognition in-
clude stimulus differences in A and V segmental cues that
occur as a result of isolated nonsense syllable productions

versus the more fluent productions associated with words
and sentences. Intonation and stress variations important for
sentence recognition may be incorporated into nonsense syl-
lable tests by using sequences of nonsense syllables rather
than isolated productions. Recognition tests involving se-
quenced nonsense syllables would also be more similar to
sentence tests by reducing the differences in memory load
that result from having to recognize short~'350 ms for iso-
lated segments! versus long~'2.7 s for sentences! utterance
durations, and by reducing differences in the number of
items needed to remember before making a response~i.e., 1
‘‘target’’ phoneme/s for isolated segments versus'13 ‘‘tar-
get’’ phonemes/s for sentences!.

There are other differences separating nonsense syl-
lables from meaningful sentences that cannot be eliminated,
namely, processes involved in lexical access and retrieval
and the different levels of contextual information from non-
sense syllable to word, and from word to sentence. Addi-
tional studies are needed to determine whether individual
subjects differ in their ability to cope with these differences
in task demands. We are currently studying two factors sepa-
rating isolated segment recognition and sentence recognition;
the ability to use sentence context to facilitate the recognition
of words, and the ability to process strings of spoken words
quickly. It is hoped that individual differences in these skills
will help explain further the relatively weak relations be-
tween segment and sentence integration measures observed
in the present study.
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A variable-duration notched-noise experiment was conducted in a noise context. Broadband noise
preceded and followed a tone and notched noise of similar duration. Thresholds were measured at
four durations~10, 30, 100, and 300 ms!, two center frequencies~0.6, 2.0 kHz!, and five relative
notch widths~0.0, 0.1, 0.2, 0.4, 0.8!. At 0.6 kHz, 10-ms thresholds decrease 6 dB across notch
widths, while 300-ms thresholds decrease over 35 dB. These trends are similar but less pronounced
at 2 kHz. In a second experiment, the short-duration notched noise was replaced with a flat noise
which provided an equivalent amount of simultaneous masking and thresholds dropped by as much
as 20 dB. A simple combination of simultaneous and nonsimultaneous masking is unable to predict
these results. Instead, it appears that the elevated thresholds at short durations are dependent on the
spectral shape of the simultaneous masker. ©1998 Acoustical Society of America.
@S0001-4966~98!02510-7#

PACS numbers: 43.71.An, 43.66.Ba, 43.66.Dc@RVS#

INTRODUCTION

Short-duration speech signals, such as plosives, are often
confused in noisy environments. To model these confusions,
it is necessary to characterize our ability to resolve the spec-
tral components of short-duration stimuli in the context of
background noise. Previous notched-noise experiments using
a short-duration tone and long-duration notch have shown
that frequency selectivity develops nearly instantaneously
~Moore et al., 1987; Wright and Dai, 1994!. In this paper, a
variable-duration notched-noise experiment is reproduced in
a noise context. Specifically, the tone and notched noise are
of similar duration and surrounded in time by long-duration
~300-ms! white noise. Tone thresholds are therefore deter-
mined by the combination of three potential maskers: the
preceding white noise, the simultaneous notched noise, and
the trailing white noise.

Previous studies suggest that a combination of maskers
may result in masking which is greater than that predicted by
a linear sum of each individual masker. These studies have
shown masking increases of 7 dB for combinations of simul-
taneous maskers~Green, 1967!, 15 dB for combinations of
nonsimultaneous maskers~Oxenham and Moore, 1995!, and
14 dB for combinations of simultaneous and nonsimulta-
neous maskers~Jesteadt, 1996!. This ‘‘excess masking’’ can
be predicted by power-law models in which the effects of the
individual maskers are compressed before they are added
together~for a review see Humes and Jesteadt, 1989!.

In this paper, the variable-duration notched-noise data
are analyzed in terms of either a linear or nonlinear combi-
nation of simultaneous and nonsimultaneous masking. To
further assess this approach, a second experiment is con-
ducted in which the notched noise is replaced by a flat noise
which provides an equivalent amount of simultaneous mask-
ing.

I. EXPERIMENT 1

A. Stimuli

Figure 1 shows a schematic spectrogram of the stimuli
used in the experiment. The notched-noise masker and tone
signal were presented between two 300-ms white-noise seg-
ments. White noise was generated by randomly choosing 1
of 32 digitally synthesized Gaussian noise sequences. The
notched noise was created by filtering the white noise with
an 801-tap bandstop filter. Both the notched noise and the
surrounding white noise had a spectrum level of 36 dB/Hz
and were generated from different Gaussian noise sequences.

To reduce the effect of spectral splatter, all stimuli were
gated on and off using raised-cosine windows with rise/fall
times of 10 ms. Signal durations of 10, 30, 100, and 300 ms
were defined from the half-rms level~i.e., 26 dB!. Figure 2
shows a diagram of the temporal relationships between the
onsets and offsets for the tone, notch, and white noise. The
notched noise was centered~in time! around the tone and
was 20 ms longer than the tone. This ensured that the full
amplitude of the notch was in place throughout the entirety
of the tone. To maintain a constant spectrum level across
time in the frequency region outside the notch, the transients
of the notched-noise masker were opposite to those of the
white-noise masker.

The experiment was conducted at tone frequencies of
0.6 and 2 kHz. All notches were symmetric~in frequency!
around the tone and characterized byD f /cf , wherecf is the
tone frequency, andD f is the frequency difference between
the tone and either edge of the notch. The skirts of the spec-
tral notch had slopes which ranged from225 dB/50 Hz~at a
tone duration of 10 ms! to 260 dB/50 Hz~at a tone duration
of 300 ms!.

Thresholds were measured forD f /cf equal to~0.0, 0.1,
0.2, 0.4, 0.8! which correspond to notch widths of~0.0, 0.12,
0.24, 0.48, 0.96! kHz at a center frequency of 0.6 kHz, and
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~0.0, 0.4, 0.8, 1.6, 3.2! kHz at a center frequency of 2 kHz.
To measure the amount of nonsimultaneous masking by the
surrounding white noise, additional data points were col-
lected using a wide notch width from 50 to 7950 Hz.

B. Subjects

Five audiometrically normal subjects~two male, three
female! participated in the experiments. The first two authors
participated as subjects and were experienced listeners in
psychoacoustic experiments. The other three subjects were
paid and had no previous experience as laboratory listeners.

C. Protocol

Stimuli were presented binaurally to listeners in a sound
attenuating room via Telephonics TDH49P headphones. The
ringing of the headphones was measured to be negligible at
the frequencies and durations used in the experiment. Com-
puter software generated the test tokens as 16 bit/16 kHz
digital numbers. An Ariel ProPort 656 board performed
digital-to-analog conversion. The resulting analog wave-
forms were amplified using the pre-amp of a Sony 59ES
DAT recorder, which was connected to the headphones. The
entire system was calibrated within60.5 dB before each
experiment using a Larson Davis 800B sound level meter.

Masked thresholds were determined using an adaptive
2I, 2AFC paradigm with no feedback~Levitt, 1971!. Three
correct responses determined a successful subtrial while one
incorrect response determined an incorrect subtrial. Thresh-
olds, therefore, are defined to be the 79% correct point. Step
sizes were initially set to 4 dB, then reduced to 2 dB after the
first reversal, and finally to 1 dB after the third reversal.
From a total of nine reversals, the average of the last six
determined threshold for each trial. The mean of two trials
determined the final threshold. If the difference between the
two trials was greater than 3 dB, a third point was taken and
the median of all three trials determined the final threshold.
Thresholds for the wide notch width condition were deter-
mined from one trial.

Subjects were trained for one hour before beginning the
experiments. No training effects were apparent in the final
data. One subject had particular difficulty detecting tones at
the narrow notch widths across all durations. Despite sub-
stantial training, thresholdsincreasedby nearly 5 dB be-
tween the 0.0 and 0.1 notch width conditions. Data from this
subject were not included in the analyses below.

II. RESULTS AND DISCUSSION

To model the results of experiment 1, the masking con-
tributions of the preceding white noise, the simultaneous
notched noise, and the trailing white noise are considered.
The results of notched-noise experiments using a short-
duration tone and long-duration notch have shown that fre-
quency selectivity develops nearly instantaneously~Moore
et al., 1987; Wright and Dai, 1994!. The difference between
these studies and experiment 1 is the noise context which
adds forward and backward masking noise. Therefore, in the
following analyses, the amount of simultaneous masking is
determined by a traditional filtering model which uses audi-
tory filters derived from long-duration notched-noise experi-
ments~Glasberg and Moore, 1990!. The masking contribu-
tions of the surrounding white noises are lumped together
into a single nonsimultaneous-masking term. Tone thresh-
olds are then predicted as either a linear or nonlinear combi-
nation of simultaneous and nonsimultaneous masking.

A. Predictions of a linear model

Assuming a linear combination of simultaneous and
non-simultaneous masking, thresholds from experiment 1 are
predicted by the following equation:

Ttot52KE
b

`

N~g!W~g!dg1Tns, ~1!

where Ttot is the threshold prediction,g is the normalized
frequency deviation from the tone center frequency,K is the
threshold SNR due to simultaneous masking,b is the relative
notch width (D f /cf), N(g) is the power density of the noise,
W(g) is the shape of the auditory filter centered around the
tone, andTns is the tone threshold due to nonsimultaneous
masking.

Auditory filters are assumed to have the shape of a sym-
metric roex function,

FIG. 1. Schematic spectrogram of the stimuli in experiment 1. The notched
noise and tone~of a specific duration! are surrounded by two 300-ms white-
noise maskers. The notch is symmetric around the tone and defined in terms
of the fractional deviation from the tone’s frequency (D f /cf).

FIG. 2. Schematic of the temporal transitions for the tone, notched noise,
and white noise. All stimuli are turned on and off with a raised cosine
window of length 10 ms. Durations are defined from the half-rms levels.
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W~g!5~12r !~11pg!e2pg1r , ~2!

wherep specifies the slope of the filter skirts and therefore
sets the filter bandwidth, andr determines the dynamic range
of the filter. The filter bandwidths used were from Glasberg
and Moore~1990!, andr was set to275 dB. Here,Tns andK
are determined from the wide and 0.0 notch thresholds, re-
spectively.

Figure 3~a! plots mean thresholds of the 0.6-kHz tone as
a function of the relative notch width (D f /cf) with signal
duration as a parameter. Standard deviations are expressed
by error bars and, for clarity, are only shown below the av-
erage thresholds. The mean data at 2 kHz are shown in Fig.
3~b!. Wide notch-width thresholds, corresponding to a notch
from 50 to 7950 Hz, are denoted by ‘‘wide’’ on the horizon-
tal axes of Fig. 3~a! and ~b!. The solid lines represent the
predictions of the linear model for each duration.

At short durations~10 and 30 ms!, a linear combination
of simultaneous and nonsimultaneous masking underesti-
mates measured thresholds. The discrepancy is most notable
for the 10-ms thresholds at 0.6 kHz, but the trend exists
throughout the data. Between the 0.0- and wide-notch con-
ditions, the combination of masking is greater than the~lin-
ear! sum of its parts. At the longer durations~100 and 300
ms!, the contribution of the nonsimultaneous masker is re-
duced and the linear model provides better threshold predic-
tions.

B. Predictions of a nonlinear model

Auditory compression has been used in nonlinear mod-
els that predict combinations of forward and backward mask-
ing ~Penner, 1980; Oxenham and Moore, 1994, 1995! and
combinations of simultaneous and nonsimultaneous masking
~Jesteadtet al., 1996!. Nonlinear auditory models which in-
clude adaptation~Zwislocki, 1969; Dauet al., 1996! further
imply time-varying compression. To predict the current data,
we assume summation of simultaneous and nonsimultaneous
masking after a power-law compression which, for general-
ity, is allowed to vary as a function of the stimulus duration.
The total threshold,Ttot , is the sum of the thresholds due to

simultaneous masking,Ts , and nonsimultaneous masking,
Tns, after each term has been raised to a power,q:

~Ttot!
q5~Ts!

q1~Tns!
q, ~3!

where

Ts52KE
b

`

N~g!W~g!dg. ~4!

The parametersTns, q, and the scaling factorK are itera-
tively optimized to reduce the mean squared error~in dB! of
the model predictions for each duration. As with the linear
predictions above, the logarithm ofTtot is used to provide
threshold predictions on a dB scale.

Figure 4~a! and~b! shows the predictions of the nonlin-
ear model at tone frequencies of 0.6 and 2 kHz, respectively.
While the predictions are better than those from the linear
model, the error is still considerable, especially at short du-
rations. For both center frequencies, the optimalq values
decrease with shorter durations, implying an increase in the
nonlinear summation of masking.

III. EXPERIMENT 2

A simple modification of the first experiment was used
to assess the utility of the current modeling approach. The
simultaneous notched noise was replaced with a flat-noise
masker~0–8 kHz!. Figure 5 shows a schematic spectrogram
of the stimuli. Assuming traditional measures of frequency
selectivity, the level of the simultaneous flat noise was set to
provide the same amount of simultaneous masking as the
notched noise in experiment 1. With identical amounts of
simultaneous and nonsimultaneous masking, we expect simi-
lar thresholds.

For a given filter shapeW( f ) ~Glasberg and Moore,
1990!, and relative notch width (D f /cf) equal tob, the spec-
trum level of the noise,Neq, which equates the amount of
simultaneous masking in experiments 1 and 2, is given by
the following equation:

FIG. 3. Mean notched-noise thresholds.~a! Thresholds of 0.6-kHz tones as a function of the relative notch width, (D f /cf), with signal duration as a parameter.
Error bars, shown below the data points, represent standard deviations across subjects. Wide notch width thresholds, corresponding to a notch between 50 and
7950 Hz, are denoted by ‘‘wide’’ on the horizontal axis.~b! Thresholds of 2-kHz tones. The lines represent predictions of the linear model at each duration.
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Neq5
N0@*0

~12b!cfW~ f !d f1*~11b!cf

8 kHz W~ f !d f#

*0
8 kHzW~ f !d f

, ~5!

where N0 is the spectrum level of the notched noise~36
dB/Hz!.

The four subjects whose data were analyzed in experi-
ment 1, participated in experiment 2. Tone thresholds were
measured for equivalent noise levels,Neq, corresponding to
notches of 0.2, 0.4, and 0.8. The onsets and offsets of the
surrounding noise, tone, and simultaneous noise masker were
identical to those used in experiment 1. Tone thresholds were
measured using the same procedure as in the first experi-
ment. Measurements were made only at a 10-ms tone dura-
tion.

IV. COMPARING RESULTS

In Fig. 6, thresholds from experiment 2~squares! are
compared to the corresponding notched-noise thresholds
from experiment 1~circles! and the nonlinear threshold pre-
dictions ~solid lines!. For both experiments, thresholds are
averaged across the four subjects with error bars representing
standard deviations. The values ofNeq ~in dB/Hz! are shown
on the horizontal axes below the corresponding notch.

Thresholds with a flat-noise simultaneous masker are
lower than those with a notched-noise masker. Despite a
similar combination of simultaneous and nonsimultaneous
masking, thresholds for experiment 2 are as much as 20 dB
less than those for experiment 1. Therefore, no simple com-
bination of simultaneous and nonsimultaneous masking pre-
dicts both results.

FIG. 4. Mean notched-noise thresholds. Same as Fig. 3 except the lines represent predictions of the nonlinear model.

FIG. 5. Schematic spectrogram of the stimuli in experiment 2. A 10-ms tone
and a flat, simultaneous masker of spectrum level,Neq, are surrounded by
two 300-ms white-noise maskers, each with a spectrum level of 36 dB/Hz.
Tone frequencies are either 0.6 kHz or 2 kHz.

FIG. 6. Mean results of experiments 1 and 2:~a! 0.6-kHz, 10-ms tone
thresholds for experiments 1 and 2 are denoted by the circles and squares,
respectively. Thresholds are averaged across four subjects with error bars
representing standard deviations. The values ofNeq ~in dB/Hz! are shown on
the horizontal axis below the corresponding notch. The solid line shows the
threshold predictions of the nonlinear model.~b! Same as~a!, at a center
frequency of 2 kHz.
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V. DISCUSSION

Our goal is to model the perception of short-duration
speech sounds in a noise context. Toward that end, a tradi-
tional measure of frequency selectivity, the notched-noise
experiment~Patterson, 1976!, was reproduced in a noise con-
text and at varying durations. The forward- and backward-
masking components introduced by the surrounding noise
were found to increase thresholds, especially at shorter dura-
tions, wider notch widths, and the lower center frequency. In
an attempt to evaluate the suitability of ‘‘standard’’ psychoa-
coustic models, threshold predictions from a traditional fil-
tering model with either a linear or nonlinear combination of
simultaneous and nonsimultaneous masking were fit to these
data. In a second experiment, each notched noise was re-
placed by a flat noise that was assumed to provide the same
simultaneous masking. Thresholds were much lower with the
flat noise, implying that no simple combination of masking
can predict results from both experiments.

Instead, we are left to conclude that the spectral shape of
the simultaneous masker influences the interaction with non-
simultaneous maskers. This result is not inconsistent with
previous work that parameterized the perception of short-
duration sounds in broadband noise as a reduction of usable
frequency selectivity~Hant et al., 1997!. With such a reduc-
tion, threshold predictions for experiment 1 increase, as the
tone is not as well separated from the simultaneous notch.
Similarly, if ‘‘overly sharp’’ frequency selectivity estima-
tions were used to set the noise level in experiment 2, then
the amount of simultaneous masking would be lower than in
experiment 1, and lower thresholds would be expected. An-
other pilot experiment using a narrow-band noise signal and
a two-tone simultaneous masker, also surrounded in a noise
context, provided a similar result.

One difficulty is defining a mechanism that reproduces
these trends. An interaction between suppression and nonsi-
multaneous masking might appear likely. However, an inter-
action between the spectral shape of the simultaneous
masker and a backward masker has been measured~see Fig.
12 in Hant et al., 1997!. Figure 7 replots these data with
those from experiment 1 and shows similar trends. If sup-
pression is considered nearly instantaneous, then there is
little time for interaction with an extremely weak backward
masker.

These results might still be partially attributed to an in-
teraction of peripheral mechanisms, if 2-D differences in
time-varying excitation patterns produced by an auditory
model with adapting compression are considered. Similarly,
at a higher level in the auditory system, thresholds might be
predicted if we consider masking as the corruption of an
evolving statistical estimate of the signal. Shorter durations
and surrounding noise may hinder such statistical estimates.

Another strong possibility is that auditory perception is
more readily characterized by the response tochangesacross
time and frequency, than by the response to stationary
stimuli. If so, then the extent of coherent changes across one
dimension could influence the ability to detect changes in the
other. For example, in experiment 1, as the duration of the
notch increases, the ability to detect the spectral change

caused by the presence of the tone improves, and thresholds
drop.

A similar approach may explain the discrepancy be-
tween experiments 1 and 2. In experiment 2, transients pre-
ceding and following the tone extended over a wider fre-
quency range than in experiment 1. Well-correlated wide-
bandwidth transients may have cued subjects to the low-
energy valley of the masker, helping them locate ‘‘when’’ to
listen for the tone and thus, lowering thresholds~Buus,
1985!. However, in the 0.6-kHz 0.8-notch condition, large
differences in the thresholds of experiments 1 and 2 are mea-
sured. Previous CMR data~Hall et al., 1984! do not support
significant decreases in threshold when the transient band-
width increases beyond that of the 0.8 notch. Regardless,
interpreting the current data in terms of ‘‘listening to the
valleys’’ is difficult because the ‘‘valleys’’ in experiments 1
and 2 have different depths and unlike previous CMR stud-
ies, there’s only one ‘‘valley.’’ More experiments are neces-
sary.

Predicting the discrepancy between our results and those
of Moore et al. ~1987! and Wright and Dai~1994! also re-
mains a significant challenge. Clearly, the addition of nonsi-
multaneous noise~in the spectral region of the signal! de-
grades our ability to perceive short-duration signals.
However, the nature and time course of this degradation are
still not known. Additional psychoacoustic measurements,
both in a noise context and using a wider range of time-
varying stimuli, will help characterize what appears to be a
time-varying process and should constrain the modeling pos-
sibilities.

We can conclude, however, that a classical filtering
model with either a linear or nonlinear combination of simul-
taneous and nonsimultaneous masking does not directly pre-
dict the current data. These models are therefore inadequate
to predict the perception of short-duration speech signals in a
noise context.
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This investigation evaluated a possible source of reduced intelligibility in hypokinetic dysarthric
speech, namely the mismatch between listeners’ perceptual strategies and the acoustic information
available in the dysarthric speech signal. A paradigm of error analysis was adopted in which listener
transcriptions of phrases were coded for the presence and type of word boundary errors. Seventy
listeners heard 60 phrases produced by speakers with hypokinetic dysarthria. The six-syllable
phrases alternated strong and weak syllables and ranged in length from three to five words. Lexical
boundary violations were defined as erroneous insertions or deletions of lexical boundaries that
occurred either before strong or before weak syllables. A total of 1596 lexical boundary errors in the
listeners’ transcriptions was identified unanimously by three independent judges. The pattern of
errors generally conformed with the predictions of the Metrical Segmentation Strategy hypothesis
@Cutler and Norris, J. Exp. Psychol.14, 113–121~1988!# which posits that listeners attend to strong
syllables to identify word onsets. However, the strength of adherence to this pattern varied across
speakers. Comparison of acoustic evidence of syllabic strength to lexical boundary error patterns
revealed a source of intelligibility deficit associated with this particular type of dysarthric speech
pattern. © 1998 Acoustical Society of America.@S0001-4966~98!03410-9#

PACS numbers: 43.71.Gv@WS#

INTRODUCTION

Speech intelligibility is central to the diagnosis, treat-
ment, and study of dysarthria. However, speech intelligibility
is not a unitary construct, and it is not a simple byproduct of
the quality or clarity of the speech signal. Estimates of
speech intelligibility depend on how the speaker talks, on
what he or she is saying, and on who is doing the listening
~Connolly, 1986; Weismer and Martin, 1992; Yorkston and
Beukelman, 1978, 1980a; Yorkstonet al., 1990!.

As a result of this complexity, research on intelligibility
in dysarthria has taken a variety of forms. At one end of the
continuum are those investigations of the causal relationship
between acoustic information in the dysarthric speech signal
and the perceptual consequences of this information, particu-
larly at the single-word level~Kent et al., 1989; Tikofsky
et al., 1966; Yorkston and Beukelman, 1980a!. Other studies
have explored message and listener effects on measures of
intelligibility in dysarthria, primarily in connected speech
~e.g., Dongilli, 1994; Hammenet al., 1991; Garcia and Can-
nito, 1996; Tjaden and Liss, 1995; Yorkston and Beukelman,
1980b!. Taken together, these studies have delineated a wide
range of variables that may affect estimates of intelligibility
in dysarthria. They also have highlighted the conceptual gap
between studies of single-word and connected speech per-
ception, leading to conclusions such as those of Weismer and
Martin ~1992!: ‘‘The explanatory principles that are emerg-
ing from the study of single-word intelligibility are likely to
be quite different than those that will be discovered in the
study of sentence intelligibility’’~p. 67!.

The present report is the first of a series of studies that

adopts a different vantage point than those of previous inves-
tigations: the interface between the speech signal and the
listener’s response to that signal~see Lindblom, 1990!. Our
studies examine evidence of the perceptual strategies listen-
ers use to decipher the impoverished dysarthric speech sig-
nal, and how certain aspects of the dysarthric speech signal
affect these perceptual strategies. To address these issues, we
selected a paradigm that would allow us to consider jointly
speaker and listener variables in the identification of word
boundaries in dysarthric connected speech. This task, al-
though seemingly effortless under normal circumstances, is
perhaps the single most important process in the perception
of connected speech~Cutler and Norris, 1988; Gow and Gor-
don, 1995; Quene’, 1992!. Words must be extracted from the
continuous acoustic stream for lexical access, and thus
speech perception, to occur. No research to date has directly
examined the special challenge that dysarthria poses to the
task of lexical segmentation in connected speech, although it
has been suggested that listeners modify their perceptual
strategies when faced with impoverished acoustic signals
~Forster, 1989; Marslen-Wilson, 1989; McQueen, 1991;
Pisoni and Luce, 1986!. If we can identify a mismatch be-
tween perceptual strategies and the available acoustic infor-
mation, we will have learned something about the source or
nature of intelligibility deficit. This is in contrast to other
studies of intelligibility that regard listener perception as the
tool or metric by which speaker performance is assessed.

The paradigm used here to study lexical segmentation of
dysarthric speech derives from a model of normal speech
perception, termed the Metrical Segmentation Strategy
~MSS; Cutler and Butterfield, 1992; Cutler and Norris,
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1988!. This model has produced a growing body of evidence
suggesting that listeners exploit syllabic strength, specifically
the juxtaposition of strong and weak syllables, to parse the
continuous acoustic stream into its component words. Ac-
cording to this model, strong syllables are those that contain
full vowels and that may or may not receive prosodic stress,
and weak syllables contain reduced vowels and do not re-
ceive prosodic stress1 ~Cutler and Butterfield, 1990, 1991;
Cutler and Carter, 1987; Fearet al., 1995; Smith et al.,
1989!. Central to the MSS hypothesis is the assumption that
segmentation of the speech signal is activated by the occur-
rence of a strong syllable~Cutler and Norris, 1988; Grosjean
and Gee, 1987!

Support for the MSS hypothesis is found in the statisti-
cal probabilities of syllabic strength in the English language,
as well as in perception and production studies. Cutler and
Carter~1987! determined that, in English, the occurrence of
strong syllables is associated with 73% of word–initial syl-
lables or single-syllable words. They reported that words
with word–initial strong syllables are most frequently open-
class words such as nouns, verbs, and adjectives; weak syl-
lables are associated most often with second syllable place-
ment or word–initial placement~including single-syllable
words! in closed-class words, such as articles and pronouns
~see also Cutler, 1993!. Thus when listeners recognize strong
syllables as word–initial, there is a high probability that they
will be successful in their lexical segmentation.

In a specific test of the MSS hypothesis, Cutler and But-
terfield~1992! presented listeners with phrases containing six
alternating strong and weak syllables at a very low intensity,
just above threshold. The pattern of errors evident in the
listeners’ transcriptions was as expected if they recognized
strong syllables as word onsets: Listeners were more likely
to incorrectly insert lexical boundaries before strong than
weak syllables, and they were more likely to delete lexical
boundaries before weak than strong syllables. Moreover,
they found that the words following a lexical boundary in-
serted before a strong syllable were most often open class,
and the words following a lexical boundary inserted before a
weak syllable were most often closed class. This pattern of
results suggests that the listeners attended to the relatively
robust acoustic cues associated with strong syllables~Smith
et al., 1989!.

If listeners indeed rely on syllabic strength to identify
word boundaries, speech with reduced syllabic strength
contrasts—such as that produced by some speakers with
dysarthria—should reduce the effectiveness of this percep-
tual strategy. Evidence for this reduction in effectiveness
would be apparent in the patterns of lexical boundary errors
~LBEs! the listeners produce when deciphering such speech.
Specifically, we would expect to see either a more even dis-
tribution of lexical boundary insertions and deletions be-
tween strong and weak syllables than has been shown to
occur with normal degraded speech, or we would see a dis-
tribution that more closely aligns with the opportunities for
these errors to occur.

Hypokinetic dysarthria was chosen as a test case for the
present investigation because the principal perceptual speech
characteristics, by definition, serve to diminish syllabic

strength contrastivity: rapid speaking rate, monotony, mono-
loudness, and phoneme imprecision~Darley et al., 1969!.
The perception of reduced syllabic strength contrasts in hy-
pokinetic dysarthria is supported indirectly by acoustic stud-
ies that have examined segmental and suprasegmental char-
acteristics. These include demonstrations of rapid speaking
rate and short segment durations~Adams, 1991; Forrest
et al., 1989!, reduced vowel formants and trajectories~For-
rest et al., 1989; Weismer, 1984!, consonant imprecision
~Logemann and Fisher, 1981; Weismer, 1991!, and the vocal
characteristics of monopitch, monoloudness, and reduced
stress~Ludlow and Bassich, 1984; Ramig, 1992!. Thus from
both perceptual and acoustic standpoints, hypokinetic speech
that possesses the cardinal constellation of symptoms listed
above has reduced syllabic contrastivity.

The purpose of the present study was to examine the
relationship between listeners’ perceptual strategies and the
nature of the dysarthric speech signal to determine whether
evidence of a mismatch could be identified. The variables of
interest were the quantity and location of LBEs produced by
the listeners as they attempted to decipher a set of phrases
marked by reduced syllabic strength contrastivity. The fol-
lowing questions were addressed:~1! Does this hypokinetic
dysarthric speech elicit LBEs;~2! Do patterns of LBEs sup-
port or refute the MSS hypothesis and the listeners’ apparent
reliance on syllabic strength information to segment the
acoustic stream;~3! To what extent do acoustic indices of
reduced syllabic strength contrastivity correspond with the
number and pattern of LBEs produced by the listeners.

I. METHOD

A. Listeners

Seventy graduate and undergraduate~63 females and 7
males! students primarily from the Speech and Hearing Sci-
ence Department of Arizona State University served as lis-
teners for this experiment. Their ages ranged from 21 to 50
years, with a mean age of 27 years. All listeners self-reported
normal hearing and were native speakers of Standard Ameri-
can English. All listeners reported having little or no experi-
ence listening to dysarthric speech.

B. Speech stimuli

The goal of speaker selection was to obtain a group of
speakers with hypokinetic dysarthria whose segmental and
suprasegmental characteristics were highly similar~as per
the operational definition of hypokinetic dysarthria herein!,
and who were at least moderately impaired in intelligibility
on the stimulus phrases. Therefore, only speech characteris-
tics at the time of recording the stimulus phrases were rel-
evant to the purposes of the present investigation. The two
certified speech-language pathologists associated with this
study confirmed that all speakers who participated exhibited
some degree of all components of the operational definition:
perceptually rapid speaking rate with monopitch and mono-
loudness; little use of variation in pitch or loudness to
achieve differential syllabic stress; imprecise articulation that
gives the impression of a blurring of phonemes and syllables;
and a breathy and perhaps hoarse/harsh voice. These percep-
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tual impressions were supported by comparisons of acoustic
measures taken from the hypokinetic dysarthric speech
samples and those from a group of a control speakers, as will
be described later.

Thirty-three people were identified by their neurologists
or speech-language pathologists as potential speakers for this
study. Of these, 12 people were brought in to participate in
recording based on their general speech characteristics and
severity levels at the time of an initial telephone conversation
with the first author. Five of these speakers who provided
speech samples ultimately were not used in the investigation
because of additional speech characteristics either not
present or not noted during the initial telephone screening.
These characteristics included the presence of a distinctive
regional accent, a pervasive vocal tremor and oral dyskine-
sia, insufficient impairment of intelligibility, and the absence
of one or more components of the operational definition of
hypokinetic dysarthria. The seven remaining speakers~4
men, coded HM1–4; and 3 women, coded HF1–3!, all who
carried a primary diagnosis of Parkinson’s disease, served as
speakers in this investigation. Their ages ranged from 48 to
81 years, with a mean age of 67 years~see Table I!.

Speech samples from a group of neurologically normal
speakers who were similar to the dysarthric speakers in age
also were collected. The acoustic measures derived from
these control speech samples were compared to those of the
hypokinetic samples to assess the perceptual impressions of
reduced syllabic strength contrastivity among the speakers
with hypokinetic dysarthria. The three women~coded F1–
F3! were aged 79, 52, and 56 years, and the three men
~coded M1–M3! were aged 47, 54, and 73 years. The mean
age of the control group was 60 years. These speakers had no
history or presentation of speech, language, or hearing disor-
ders, and they exhibited no distinctive regional accents.
Speech sample collection and data analysis procedures for
these participants’ speech samples were identical to those
described herein for the speakers with hypokinetic dysar-
thria. As with all speakers of this investigation, the control
group was blinded to the purpose of the study.

Speech samples were collected during a single hour-long
session with each speaker. The protocol included the admin-

istration of the word and sentence subtests of the Assessment
of Intelligibility of Dysarthric Speech~AIDS; Yorkston and
Beukelman, 1981!, the elicitation of several minutes of spon-
taneous speech, and the production of a set of stimulus
phrases.2 The phrases were modeled after those of Cutler and
Butterfield~1992! and they were designed to have low inter-
word predictability to reduce the contribution of semantic
information to intelligibility. The 60 six-syllable phrases al-
ternated strong~S! and weak~W! syllables, such that half of
the phrases contained an SWSWSW phrasal stress pattern,
and the other half contained a WSWSWS phrasal stress pat-
tern. In addition to the phrasal stress distinction, the vast
majority of strong and weak syllables contained full and re-
duced vowels, respectively. The phrases ranged in length
from three to five words, and no word contained more than
two syllables. None of the words in the phrases was repeated
except articles and auxiliary verbs; and all English phonemes
except /c/ were represented. For the purposes of the larger
investigation, a portion of the phrases contained words that
were deemed to have political connotation—these words
have no particular import for the present study.

Digital audio recordings of the speech protocol were
made in a sound-damped booth with an initial microphone-
to-mouth distance of 8 in. A Panasonic SV-3700 digital au-
dio tape recorder, a Microtech Gefell GMBH condenser mi-
crophone mounted on a stand, a Mackie 1202 mixer, and
high quality digital audio tapes were used to record the
speech samples. Recording levels were monitored closely. A
digital Tenma 72-860 sound level meter was used to measure
sound pressure level at the microphone during each speaker’s
sustained /a/ and connected speech, both prior to recording
and at intervals during the session. When the maximum lev-
els obtained by a speaker did not reach a minimum of 65 dB
SPL at the microphone, the microphone was moved incre-
mentally toward the mouth. No microphone-to-mouth dis-
tance was less than 5 in., none was more than 8 in. The
average maximum sound pressure level for the hypokinetic
dysarthric speakers across phrase productions was 73.7 dB
SPL at the microphone, with a standard deviation of 5.4; the
normal control speakers averaged 76.1 dB SPL with a stan-
dard deviation of 5.5. Throughout recording, the LED volt-
age indicator on the DAT recorder was monitored continu-
ously to insure an identical peak voltage range for each
phrase or production. For the production of the stimulus
phrases, speakers were encouraged to produce them in their
‘‘normal, conversational voice.’’ All intelligibility test words
and sentences and stimulus phrases were printed in large
bold print on 81

2 by 11 in. cards and were read aloud by the
speakers.

Each production of the phrases was low-pass filtered at
10 kHz, digitized at a 22-kHz sampling rate and stored in a
computer file using CSpeech Laboratory Automation System
~Milenkovic and Read, 1992!. Each speaker typically pro-
duced four iterations of each stimulus phrase during the
course of speech sample collection. The first token which
contained no word omissions, substitutions, dysfluencies, or
interword pauses, and which most closely represented our
operational definition of hypokinetic dysarthria was selected
as the experimental token. The 60 phrases per speaker were

TABLE I. Information on speakers with hypokinetic dysarthria.

Speakera Age Years Post-Dx H&Y AIDS word AIDS sentence

HF1 48 7.0 2 92% 96%
HF2 73 5.5 3 54% 45%
HF3 74 6.5 3 20% 24%
HM1 62 8.0 ¯ 74% 70%
HM2 80 5.5 ¯ 76% 58%
HM3 74 17.0 3.5 96% 88%
HM4 60 27.0 3 72% 91%

aNote. ‘‘HF’’ and ‘‘HM’’ refer to hypokinetic dysarthric female and male
speakers, respectively. Speaker’s ages and the number of years that have
elapsed since their diagnoses of Parkinson’s disease are presented in the
first two data columns. The third data column contains the Hoehn and Yahr
~Hoehn and Yahr, 1967! scores that were obtained by trained neurology
personnel within six months of speech sample collection. Dashes indicate
no score was obtained. The last columns contain the best of two scores for
the word and sentence subtests of theAssessment for Intelligibility of Dys-
arthric Speech~Yorkston and Beukelman, 1981!.
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then downloaded on to DAT audiocassettes for use in the
perceptual experiment, and saved in computer files for
acoustic analysis.

Seven listening tapes for the hypokinetic speakers were
created. Each tape contained one production of the 60
phrases in identical order to evenly distribute any practice
effects that may have accrued over the course of the listening
task. Each tape contained contiguous productions from 3
speakers, the first 20 from 1 speaker, 21–40 from another
speaker, and 41–60 from a third speaker. Thus each speak-
er’s 60 phrases were distributed across 3 different tapes, such
that 30 listeners~10 listeners in each tape group! would hear
and transcribe the productions of each of the 7 speakers. This
provided an opportunity to identify any group of listeners
which may have performed significantly better or worse than
any other group. Phrases were preceded by the phrase num-
ber ~1–60! spoken by a neurologically normal female, and
followed with a 12-s interstimulus silent interval. The sub-
jective recording quality was judged to be high and signal
intensity consistent across speakers and phrases. Identical
procedures were used for the creation of listening tapes for
the control speech samples. These tapes were used in the
present investigation only for acoustic analysis and not LBE
assessment because the normal speech was found to elicit
only a negligible number of LBEs from among listeners.

To obtain acoustic evidence of the perceived decreased
syllabic strength contrasts, all of the 420 digitized hypoki-
netic phrases (60 phrases37 speakers) used in the listening
experiment were subjected to the following acoustic mea-
sures: phrase duration,F0 and amplitude variation within
and between phrases, and first and second formant frequen-
cies of selected strong vowels across the phrases. Although
these measures were not conducted on consecutive strong
and weak syllables, they were meant to capture global reduc-
tions in prosody and vowel working space, particularly as
compared to the measures from the control phrases. Reduc-
tions in phrase duration,F0 and amplitude variation, and
vowel working space relative to the normal controls were
regarded as support for the perceived characteristics of rapid
speaking rate, monotony, and reduced vowel contrastivity,
respectively. The same measures from the 360 phrases of the
control group (60 phrases36 speakers) were used as a
source of comparison.

All acoustic measures were accomplished using the soft-
ware CSpeech~Milenkovic and Read, 1992!. Phrase duration
was obtained during the initial editing of the phrases by plac-
ing cursors on the first and last acoustic evidence of pho-
nemes on the spectrographic display. This included the first
or last glottal pulse in the case of initial or final voiced pho-
nemes, respectively; the beginning or end of noise energy in
the case of initial or final fricatives; and the beginning or end
of the of the burst release in the case of initial or final stop
consonants. One hundred milliseconds of silence was then
appended to the beginning and end of each phrase to reduce
onset–offset effects and the entire screen was saved as a
digital file for all subsequent acoustic analysis.

Fundamental frequency (F0) and its variation within
each digitized phrase was computed automatically using the
short-term autocorrelation function with center clipping. All

pitch traces were inspected visually to identify and edit
tracking errors which occurred in this set of phrases. The
majority of tracking errors consisted of brief regions of pitch
doubling that required interpolation. Approximately 10% of
the phrases that required hand-editing were remeasured by a
second judge to calculate interjudge reliability. One hundred
percent of the interjudge differences were less than 7 Hz;
70% of these were less than 3 Hz. The rms amplitude enve-
lope of each phrase was converted automatically to mean
decibels and variation around the mean was calculated. Fre-
quency and amplitude data were saved in computer files for
the automated calculation of across-speaker values.

First and second formant frequencies were measured at
the temporal midpoints of seven occurrences of the vowels
/i/, /,/, /a/, and /u/, using both broadband spectrograms and
LPC displays. The vowels were taken from the strong syl-
lables of the following words: ‘‘teacher, release, legal, im-
peach, veto, appear,’’ and ‘‘eager’’ for /i/; ‘‘ballot, taxes,
catch, batch, rally, attack,’’ and ‘‘fast’’ for /,/; ‘‘congress,
lobby, water, follow, solid, proper,’’ and ‘‘models’’ for /a/;
and ‘‘choose, soon, nuisance, new, assume, remove,’’ and
‘‘include’’ for /u/. A total of 364 vowels were measured
(4 vowels37 instances37 hypokinetic and 6 control speak-
ers!. Means and standard deviations were used to createF1
2F2 plots to define the vowel quadrilaterals for each
speaker, and geometric area values were calculated by sum-
ming the areas of the two triangles created by bisecting each
quadrilateral~see Fourakis, 1991; Turneret al., 1995!. Ap-
proximately 30% of the hypokinetic and 10% of the normal
control vowels were remeasured and intrajudge reliability
was found to be high and acceptable: 98% of the differences
between the original and second measures ofF1 were less
than 20 Hz; 93% of the differences between the original and
second measures ofF2 were less than 40 Hz. Interjudge
reliability was calculated on approximately 20% of all vowel
measurements and also was found to be acceptable: 84% of
the differences between the original and second measures of
F1 were less than 20 Hz; 80% of the differences between the
original and second measures ofF2 were less than 40 Hz.
Inter- and intrajudge differences that exceeded 40 Hz forF1
and 60 Hz for F2, which all occurred in the dysarthric
samples, were reassessed and modified as appropriate.

Severity of speech intelligibility impairment was esti-
mated by performance on the word and sentence subtests of
the AIDS, as scored by two naive judges. The mean differ-
ence between the two judges’ scores was 10% for both the
word and sentence subtests. The highest score obtained by
either of the judges for each subtest was used as an index of
best case speaker intelligibility~see Table I!.

Phrase duration measures support the perceptual impres-
sion of rapid rate among these speakers with hypokinetic
dysarthria. Figure 1 shows the mean phrase duration and
standard deviation for each of the hypokinetic dysarthric and
control speakers. All but one of the speakers with hypoki-
netic dysarthria exhibited more rapid phrase production than
any of the normal controls~HF1!.

To visually compare mean intraphraseF0 and intensity
variations across speakers and between speaker groups, co-
efficients of variation were calculated by dividing each stan-
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dard deviation by its mean. These values are plotted in Fig. 2
where the filled and unfilled circles represent data for the
control and hypokinetic groups, respectively. Coordinates to-
ward the upper right of the graph are associated with greater
degrees of prosodic variation within phrases; those toward
the lower left are associated with lesser degrees of prosodic
variation. Thus control speakers M2 and F3 exhibited the
greatest prosodic variation, and hypokinetic speakers HM2
and HF2 exhibited the least. TheF0 variation appears to
capture the majority of group difference, however, in that the
means all speakers with hypokinetic dysarthria exceptF1
fall to the left of the control speakers. This corresponds fa-
vorably with the perception of monotony among the hypoki-
netic phrases.

The perceptual impression of reduced vowel strength

contrasts in the hypokinetic phrases is supported by the mea-
sures of vowel working space, namely the geometric area
occupied by the vowel quadrilateral derived from vowels in
strong syllables. This measure offers an estimate of the
‘‘outer limits’’ of the vowel working space for this set of
phrases. By inference, smaller working spaces may be re-
lated to less capacity for strong–weak distinctions because
the strong vowels are closer to ‘‘reduced.’’ Figure 3 contains
the geometric area values derived from each speaker’s vowel
quadrilateral. All of the quadrilaterals from the hypokinetic
dysarthric vowels were smaller than those of the control
phrases—there was virtually no overlap between members of
the two groups.

To summarize, this group of speakers with hypokinetic
dysarthria produced stimulus phrases that were perceptually
rapid, monotonous, and lacking in syllabic strength contras-
tivity. These perceptual impressions are supported by the as-
sociated acoustic measures as they compare to those of a
group of control speakers.

C. Procedures

Ten listeners were randomly assigned to transcribe each
of the seven tapes. Their task was to listen to each phrase and
to write down exactly what they heard. They were told that
all phrases consisted of real words in the English language,
and they were encouraged to guess if they did not know what
the speaker was saying.

The listeners were seated in individual cubicles. The au-
dio tapes were presented via the Tandberg Educational sound
system in the ASU Language Laboratory over high quality
Tandberg supra-aural headphones. Equivalent sound pres-
sure levels across headphones were verified with a head-
phone coupler sound level meter~Quest 215 Sound Level
Meter!. Listeners were instructed to adjust the volume to a
comfortable listening level~in 4-dB increments up or down!
during the preliminary instructions. They were directed not

FIG. 1. Mean phrase durations are shown for all speakers. Error bars indi-
cate one standard deviation about the mean. The open bars represent the
speakers with hypokinetic dysarthria~H!; the filled bars represent the means
of the control speakers~C!. The M and F preceding speaker numbers refer to
male and female, respectively.

FIG. 2. Coefficients of variation forF0 are plotted as a function of coeffi-
cients of variation for intensity for all speakers. The open circles represent
speakers with hypokinetic dysarthria; the filled circles represent the control
speakers.

FIG. 3. Geometric areas of vowel quadrilaterals, expressed in units2, were
constructed from the meanF1 andF2 formant values. Open bars represents
the speakers with hypokinetic dysarthria~H!; the filled bars represent the
means for the control speakers~C!. The M and F preceding speaker numbers
refer to male and female, respectively.
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to alter the volume once the stimulus phrases had begun. The
listeners transcribed three practice phrases which were read
by a neurologically normal female speaker. Listeners who
made more than one word-transcription error in the practice
phrases were not eligible for the study. Only one listener was
excluded by this criterion.

D. Analysis

Three trained judges independently coded the listener
transcripts for the presence and type of LBEs. Lexical
boundary violations were defined as erroneous insertions or
deletions of lexical boundaries. These insertions or deletions
were coded as occurring either before strong or before weak
syllables~as determined by the target phrasal stress pattern
of the phrase, SWSWSW or WSWSWS!. Thus four error
types were possible and each phrase had the possibility of
containing more than one LBE. Examples from the actual
transcripts are provided in Table II.

The 60 phrases consisted of 360 syllables, 60 of which
were phrase–initial syllables and were therefore not subject
to LBEs. Of those 300 nonphrase–initial syllables, 102 were
word–initial strong syllables; 80 were word–initial weak
syllables; 48 were nonword–initial strong syllables; and 70
were nonword–initial weak syllables. The occurrence of
each word–initial strong syllable in the target corresponded
to the opportunity for the deletion of a lexical boundary be-
fore a strong syllable. Similarly, word–initial weak syllables
corresponded to the opportunity for the deletion of a lexical
boundary before a weak syllable; nonword–initial strong syl-
lables to the opportunity for an insertion of a lexical bound-
ary before a strong syllable; and nonword–initial weak syl-
lables to the opportunity for an insertion of a lexical
boundary before a weak syllable. Thus the opportunities for
producing the different types of LBEs were not equal, but are
representative of the opportunities generally available in the
English language~Cutler and Carter, 1987!. The proportions
of opportunities across the series of phrases are shown in
Table III.

The codes generated for each speaker by the three
judges were merged into one composite data set that re-
flected instances in which there was 100% agreement among
the judges. Twenty-four LBE decisions were discarded due

to interjudge disagreement. The number, type~insertion or
deletion!, and location~before strong or before weak syl-
lables! was then tallied for each speaker and for the group.
The errors also were analyzed for the distribution of open-
and closed-class words following the insertion of a lexical
boundary. All words following the insertion of a lexical
boundary were classified as open, closed, or nonclassifiable
in the case of nonword responses.

Chi-square analyses were performed to determine the
relationship between the variables of insert/delete and strong/
weak, and between the variables open/closed class and inser-
tion before strong/weak syllables. Spearman Rank Order
Correlation analyses were performed to assess the strength of
the speaker-rank relationships between LBE patterns and
acoustic measures.

II. RESULTS

A. Lexical boundary error incidence

The first finding of this investigation is that the hypoki-
netic speech samples elicited many LBEs from the listeners.
In all, 1596 LBEs were identified unanimously by the three
independent judges. The data columns of Table IV contain
values from the coded listener transcripts. The number of
phrases~out of 420 total! for which listeners provided no
response whatsoever ranged from 9 to 75. The percentage of
words transcribed correctly ranged from 18.3% to 64.9%.
The number of phrases transcribed entirely correctly for each
speaker ranged from 1 to 157. The number of LBEs elicited
by each speaker ranged from 151 to 317, with a mean of 228
(s.d.571.2).

B. Lexical boundary error pattern

The second finding is that the pattern of LBEs supports
the MSS hypothesis. Of the total 1596 errors identified, there
were nearly three times as many insertion as deletion errors.
Of these, 47% were insertions of a lexical boundary before a
strong syllable, 27% were insertions before weak syllables,
10% were deletions before strong syllables, and 15% were
deletions before weak syllables. Pattern strength can be ex-
pressed as two ratios, IS–IW and DW–DS. Ratio values of
‘‘1’’ indicate that insertions and deletions occur equally as
often before strong and weak syllables: the greater the posi-
tive distance from ‘‘1,’’ the greater the strength of adherence
to the predicted pattern. For the present data, insertion errors

TABLE II. Examples of coding lexical boundary errors from the listeners’
transcriptions.

Target phrase Listener response Error typea

amend the slower page I’m inthe slower page IS
she describes a nuisance see this guy’sa nuisance IS
they repaired the veto baby passthe veal IS
ballot formal circles battle for allcircles IW
answer dying temper that’s hisdying panther IW
wait beyond the mention way beyond dementia DS
watch him join the caucus enjoy the carcass DS
sticks are best for pencils pigs are eventful DS
soon the men were asking soonermen were asking DW
test a law for methods test for othermethods DW

aNote. IS refers to insertion of a lexical boundary before a strong syllable;
IW refers to insertion before a weak syllable. DS and DW refer to deletions
of lexical boundaries before strong and weak syllables, respectively.

TABLE III. Proportions of possible lexical boundary error sites based on
syllable position.

Error type

Syllable position

Word–Initial Nonword–Initial

Strong Weak Strong Weak

Deletions 34.00% 26.67% N/Aa N/Aa

Insertions N/A N/A 16.00% 23.33%

aNote. N/A refers to the fact that lexical boundary deletions cannot occur in
nonword–initial syllable positions, and that lexical boundary insertions
cannot occur in word–initial syllable positions. Phrase–initial syllables
were excluded from the count because they are not subject to LBEs.
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occurred 1.7 times more often before strong than before
weak syllables, and deletion errors occurred 1.5 times more
often before weak than before strong syllables. A chi-square
analysis indicated a significant interaction between the vari-
ables of insert/delete and strong/weak@x2(1,N54)567.3,
p,0.0001#.

Also, the majority of the post-boundary words created
by the insertion of a lexical boundary before a strong syllable
were open-class words~73.7%!, and the majority of the
words created by the insertion of a boundary before a weak
syllable were closed-class words~74%!. A chi-square analy-
sis revealed a significant interaction between the variables of
open/closed class and strong/weak syllables@x2(1,N54)
5281.8,p,0.0001#.

This general pattern of LBEs for the group also held for
each of the seven speakers. The first four data columns of
Table V contain the percentages of error types out of the
total errors elicited by each of the speakers. In accordance
with MSS hypothesis predictions, insertions were more com-
mon before strong than before weak syllables; and deletion
errors were more common before weak than before strong
syllables. The final column of this table expresses the
strength of these error patterns with IS–IW ratio values:3

Lexical boundary insertions before strong syllables outnum-
bered those before weak syllables by 2.70 to 1.38 times.
Thus although all speakers elicited the general pattern of
LBEs predicted by the MSS hypothesis, the pattern was
stronger for some speakers than for others.

C. Lexical boundary error pattern and speech
characteristics

The final question was the extent to which the acoustic
evidence of reduced syllabic strength contrasts was associ-

ated with the listener performance patterns elicited by the
seven speakers with hypokinetic dysarthria. Spearman corre-
lation coefficients were calculated on the rank orderings of
the speakers on the various measures of intelligibility; as-
pects of LBE patterns; and acoustic measures associated with
syllabic contrastivity. This was meant to identify any intelli-
gibility or acoustic measures that might be associated with
LBE incidence or pattern strength.

The rankings of the word and sentence subtests of the
AIDS were correlated strongly with the rankings of percent
words-correct from the stimulus phrases, accounting for 79%
and 56% of the variance, respectively. However, neither
standard intelligibility ranking was associated strongly with
that of the number of LBEs (R50.64 and 0.43, for word and
sentence subtests, respectively!, nor with the IS–IW ratio
ranking (R50.39 and 0.46, respectively!. Only one of the
three acoustic measure rankings was associated strongly with
measures of intelligibility and LBE pattern strength. TheF0
variability (CVF0) and sentence subtest rankings were cor-
related at 0.71 (p50.05). TheCVF0 and IS–IW rankings
were correlated at 0.93 (p50.00).

Although the correlations of rankings provide some in-
sight to the relationships among the variables of interest, it is
the joint consideration of individual speaker patterns and
LBE results that is most revealing. The speakers in this study
fall roughly into three groups when the strength of the
IS–IW ratio is examined. The high IS–IW ratio group con-
sists of speakers HF1 and HM3 who also were the most
intelligible, and elicited among the fewest LBEs. The low
IS–IW ratio group consists of speakers HF2 and HM2 who
were among the least intelligible of this group, and who pro-
duced among the greatest numbers of LBEs. The mid IS–IW
ratio group consists of HF3, HM1, and HM4. Although more
variable in their presentation, they obtained IS–IW ratio val-
ues in the narrow range of 1.6–1.8. Each group is addressed
in turn.

The high IS–IW ratio group~HF1 and HM3! obtained
high standard intelligibility scores, and elicited the highest
percentages of words-correct on the stimulus phrases. Sub-
jective impressions also support the conclusion that these
two speakers had the highest levels of articulatory integrity
of the group. The acoustic data for HF1 are consistent with
the notion that strong–weak contrasts in her phrases were
well marked. Her mean phrase durations were the longest of
the hypokinetic speakers, and comparable to those of the
fastest control speakers~Fig. 1!. Her measures ofF0 and
amplitude variation placed her among the control speakers
~Fig. 2!, and her vowel quadrilateral was the largest of the

TABLE IV. Listener performance on phrase transcription task by speaker.
Note. The first column contains number of phrases for which listeners pro-
vided no response. The second column contains the percentages of words-
correct in the 60 stimulus phrases. Column 3 contains the number of phrase
transcriptions that were entirely correct. The fourth column contains the
absolute number of LBEs produced for each speaker.

Speaker No response % Words-correct # Phrase correct # LBEs

HF1 11 64.9% 157 161
HF2 75 18.3% 1 317
HF3 49 26.7% 11 286
HM1 25 57.5% 132 151
HM2 9 47.7% 66 227
HM3 18 60.0% 132 161
HM4 21 43.9% 70 293

TABLE V. Distribution and type of lexical boundary errors elicited per speaker.

Speaker % IS % IW % DS % DW IS–IW

HF1 55.28% 26.71% 8.70% 9.32% 2.03
HF2 43.85% 30.28% 9.78% 16.09% 1.44
HF3 49.65% 27.62% 10.84% 11.89% 1.78
HM1 50.33% 32.45% 5.30% 11.92% 1.56
HM2 37.44% 26.87% 11.89% 23.79% 1.38
HM3 55.90% 20.50% 11.18% 12.42% 2.70
HM4 44.71% 24.91% 11.95% 18.43% 1.78
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hypokinetic speakers~Fig. 3!. In contradistinction, evidence
for the acoustic marking of syllabic strength contrasts for
HM3 is not so apparent. His mean phrase duration was al-
most half that of HF1~Fig. 1!, and his vowel quadrilateral
area was the smallest of the group~Fig. 3!. The only positive
factor was his highCVF0 ranking. Although substantially
smaller than that of HF1, his was second highest for the
group of hypokinetic speakers~Fig. 2!. Thus despite equiva-
lent LBE pattern evidence of relatively robust strong–weak
syllabic distinctions, only one of the two speakers offered
commensurate acoustic evidence.

The low IS–IW ratio group~HF2 and HM2! did not
exhibit high levels of articulatory integrity based on their
standard intelligibility scores, their percentages of words-
correct on the stimulus phrases, and on subjective impres-
sions. Acoustically, these speakers exhibited the least pro-
sodic variation~see Fig. 2!, and among the smallest vowel
quadrilateral areas~see Fig. 3! of the group. Their mean
phrase durations were short compared with those of the nor-
mal control, but they were in the middle of the range for the
hypokinetic group~see Fig. 1!. Thus the LBE pattern evi-
dence of reduced syllabic strength contrasts was supported
by the acoustic evidence for these two speakers.

Two of the mid IS–IW ratio group, HM1, and HM4, had
very similar intelligibility profiles on both the standard mea-
sure and on the percent words-correct on the stimulus
phrases. The third member, HF3, was the least intelligible.
Acoustically, the three speakers had highly similarCVF0
values ~Fig. 2!, and they formed the midrange for vowel
quadrilateral area~Fig. 3!. The only acoustic measure that
distinguished these speakers was phrase duration~Fig. 1!:
HM1 was the slowest male of the group, and HF3 and HM4
tied for the most rapid speakers. Interestingly, this corre-
sponds with the number of LBEs elicited: HM1 elicited
nearly half as many errors as HF3 and HM4.

III. DISCUSSION

The present report offers several new findings relevant
to the study of speech perception and speech intelligibility.
First, these hypokinetic speech samples elicited large num-
bers of LBEs. Also, like systematically degraded normal
speech, the pattern of LBEs elicited by these hypokinetic
dysarthric speakers generally is consistent with the predic-
tions offered by the MSS hypothesis. The third and most
critical finding is the evidence of diminished effectiveness of
this strategy when syllabic strength contrasts were most re-
duced.

More than 1500 LBEs were identified in the transcribed
phrases. Even speakers with high scores on the standard
measures of word and sentence intelligibility elicited rela-
tively large numbers of LBEs. Although there is no direct
point of comparison, Cutler and Butterfield~1992! reported
just 256 LBEs in their corpus of 864 phrase transcriptions
evoked by normal speech presented at low listening levels.
Their coding criteria were more stringent than those used in
the present investigation, however, this cannot explain the
magnitude of the discrepancy in the occurrence of LBEs.
The answer may be related to the fact that degradation of
normal speech results in a rather systematic and consistent

manipulation of segmental and suprasegmental components.
Dysarthric speech, in contrast, may vary more randomly on
these dimensions, thereby providing more opportunities for
lexical boundary misperceptions to occur. This question may
be addressed by the evaluation of LBEs elicited by other
types of dysarthria.

Having established the presence of LBEs, the next issue
is that of error pattern. The primary hypothesis of this inves-
tigation was that a group of speakers who produced poor
distinctions between strong and weak syllables would elicit
lexical boundary error patterns that either are random, or
closely aligned with the opportunity for such errors to occur.
In other words, one would expect to see lexical boundary
insertions distributed either equally often before strong and
weak syllables, or more often before weak than before strong
syllables. The opposite would be expected for lexical bound-
ary deletions. This certainly was not the case. These data
conformed precisely with the predictions of the MSS hypoth-
esis: Lexical boundary insertions occurred most often before
strong syllables and created open-class words; deletions oc-
curred most often before weak syllables and created closed-
class words. The conclusion must be, then, that listeners re-
lied on some sufficient level of strong–weak syllabic
contrastivity to make their lexical boundary decisions.

Investigations have provided evidence that, despite over-
all reductions in stress production, speakers with hypokinetic
dysarthria are able to maintain relative stress distinctions.
Ackermann and Ziegler~1991! measured sound pressure lev-
els associated with syllable–initial stop consonants to esti-
mate degree of articulatory closure in speakers with parkin-
sonian dysarthria. They reported greater degrees of
articulatory closure for the initial stop consonants of stressed
syllables as compared with those of unstressed syllables.
Their interpretation was that, because of linguistic import,
stressed syllables received articulatory attention at the ex-
pense of the unstressed syllables. Kinematic findings re-
ported by Forrest and Weismer~1995! further support the
notion of maintained stress contrasts in hypokinetic dysar-
thria. They documented reductions in movement amplitude
and velocity for stressed syllables, and even greater reduc-
tions for unstressed syllables. It may be the case that the
patterns of LBEs found in the present study conformed with
the MSS hypothesis predictions because, although reduced,
relative syllabic strong–weak contrastivity was maintained.
However, there exists one critical difference between the
present study and those of Ackermann and Ziegler, and For-
rest and Weismer: All of our speakers and speech tokens
~phrases! were selected because of the perceptual reductions
in syllabic contrastivity, rather than the perceptual presence
of correct stress, as was the case in the other two studies.

The present study indicates that the perceptual strategy
of attending to syllabic strength was less effective for some
speech samples than for others. This evidence is found in
discrepancies in the IS–IW ratios, or the strength of pattern
adherence. There exists in the literature no entirely compa-
rable data base. However, Cutler and Butterfield~1992! re-
port insertion and deletion values for a study of lexical
boundary errors elicited by faint speech. The ratio values
derived from their data indicated that insertion errors oc-
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curred before strong syllables three times more often than
before weak ones (n5195). Deletion errors before weak syl-
lables outnumbered those before strong by nearly four times
(n569). In the present study these ratios were substantially
lower, with an IS–IW ratio of 1.7 (n51180), and a DW–DS
ratio of 1.5 (n5399). At face value, this suggests that either
the hypokinetic speech contained less strong-weak contrast
information than the faint speech, or that the listeners in the
present study attended less to the contrasts than did those of
Cutler and Butterfield.

Support for the validity of the IS–IW ratio as an index
of pattern adherence is found in the assessment of individual
speaker data. From this assessment, three conclusions can be
drawn. The first two are related: The rankings of IS–IW
ratios were strongly associated with the rankings ofCVFO;
and the lowest IS–IW ratios were elicited by speakers with
the most overall acoustic evidence of decreased syllabic con-
trastivity. An interpretation of the first finding is that larger
variations inF0 within phrases correspond to larger prosodic
distinctions between strong and weak syllables. When these
strong and weak syllables are most perceptually distinctive,
and when listeners use this distinction to motivate lexical
segmentation, the IS–IW ratio is largest. Even though over-
all low performance on the acoustic measures was related to
low IS–IW ratios, the rankings of these measures did not line
up precisely with LBE pattern rankings. This may reflect the
nonspecific nature of the measures of phrase duration and
vowel space relative to syllabic strength. Relative durations
of syllabic strength, specifically ratios of strong to weak du-
rations, may be more valuable indicators of syllabic strength
contrastivity in the temporal domain. Similarly, comparisons
of strong to weak vowel formant data would provide infor-
mation specific to vowel quality differences that were not
presented here.

The final conclusion is that the speakers with highest
measures of intelligibility elicited the highest IS–IW ratios,
even when syllabic contrastivity apparently was most re-
duced ~HM3!. However, when measures of intelligibility
were lower, the degree of syllabic contrastivity seemed to
‘‘matter more’’ for the IS–IW ratios. In other words, the
IS–IW ratio appeared to be more vulnerable to decrement
when articulatory integrity was most impaired. This supports
the proposal of Cutler and Butterfield~1992! that, ‘‘it is pre-
cisely under the conditions of phonetic uncertainty that
rhythmic segmentation proves most useful’’~p. 233!. In the
present case, the listeners may rely on the rhythmic informa-
tion when articulatory integrity is reduced, but their success
is restricted by the available syllabic strength acoustic infor-
mation.

The findings of this study must be viewed within the
limitations of the methodology and design. First, syllabic
strength was defined herein as a relative prosody-based en-
tity with secondary vowel quality constituents. Although
most of the strong and weak syllables of the stimulus phrases
contain full and reduced vowels, respectively, not all do. If it
were found that vowel quality has primary perceptual sa-
liency for strong–weak distinctions, the findings of this study
would have to be revisited~see Fearet al., 1995!. Second, as
mentioned earlier, this study did not use relative intersyllabic

measures to document the acoustic correlates of syllabic
stress reductions. Because of the perceived reductions, it is
expected that finer acoustic measures, such as strong–weak
syllable duration ratios, will offer greater predictive value
than the ones used here. Finally, individual listener patterns
were not presented. Although all listener error patterns gen-
erally conformed to the group results, there was a range of
performance across listeners. For example, some listeners
appeared to be more vigilant than others in their transcription
attempts, as evidenced by the number of ‘‘no responses’’
they produced. The design of the listening tapes did reduce
potential listener effects by having each listener transcribe 20
phrases from three different speakers. However, the potential
for different listening~and segmentation! strategies across
the listeners should be considered.

IV. CONCLUSION

The examination of lexical boundary errors revealed that
listeners attended to syllabic strength information to segment
the connected hypokinetic dysarthric speech, just as they
have been shown to do in the segmentation of normal
speech. In general, adherence to the predicted pattern of er-
rors was weakest for speakers with the greatest evidence of
reduced syllabic contrastivity. This constitutes a mismatch
between the perceptual strategy and the available acoustic
information, and is therefore a source of intelligibility deficit
for these speakers.
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Speech recognition with altered spectral distribution
of envelope cues
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Recognition of consonants, vowels, and sentences was measured in conditions of reduced spectral
resolution and distorted spectral distribution of temporal envelope cues. Speech materials were
processed through four bandpass filters~analysis bands!, half-wave rectified, and low-pass filtered
to extract the temporal envelope from each band. The envelope from each speech band modulated
a band-limited noise~carrier bands!. Analysis and carrier bands were manipulated independently to
alter the spectral distribution of envelope cues. Experiment I demonstrated that the location of the
cutoff frequencies defining the bands was not a critical parameter for speech recognition, as long as
the analysis and carrier bands were matched in frequency extent. Experiment II demonstrated a
dramatic decrease in performance when the analysis and carrier bands did not match in frequency
extent, which resulted in a warping of the spectral distribution of envelope cues. Experiment III
demonstrated a large decrease in performance when the carrier bands were shifted in frequency,
mimicking the basal position of electrodes in a cochlear implant. And experiment IV showed a
relatively minor effect of the overlap in the noise carrier bands, simulating the overlap in neural
populations responding to adjacent electrodes in a cochlear implant. Overall, these results show that,
for four bands, the frequency alignment of the analysis bands and carrier bands is critical for good
performance, while the exact frequency divisions and overlap in carrier bands are not as critical.
© 1998 Acoustical Society of America.@S0001-4966~98!02210-3#

PACS numbers: 43.71.Ky, 43.71.Es, 43.66.Ts@WS#

INTRODUCTION

Speech pattern recognition has been evaluated under a
wide variety of conditions that alter and reduce spectral and
temporal information. Speech has proven to be a robust sig-
nal that is resistant to many forms of distortion and informa-
tion reduction. For example, speech can be recognized even
when the spectral information is reduced to three sinusoids
that track the formant transitions over time~Remezet al.,
1981!. Even removing all spectral cues in speech results in a
surprisingly high level of speech phoneme discrimination
and recognition~Schroeder, 1968; van Tasellet al., 1987,
1992; Rosen, 1992; Drullman, 1995; Turneret al., 1995; Sh-
annonet al., 1995!, and provides significant assistance for lip
reading~Erber, 1972; Grantet al., 1985, 1991!.

Cochlear implants present an interesting case for under-
standing speech pattern recognition. In cochlear implants a
relatively small number of electrodes activate tonotopic
patches of neurons with a portion of the speech signal. How-
ever, the physiological response to electrical stimulation is
quite different from the normal acoustic response. Among
other differences, all neurons activated by an electrode are
driven in a highly deterministic fashion~van den Honert and
Stypulkowski, 1984, 1987; Hartmannet al., 1984!. Even
with these abnormal properties in the physiological response,
patients with as few as four electrodes have demonstrated
high levels of speech recognition—higher levels than most
researchers have predicted might be possible with such se-
vere quantization of spectral information. This observation

indicated how little was understood about recognition of
speech under conditions of minimal or distorted spectral in-
formation.

In the design of prosthetic devices we face a dilemma
which has both theoretical and practical implications: how
do we maximize the speech information transmitted, given
the limitations of the prosthetic device interface to the ner-
vous system? Hillet al. ~1968! partitioned the problem into
two parts: analysis issues and presentation issues. The analy-
sis problem is concerned with how to parcel speech informa-
tion in a way that preserves the maximum amount of infor-
mation, given the limitation of a small number of channels.
The presentation problem is then to define the optimal map-
ping of the channels of speech information into perceptual/
neural channels via the prosthesis.

A. The analysis problem

The analysis problem depends primarily on the distribu-
tion of critical speech pattern information in frequency and
time. What temporal and spectral patterns of information are
most critical for speech recognition? If we are limited in
either the temporal or spectral domains, what are the most
important speech cues remaining within those limitations?
For example, if we could determine that a listener had only
two potential receiving channels for speech information,
what is the best way to divide speech information into two
channels to preserve the maximum number of distinctions
across different talkers and listening conditions? One indica-
tion comes from the original research on the articulation in-
dex ~AI ! which attempted to define an importance function
for each spectral segment of speech~Fletcher and Steinberg,a!Electronic mail: Shannon@hei.org
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1929; French and Steinberg, 1947!. Fletcher and colleagues
used high-pass and low-pass filtered speech to find that 1500
Hz was the frequency around which low-frequency and high-
frequency contributions were equal for speech recognition.
Articulation theory further defined the importance of each
spectral region’s contributions to the recognition of speech.

Using a different approach, Shannonet al. ~1995! sys-
tematically reduced spectral information in speech to one,
two, three, or four bands of modulated noise. The surprising
result was that speech was highly recognizable with only
three or four bands of noise, each modulated by the envelope
from that same spectral band in speech. However, even with
this result it is not clear that the four frequency bands chosen
by Shannonet al. were the optimum for speech information
content. One of the purposes of the present study is to study
the importance of spectral parameters for speech pattern rec-
ognition.

The amount of temporal information required for speech
recognition has recently been evaluated in conditions of re-
duced spectral information~Van Tasellet al., 1987; Turner
et al., 1995; Shannonet al., 1995; Dormanet al., 1997a!. In
these studies envelope information was low-pass filtered at
successively lower frequencies and used to modulate bands
of noise or a sinusoid as a carrier. No change was observed
in vowel, consonant, or sentence recognition as long as the
low-pass envelope filter cutoff was 50 Hz or higher. Remov-
ing envelope fluctuations above 50 Hz had no effect on rec-
ognition, while removing envelope fluctuations between 20
and 50 Hz resulted in reduced phoneme discriminability and
reduced speech recognition. Thus speech recognition is pos-
sible with only four bands of noise, even when each band is
modulated with low-frequency envelope information below
50 Hz.

B. The presentation problem

In sensory prosthetic devices the goal is to convey infor-
mation through an impaired sensory modality or through an
alternate sensory modality. Thus we must understand the
limitations and capabilities of the impaired or substitute
sense to fully utilize its information carrying capacity. In the
case of cochlear implants, acoustic information is being pre-
sented to the auditory system, but electrical stimulation acti-
vates the auditory system in a manner that produces highly
unnatural patterns of neural activity. Some of the differences
between acoustic and electrical stimulation are critical limi-
tations for conveying speech information, while other differ-
ences may be of only secondary or no importance. To
achieve the best match between the speech features extracted
from the acoustic signal and the information transmitted to
the electrically stimulated nerve, we must understand which
patterns of neural activity are critical for speech recognition
and which are secondary.

Psychophysical experiments with cochlear implants
have demonstrated that temporal processing in implant pa-
tients is relatively normal~Shannon, 1983, 1986, 1989, 1990,
1992!. Intensity processing is abnormal in implant listeners,
but is still capable of restoring normal loudness growth with
the proper loudness mapping function in the speech proces-
sor. However, implant listeners only have 20–40 discrim-

inable intensity levels~Zeng and Shannon, 1992, 1994; Nel-
son et al., 1997!, which may be adequate for speech. In
contrast, spectral resolution in an implant depends on many
factors, including the number of electrodes, the proximity of
the electrode to the remaining neurons, and the degree of
neuronal survival in the individual patient. Because several
of these factors are difficult to evaluate in implanted patients,
we have developed an acoustic model of implant speech pro-
cessing that allows us to parametrically measure the effect of
tonotopic distortions in the speech pattern in normal-hearing
listeners.

C. Rationale of present study

To simulate the limited spectral cues available to co-
chlear implant listeners Shannonet al. ~1995! developed an
acoustic simulation of a cochlear implant that systematically
reduced spectral information. In this simulation speech was
divided into several contiguous frequency bands. The enve-
lope of each band was extracted by full-wave rectification
and low-pass filtering at 160 Hz. This envelope was then
used to modulate a band of noise. In the original experiments
Shannonet al. ~1995! changed the number of bands and the
cutoff frequency of the envelope filter. High levels of speech
recognition were possible with only four modulated bands of
noise, modulated at relatively low rates. These results were
obtained in normal-hearing listeners in whom the global pat-
tern of speech information, while spectrally reduced, was at
least presented to the appropriate tonotopic region of the
cochlea via the modulated noise bands.

Recent studies~Dorman and Loizou, 1998; Dorman
et al., 1997a; Fishmanet al., 1997! validated the noise-band
simulation of cochlear implants by comparing the simulation
results to performance of cochlear implant patients with the
same number of channels. The performance of normal-
hearing listeners with the noise-band simulation sets an up-
per bound on the performance of implant listeners with the
same number of channels. The results from the best perform-
ing implant listeners were similar to those from the normal-
hearing listeners for the same number of channels. Poor per-
forming implant listeners may be using fewer effective
spectral channels, or there may be other processing deficits
underlying their poor performance.

But how would speech recognition be affected by tono-
topic alterations in the minimal pattern of information?
When the central auditory system is already working with a
minimal spectral representation of speech~as in implants!,
how would recognition be affected by changes in the spectral
distribution of information along the nerve array? In cochlear
implant listeners the neural population stimulated by a given
electrode may be larger or smaller than for the adjacent elec-
trode. If uniformly spaced electrodes stimulate nonuniformly
spaced segments of nerve, this would result in a warping or
stretching of the spectral distribution of envelope cues. In the
present experiments we systematically alter the spectral lo-
cation and extent of four bands of speech envelope informa-
tion. Since four was the minimum number of bands that pro-
vided a high level of speech recognition, any detrimental
manipulation of the pattern of envelope information should
result in a reduction in speech performance. These manipu-
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lations may not only provide insights into the difficulties
faced by cochlear implant patients, but may also demonstrate
the sensitivity of normal speech pattern recognition to alter-
ations in the spectral distribution of information.

I. METHOD

A. Subjects

Subjects were eight native speakers of American En-
glish, normal-hearing adults, ranging in age from 22 to 50
years old. Their hearing was tested in a standard audiometric
fashion to ensure that their thresholds were better than 20 dB
HL. Two of the authors~RVS and JW! were two of the eight
subjects.

B. Equipment and signal processing

All signals were digitized at a 10- or 20-kHz sample rate
and passed through a pre-emphasis filter~26 dB/octave be-
low 100 Hz!. Signals were then split into frequency bands
~third to fourth order Elliptical IIR filters!. For the standard
condition~STD! the output from each filter was 15 dB down
from the level in the passband at the frequency where adja-
cent filters overlapped. For conditions with increasing over-
lap between adjacent filters the same nominal cutoff frequen-
cies were used as in the STD condition, but the slopes of the
filters were reduced to the specified value. Thus conditions
with shallower slopes had more energy at the crossover point
between adjacent filters. The envelope was extracted by full-
wave rectification and low-pass filtering~26 dB/octave El-
liptical IIR filter with cutoff frequency of 160 Hz, selected to
be well above the 50-Hz value where previous research had
shown no deterioration in temporal cues!. The envelope de-
rived from each band was then used to modulate a white
noise. The modulated noise was frequency limited by filter-
ing with a bandpass filter~third to fourth order Elliptical IIR
filters!. This last bandpass filtering reduced the modulation
depth to some degree because it removed the modulation
sidebands. The resulting modulated noise bands were then
combined, low-pass filtered at 4 kHz~8 kHz for experiment
III ! ~Kronhite 3343: 24 dB/oct!, amplified~Crown D75! and
presented to the listener through headphones~TDH-49!.
Overall levels were calibrated for each combination of pa-
rameters to produce an average A-weighted output level of
75 dB for continuous speech.

C. Test materials

Consonant and vowel stimuli were taken from the sound
track of the Iowa audiovisual speech perception laser video-
disc ~Tyler et al., 1989!. A single male talker was used for
both vowels and consonants. Three exemplars of each token
were selected randomly. Consonant confusion matrices were
compiled from 10 presentations of each of the 16 medial
consonants /b d g p t k l m n f sb v z j Y/ presented in an
/a/-consonant-/a/ context. Vowel confusion matrices were
compiled from nine presentations of each of the eight vowels
in an /h/-vowel-/d/ context~heed: /hiId/, hawed: /hÅd/, head:
/h}qd/, who’d: /huId/, hid: /h(qd/, hood: /h*d/, hud: /h#qd/, had:
/h,d/, heard: /hÉqd/, hoed: /hoId/, hod: /h*d/, hayed: /heId/!.

Recognition of words in sentences was measured using the
sound track from the City University of New York laser
videodisc everyday sentences~Boothroydet al., 1985!. Data
were collected for 24 sentences, representing 100 key words,
from each subject. The sentences were of easy-to-moderate
difficulty, presented with no context, and no sentences were
repeated to an individual listener. No feedback was provided
other than the overall score for each condition.

D. Data analysis

In each experiment the experimental conditions were
tested for significant differences from a comparison condi-
tion using a standard pairedt-test. In addition, the results of
experiments II were tested against a single-channel condition
to evaluate the loss of spectral information. Results of all
tests of significance are presented in Tables I–IV.

II. EXPERIMENT I: LOCATION OF BAND DIVISIONS

The first experiment investigated the importance of the
spacing of the cutoff frequencies that define the four bands.
Three conditions were tested: linear spacing of the four
bands~LIN !, tonotopic spacing~LOG!, and one intermediate
spacing~STD!. In the linear~LIN ! condition the crossover
frequencies~215 dB down! of the four filters were nomi-
nally 1000, 2000, and 3000 Hz. The filter crossover frequen-
cies in the standard~STD! condition were 800, 1500, and
2500 Hz which were selected to be the same as the filters
used by Shannonet al. ~1995!. In the tonotopic~LOG! con-
dition the frequency spectrum from 80 to 4000 Hz was di-
vided into four equal distances on the basilar membrane,
corresponding to crossover frequencies of 332, 845, and
1886 Hz~assuming a 35-mm cochlear length and using the
formula of Greenwood, 1990!. Fourth-order IIR elliptical fil-
ters were then designed to implement these crossover fre-
quencies. In this experiment the same filters were used for
the analysis and for filtering the noise carrier bands. The
STD data are taken from the results of Shannonet al. ~1995!,
collected earlier with the same eight subjects with the same
test materials. The LIN and LOG conditions were run in
randomized order for each listener.

Experiment I: Results and discussion

Figure 1 presents the results of experiment I for sen-
tences, vowels, and consonants, and Table I presents the tests
of significance between the experimental conditions and the
STD condition. In the STD condition sound-only perfor-
mance was 90%–95% correct on all three tests. Performance
on sentences and vowels was significantly lower in the LIN–
LIN condition and performance on all measures was signifi-
cantly lower in the LOG–LOG condition. Although these
scores are lower than the STD condition, they still represent
high levels of speech recognition. Consonant recognition
was slightly~but significantly! better in the LIN–LIN condi-
tion than in LOG–LOG, while vowel recognition was
slightly better in the LOG–LOG condition.

These results indicate that the exact crossover frequen-
cies in a four band representation are relatively minor factors
in speech recognition. We speculate that the STD condition
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had slightly higher scores because there was a band transi-
tion at 1500 Hz, a frequency known to divide high from low
second formants and a frequency division point commonly
used in automatic speech recognition systems to separate
voiced from unvoiced stimuli. This is probably due to the
fact that the central pattern recognition system has adapted to
the variety of talkers and listening conditions. Information
provided by second formant varies across talkers, room
acoustics, and competing noise conditions. A specific, fixed
set of frequency divisions might be best for a given talker,
but a specific set of filter divisions may not be optimal across
a range of different talkers or listening conditions. For ex-
ample, the best dividing point may be different for male and
female talkers due to differences in their formant frequen-
cies. In a normal ear with many effective processing chan-
nels this is probably not a problem, but in processors with a
reduced number of channels 1500 Hz probably represents a
compromise frequency which provides the best dividing

point for distinguishing coarse speech features~Zue, 1985!.

III. EXPERIMENT II: WARPING THE SPECTRAL
DISTRIBUTION OF ENVELOPE CUES

In cochlear implants the extent of auditory nerve excited
by each electrode depends on many factors, including the
electrode bipole orientation, the proximity of the electrode to
surviving neurons, and the location and uniformity of surviv-
ing neurons. For example, some pathologies may produce
poor spiral ganglion survival in the basal portion of the co-
chlear and better survival in the apical region. Other patholo-
gies may produce relatively uniform nerve survival along the
entire cochlea. Most cochlear implant speech processors di-
vide the acoustic spectrum into equal tonotopically spaced
bands and the information from each of these bands is routed
to an electrode in the scala tympani. However, if the elec-
trodes activate nonuniform regions of nerve due to a combi-
nation of the above factors, this strategy creates a mis-
matched condition in which the speech envelope information
extracted from uniformly wide tonotopic bands are being
presented to sectors of nerve of varying widths. In the ex-
ample above, the basal electrode may stimulate a broad sec-
tor of nerve in a region with sparse neuronal survival, while
the apical electrode may stimulate a narrow sector of nerve
in a region with good survival. Since these two electrodes are
presenting envelope information from comparable bands, the
result is a distortion of the spatial~tonotopic! distribution of
envelope information: The envelope information from high-
frequency regions will activate a disproportionately wider
section of the cochlea than the envelope from low-frequency
regions.

To simulate such a mismatch a different frequency ex-
tent was used for the analysis and carrier bands. In this ex-
periment the speech envelope information was extracted
from linearly spaced bands and used to modulate tonotopi-
cally spaced noise bands~LIN-LOG!, and vice versa~LOG-
LIN !. In these conditions the same envelope information was
extracted as in experiment I, but the tonotopic extent of the
cochlea that received that information was different from the
analysis band. Thus the tonotopic representation of speech
envelope cues was ‘‘warped.’’

Figure 2 presents a comparison of spectrograms for the
STD–STD, LIN-LOG, and LOG-LIN conditions for the ut-
terance ‘‘shoo cat.’’ Note how the spectral distribution of
energy over time is altered for the conditions in which the
analysis and carrier filters are mismatched. For a speech
sound that contains a sweep in spectral energy crossing from
one band to another, the transition in the processed version
occurs at the right time, but in the wrong tonotopic location.

Experiment II: Results and discussion

Figure 3 presents the results for the tonotopic warping
conditions on sentence, vowel, and consonant materials.
Note that a dramatic and significant reduction in perfor-
mance was evident in all conditions, compared to the STD–
STD, LIN–LIN, or LOG–LOG conditions~Table II!. The
consonant scores for the mismatched conditions were only
50%–55% correct, which were not significantly different
~Table II! from the consonant scores with the same subjects

FIG. 1. Results of experiment I: Location of band divisions. Percent correct
recognition of sentences~top!, vowels ~middle!, and medial consonants
~lower! for three frequency divisions. All conditions used matched analysis
bands and noise carrier bands, 4-band processors and a 160-Hz, low-pass
envelope filter. In all figures error bars indicate one standard deviation.
Dotted line indicates chance level of performance and dashed line indicates
the level of performance with no spectral cues~single-channel results from
Shannonet al., 1995!.

TABLE I. Pairedt-tests of significance for the data from experiment I.

LIN–LIN vs
STD–STD

LOG–LOG vs
STD–STD

LIN–LIN vs
LOG–LOG

Sentences 7.26a 4.76a 20.21
Vowels 8.77a 3.33b 23.41b

Consonants 0.85 4.11a 2.41b

aSignificant at,0.01 level (df57).
bSignificant at,0.05 level (df57).
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and the same materials for a single band processor with no
spectral cues~level indicated in each panel of Figs. 1, 3, 4,
and 5 by a horizontal dashed line!. Consonant scores in the
single band condition are higher than those observed by Van
Tasselet al. ~1987! because a single male talker was used
and the subjects had considerable practice with this stimulus
set, which probably resulted in some incidental learning
~Van Tasselet al., 1992!. Vowel recognition was reduced to
25% correct. Like the consonant score, this level of perfor-
mance was no better~and possibly a bit worse! than the score
with no spectral cues~Table II!. Sentence recognition scores
in the mismatched conditions were less than 10% correct.

These results indicate that the mismatching of the spec-
tral extent of envelope cues eliminates the ability of the lis-
tener to utilize the minimal spectral cues provided by these
stimuli. If the envelope cues are in their proper tonotopic
locations and extents, they can be integrated for speech rec-
ognition, even with only four bands. But when the tonotopic
distribution of envelope information is warped, performance
falls to the level achieved in the single band case, which
provides no spectral cues at all. In this case the same spectral
envelope information is present as in the four band LIN–LIN
or LOG–LOG conditions and the information is still distrib-
uted tonotopically. However, the central pattern recognition
system apparently cannot utilize the tonotopic distribution of
envelope information when the pattern is distorted. From this
result we infer that the relative tonotopic distribution of en-
velope information is a critical dimension for recognition of

speech when access to the full range of speech cues is re-
stricted.

We speculate that people may be able to learn to recog-
nize speech even with these distortions, because the informa-
tion is still present. Prior studies of the learning time for
altered or distorted speech~Blesser, 1972! indicate that sev-
eral days or even weeks may be necessary for learning to
understand running speech, similar to the relearning time for
altered vision~Kohler, 1964!.

IV. EXPERIMENT III: FREQUENCY SHIFTING
ENVELOPE CUES

Cochlear implant electrodes are inserted through the
round window into the scala tympani for a length of 20–25
mm. The multiple stimulating electrodes in a fully inserted
device are located at tonotopic locations corresponding to
frequencies of 800 Hz and above. If the electrode carrier is
not fully inserted, the tonotopic location of the most apical
electrode corresponds to an even higher frequency. However,
all present commercial implant speech processors divide the
audio spectrum into multiple, contiguous frequency bands. A
processed version of the information in each of these bands
~usually the envelope! is presented to a single electrode pair.

FIG. 2. Example spectrograms of the utterance ‘‘SHOO CAT’’ from con-
ditions of experiment II: Tonotopic warping of envelope cues. Upper panel
shows spectrogram from STD–STD condition: a four band processor with
no tonotopic warping. In the middle panel envelope cues were extracted
from logarithmically spaced filters and used to modulate noise bands that
were spaced linearly~LOG-LIN! and in the lower panel the reverse~LIN-
LOG!.

FIG. 3. Results of experiment II: Tonotopic warping of envelope cues.
Dashed and dotted lines are the same as in Fig. 1.

TABLE II. Paired t-tests of significance for the data from experiment II.

LIN-LOG vs
STD–STD

LOG-LIN vs
STD–STD

LIN-LOG vs
Single channel

LOG-LIN vs
Single channel

Sentences 32.19a 83.71a 2.24 0.50
Vowels 15.50a 10.49a 21.70 23.17a

Consonants 9.58a 9.80a 0.66 1.22

aSignificant at,0.01 level (df57).
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The output of the lowest-frequency analysis band is pre-
sented to the most apical electrode pair. The output from the
next lowest band is presented to the second most apical pair,
and so on, until all bands are assigned to all usable electrode
pairs. If we assume that each electrode is stimulating neurons
near its cochlear location, this stimulation scheme will result
in a basal shift of the speech pattern. If the neuron survival is
uniform and the electrode proximity to those surviving neu-
rons is uniform, the speech pattern will simply be shifted
from its normal location. However, if either neuron survival
or electrode location are nonuniform the speech pattern on
the auditory nerve will be both shiftedand warped.

To simulate these conditions we shifted the noise carrier
bands relative to the analysis bands. In one condition the
analysis bands were arranged tonotopically~LOG! and the
noise carrier bands were shifted 8 mm basally in cochlear
location using the Greenwood~1990! formula, which was a
shift of nearly two octaves. This resulted in a condition simi-
lar to a cochlear implant that was not fully inserted. In this
case the noise carrier bands were at the following frequency
locations: band 1: 500–1156 Hz; band 2: 1156–2640 Hz;
band 3: 2640–5052 Hz; and band 4: 5052–10 200 Hz. In
another set of conditions linearly spaced analysis bands
~LIN ! were used and the output noise carrier bands were
shifted up in frequency by 1, 2, 3, or 4 kHz from the analysis
bands. This manipulation resulted in a basal shift of the
speech pattern and a compression of the pattern in terms of
tonotopic distance.

Experiment III: Results and discussion

Figure 4 presents the results from the frequency shift
conditions for sentences, vowels and consonants. The results

from experiment I~LIN–LIN and LOG–LOG! are repro-
duced here for comparison. For the LOG-8 mm shift condi-
tion the consonant score was not significantly reduced, but
the vowel score was dramatically reduced and the sentence
recognition score was reduced to essentially zero~statistical
significance results are presented in Table III!. Although all
of the temporal cues in the four bands were preserved and
the four bands maintained their relative tonotopic spacing
and extent, speech recognition was completely disrupted.

In the LIN shift conditions there was a graded effect as
a function of the amount of frequency shift. For a 1-kHz shift
~LIN-1 k! the consonant score was similar to the unshifted
condition, while the vowel score was significantly reduced.
The sentence score was strongly reduced to only 10% correct
from the unshifted score of 80% correct. As the frequency
shift increased the consonant score decreased, while the
vowel and sentence scores remained at low levels for all
frequency shifts, probably indicating a floor effect.

We anticipated that the detrimental effect would be less
in the LOG shift condition than for the LIN shift condition
because the relative tonotopic pattern was preserved, and
simply shifted in mm along the cochlea. If the central mecha-
nisms for speech pattern recognition stored templates of
relative speech envelope patterns in terms of mm along co-
chlea or along the nerve array~Miller, 1989!, we would ex-
pect that the LOG shift condition would result in relatively
little decrease in performance. This was clearly not the case,
suggesting that the central representation is stored in terms of
absolute, not relative cochlear place. The LIN shift condi-
tions may have resulted in a smaller decrease in performance
because the shift in terms of mm in the cochlea was smaller

FIG. 4. Results of experiment III: Frequency shift. Dashed and dotted lines
are the same as in Fig. 1.

FIG. 5. Results of experiment IV: Band overlap. Dashed and dotted lines are
the same as in Fig. 1.
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in the high-frequency regions than for the LOG shift condi-
tion.

Recent clinical surveys~Bredberg and Lindstrom, 1996;
Hartrampfet al., 1996; Kumakawaet al., 1997! have shown
poorer performance in cochlear implant patients with short
electrode insertion depths, even after a substantial period of
experience. Dormanet al. ~1997b! simulated the effect of
electrode insertion depth in normal-hearing listeners with the
noise-band technique. They found that the performance level
of normal-hearing listeners was similar to that of cochlear
implant listeners when the noise carrier bands were shifted in
mm to simulate typical electrode insertion depths. This result
implies that the implanted listeners did not improve their
performance with practice, but were performing similarly to
normal-hearing listeners with the same signal processing and
tonotopic shift and no practice.

Rosenet al. ~1997! recently measured performance as a
function of training in normal-hearing listeners with a four
noise-band processor and a 6-mm tonotopic shift. Initial per-
formance was reduced to chance by the 6-mm shift, a result
similar to the 8-mm shift in the present experiment III. After
only 3 h oftraining, they found substantial improvement, but
performance at that point was still only half of the level
achieved with the STD–STD condition. The Rosenet al. re-
sult indicates that some relearning is possible for tonotopi-
cally shifted speech patterns, but the clinical studies suggest
that complete accommodation may not be possible even after
prolonged experience.

V. EXPERIMENT IV: SPECTRAL SMEARING

In a cochlear implant it is widely assumed that good
speech recognition requires selective stimulation of distinct
neural populations by each electrode. It is also assumed that
neural overlap is inversely correlated with electrode dis-
crimination, i.e., that electrodes that stimulate different neu-
ral populations are easily discriminable while electrodes that
stimulate overlapping neural populations are poorly discrimi-
nated. In acoustic listening, the analogous assumption is that
broadened auditory filters observed in some hearing impaired
listeners are the primary cause of reduced speech intelligibil-
ity in those listeners~Boothroydet al., 1996; ter Keurset al.,
1992, 1993; Mooreet al., 1992!.

Electrode interaction in cochlear implants or broadened
auditory filters in impaired hearing was simulated by broad-
ening the filter slopes on the noise carrier bands. The analy-
sis bands were fixed at the same frequencies and filter slopes
as in the STD condition. However, the slopes of the noise
carrier bands were systematically varied to produce condi-
tions of varying degrees of overlap. At one extreme the car-

riers were simply sinusoids near the center frequency of each
band. In another condition~STD-200 Hz! the noise carrier
bands were 200-Hz-wide bands of noise for each channel. In
these two conditions there was no overlap in the output of
the carrier bands and, in fact, the output stimulus had spec-
tral regions in which no stimulus was present. To simulate
increasing overlap between output channels the carrier noise
bands were fixed at the nominal crossover frequencies of the
STD configuration and the slopes of the filters broadened
from 224 to 218 to 26 to 23 dB/octave. Since the filters
were generally separated by an octave or less this last con-
dition resulted in overlap such that the output level at the
center of a band was only 3 dB above the level from the
adjacent carrier bands.

Experiment IV: Results and discussion

Figure 5 presents the results of the carrier overlap con-
dition for sentences, vowels and consonants, and Table IV
presents the statistical comparisons. In general, the degree of
overlap in the output carrier bands had relatively little effect
on speech recognition. Broadening the carrier bands from
sinusoids to bands of noise with218 dB/octave slopes pro-
duced a significant effect on consonant and sentence recog-
nition, but the absolute performance level was still quite
high. For the23 and26 dB/octave slope conditions all re-
sults were significantly lower than the STD condition.

Consider the limiting conditions for such manipulations.
We know that as the filter slopes are broadened to 0 dB/
octave the output is reduced to a single-band processor and
the performance would be reduced dramatically, to less than
5% correct on sentences. Yet at23 dB/octave, which results
in extensive overlap, listeners still were able to correctly
identify words in sentence material at 25%. This is an en-
couraging result for cochlear implant speech processor de-
sign. It indicates that speech recognition is possible even
with considerable overlap between electrodes. Apparently al-
most total overlap is necessary to reduce performance to the
single-band level.

At the other end of the scale, 200-Hz-wide carrier bands
and sinusoidal carriers, which result in a sparse spectral rep-
resentation, still allow nearly perfect recognition of sentence
material with only four modulated sinusoids, replicating a
recent result by Dormanet al. ~1997a!. Earlier studies with
sinusoidal vocoders required 8–10 bands to achieve similar
levels of performance~Hill et al., 1968!, in some cases be-
cause they were using low-pass filters for envelope extrac-
tion of only 15–20 Hz. With this severe filtering, some of the
more rapid temporal cues and voicing periodicity was lost,
and more spectral channels had to be added to make up for

TABLE III. Paired t-tests of significance for the conditions of experiment III.

LIN 1 k vs
LIN–LIN

LIN 2 k vs
LIN–LIN

LIN 3 k vs
LIN–LIN

LIN 4 k vs
LIN–LIN

LOG 8 mm vs
LOG–LOG

Sentences 22.24a 28.64a 27.58a 31.44a 21.27a

Vowels 9.77a 9.26a 11.15a 8.64a 11.43a

Consonants 0.74 4.33a 6.56a 9.43a 2.28

aSignificant at,0.01 level (df57).
bSignificant at,0.05 level (df57).
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the loss of temporal information. In a normal cochlea, a si-
nusoid or narrow band of noise is represented in the neural
response across a considerable tonotopic extent due to the
normal cochlear processing~Rose et al., 1971!. So the
‘‘sparse’’ spectral representation of the sinusoidal and
200-Hz noise-band stimuli actually resulted in an internal
representation on the auditory nerve that was more contigu-
ous than the spectrum.

VI. GENERAL DISCUSSION

The present series of experiments builds on earlier work
with signal correlated noise~Schroeder, 1968; Rosen, 1992;
van Tasselet al., 1987, 1992; Turneret al., 1995; Shannon
et al., 1995!. Those experiments removed all spectral infor-
mation in speech and preserved only the broadband temporal
envelope. Recognition of consonants was surprisingly high
even in the complete absence of any spectral information.
Turneret al. ~1995! and Shannonet al. ~1995! extended this
technique to two bands. In their experiments speech was fil-
tered into a high-pass band and a low-pass band, divided at
1500 Hz. The envelope from the high-pass band of speech
was used to modulate a high-pass band of noise and similarly
for the low-pass band. Recognition of vowels and consonants
improved dramatically with two modulated noise bands com-
pared to one. This result demonstrated that temporal enve-
lope information, quantized into two spectral bands, was suf-
ficient for overall high recognition performance on
consonants and was sufficient for recognition of almost
100% of the voicing and manner information. In addition,
Shannonet al. ~1995! expanded the technique to three and
four bands, which resulted in high levels of sound-only
speech recognition. Information transmission analysis
~Miller and Nicely, 1955! showed that the improvement from
two to four bands was primarily due to increased information
on place of articulation, as might be expected.

The present series of experiments investigated speech
recognition by starting with the minimal spectral representa-
tion that resulted in good speech recognition~4 bands: STD–
STD!. This limited set of cues was then perturbed/distorted
to see which dimensions were most critical for speech rec-
ognition. We might expect considerable robustness to small
distortions in amplitude or spectral cues because these types
of distortions occur commonly in everyday listening condi-
tions. However, in listeners with limited capacity for pro-
cessing acoustic signals, like the severely hearing impaired
or cochlear implant listeners, the remaining cues they have
available may be more delicate and more sensitive to distor-
tion. The present experiments extend the results of previous

experiments to demonstrate the robustness of speech pattern
recognition to some distortions in the tonotopic pattern but
not to others.

The data of experiments II and III on spectral warping
and shifting demonstrate some conditions which have a more
detrimental effect on vowels than on consonants. Drullman
et al. ~1994! found that conditions of temporal smearing had
a larger detrimental effect on consonants than on vowels. As
speech cues are reduced to a minimum it appears that reduc-
tions in temporal and spectral cues have differential effects
on consonants and vowels. Shannonet al. ~1995! demon-
strated that consonantal voicing and manner cues are cor-
rectly perceived even when spectral cues are reduced to only
two bands of modulated noise, indicating that those conso-
nant contrasts require only minimal spectral information.
However, vowel recognition and consonantal place of articu-
lation required more spectral detail for high levels of recog-
nition, indicating that vowel recognition depends more on
spectral cues than on temporal cues. In the present experi-
ments temporal cues were preserved across all conditions
and spectral cues were distorted by shifting or warping. In
several conditions consonant recognition was only slightly
degraded while vowel recognition was reduced to single-
channel levels. This result is consistent with those previous
studies in that vowel recognition is more sensitive to spectral
distortions than is consonant recognition. In conditions
where consonant performance was relatively good and vowel
performance was poor~Fig. 4, LOG-8 mm condition!, sen-
tence recognition was completely disrupted. This suggests
either that both vowel and consonant phonemic recognition
must achieve a certain minimal level before the linguistic
retrieval can be successfully accomplished or that vowels are
more important than consonants for sentence recognition.

The present experiments measured speech recognition
performance without any practice in conditions of shifted
and warped spectral distribution of envelope cues. Certainly,
experience with the altered spectral distributions will im-
prove performance, as demonstrated by Blesser~1972! and
recently by Rosenet al. ~1997!. However, our intention was
to take a ‘‘snapshot’’ of the effect of spectral alterations
compared to existing normal acoustic pattern recognition.
Whether or not these altered patterns can be fully learned and
whether performance will ultimately return to the unaltered
level is a separate and important question. From the present
results it is not possible to predict which pattern of alteration
from the present experiments might be learnable.

VII. SUMMARY AND CONCLUSIONS

Speech recognition is a complex and robust process that
can be accomplished under conditions of severe distortion in

TABLE IV. Paired t-tests of differences from the STD–STD condition for the conditions of experiment IV.

STD 3 dB STD 6 dB STD 18 dB STD 200 Hz STD Sine

Sentences 9.98a 9.20a 3.27b 2.09 25.41a

Vowels 16.33a 9.77a 0.96 2.43b 0.29
Consonants 10.81a 10.35a 3.14b 2.29 21.90

aSignificant at,0.01 level (df57).
bSignificant at,0.05 level (df57).
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the original signal. Under ideal listening conditions the cen-
tral pattern recognition and linguistic access mechanisms
have a rich and redundant set of peripheral cues. As listening
conditions deteriorate, or under conditions of peripheral pa-
thology, the central pattern recognition must work with a
reduced set of cues from the periphery. The present series of
experiments tries to quantify the effect of corrupted and lim-
ited peripheral information on speech recognition.

Previous work~Shannonet al., 1995! demonstrated that
four bands of modulated noise were sufficient for high levels
of speech recognition. The present experiments expand this
previous result to define which parameters of such a reduced
representation are most critical for speech recognition. Ex-
periment I demonstrated that the exact cutoff frequencies
which define the four bands were not critical for speech rec-
ognition. Experiment II demonstrated that warping the spec-
tral distribution of envelope cues renders speech completely
unintelligible. Experiment III demonstrated that a tonotopic
shift of the envelope pattern resulted in poor intelligibility,
even when the relative cochlear distribution of envelope cues
was preserved. This result indicates that the central pattern
recognition mechanisms are not robust to even linear trans-
lations of the pattern along the neural array, at least without
training. Experiment IV demonstrated that the selectivity of
the envelope carrier bands was not critical for speech recog-
nition; performance deteriorated only when the bands were
broadly overlapping, smearing the tonotopic specificity of
envelope cues.
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Temporal and spatio-temporal vibrotactile displays for voice
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Four experiments were performed to evaluate a new wearable vibrotactile speech perception aid that
extracts fundamental frequency (F0) and displays the extractedF0 as a single-channel temporal or
an eight-channel spatio-temporal stimulus. Specifically, we investigated the perception of intonation
~i.e., question versus statement! and emphatic stress~i.e., stress on the first, second, or third word!
under Visual-Alone~VA !, Visual-Tactile~VT!, and Tactile-Alone~TA! conditions and compared
performance using the temporal and spatio-temporal vibrotactile display. Subjects were adults with
normal hearing in experiments I–III and adults with severe to profound hearing impairments in
experiment IV. Both versions of the vibrotactile speech perception aid successfully conveyed
intonation. Vibrotactile stress information was successfully conveyed, but vibrotactile stress
information did not enhance performance in VT conditions beyond performance in VA conditions.
In experiment III, which involved only intonation identification, a reliable advantage for the
spatio-temporal display was obtained. Differences between subject groups were obtained for
intonation identification, with more accurate VT performance by those with normal hearing.
Possible effects of long-term hearing status are discussed. ©1998 Acoustical Society of America.
@S0001-4966~98!03010-0#

PACS numbers: 43.71.Ma@WS#

INTRODUCTION

The substitution of the sense of touch for the sense of
hearing has been explored intermittently across almost the
entire twentieth century~Reedet al., 1993!, with the primary
goal to develop portable devices to enhance speech commu-
nication by hearing-impaired individuals. Fundamental is-
sues continue to be:~1! what speech information to encode
for presentation to the skin~e.g., spectral patterns or ex-
tracted acoustic-phonetic cues!; and ~2! how to present the
information ~e.g., as mechanical or electrical stimulation; as
rate displays, or spatial displays!. To date, several different
tactile speech perception aids have been developed and
tested, encoding a variety of sources of speech information
in a variety of presentation schemes designed to enhance
speechreading~for reviews see Kishon-Rabinet al., 1996;
Reedet al., 1993; Summers, 1992!. Reported enhancements
to speechreading have generally been in the range of 4–20
percentage points for words correct in open-set sentence
identification tasks.

One type of speech perception aid, which has motivated
a fair amount of research, delivers extracted voice fundamen-
tal frequency (F0) ~Bernsteinet al., 1989, 1998; Boothroyd
and Hnath, 1986; Eberhardtet al., 1990; Grant, 1987; Hanin
et al., 1988; Hnath-Chisolm and Kishon-Rabin, 1988;
Kishon-Rabinet al., 1996; Plant and Risberg, 1983; Rothen-
berg and Molitor, 1979; Summers, 1992; Waldstein and

Boothroyd, 1995a, b!. Voice F0 has been studied for several
reasons:~1! F0 characteristics contribute to speech percep-
tion at several different linguistic levels;~2! voice F0 is
generated at the glottis, which is invisible to the
speechreader; and~3! the presentation of simpleacoustic
stimuli composed of pulses generated as a function ofF0
greatly enhances speechreading. Normal-hearing adults have
been shown to improve 40–50 percentage points over
speechreading alone when they speechread with an acoustic
F0 supplement~Boothroyd et al., 1988; Breeuwer and
Plomp, 1984, 1985, 1986; Grant, 1987; Rosenet al., 1981!.

A brief inventory of the linguistic levels at whichF0
has been shown to be a factor readily illustrates the first point
above. The onset time of vocal fold vibration relative to su-
pralaryngeal articulator release~i.e., voice onset time! is a
primary contributor to perception of prevocalic consonantal
voicing distinctions~Lisker and Abramson, 1967!. F0 direc-
tion and height at the onset of prevocalic consonants also
vary systematically with the consonantal voicing distinctions
~Haggardet al., 1970; House and Fairbanks, 1953!. F0 is an
acoustical correlate of lexical stress~e.g., CONvert versus
conVERT! and sentential stress~Lehiste, 1970; Bolinger,
1958; Fry, 1955, 1958! also referred to as accent~Sluijter
and van Heuven, 1996!. Lexical stress patterns may be in-
volved in the perception of word boundaries~Cutler and But-
terfield, 1992!. F0 also systematically signals syntactic
structure~Bolinger, 1978; Lehiste, 1970; Pike, 1945! ~e.g.,
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the contrast between a sentence spoken as a statement or a
question! and can signal phrase boundaries~Streeter, 1978!.

The present study reports on an initial evaluation of a
new design for a wearable vibrotactile speech perception aid
that employs a digital processor for the automatic extraction
of F0. The new aid was evaluated using closed-set identifi-
cation of emphatic sentential stress~on the first, second, or
third word of the stimulus! and intonation~question versus
statement!. The main questions were:~1! whether one of the
two different vibrotactile displays ofF0 ~one a single-
channel temporal display and one an eight-channel spatio-
temporal display! was more successful for conveyingF0;
and~2! whether auditory speech perception experience was a
factor in the successful perception ofF0 information.

I. DISPLAYS

A main issue in designing anF0 vibrotactile speech
perception aid is how to tailor the linguistically relevant
characteristics of theF0 signal to vibrotactile perceptual
characteristics.F0 varies over the range of approximately
70–500 Hz across children, women, and men, with individu-
als’ voices exhibiting ranges of 1–1.5 octaves~Hess, 1983!.
Based on their research onF0, Hnath-Chisolm and Boo-
throyd ~1992! suggested that 1/8-octave or better resolution
is needed to effectively encodeF0 tactually, but semitone
~1/12-octave! resolution has also been suggested in the lit-
erature~Hermes and van Gestel, 1991!.

Vibrotactile psychophysical experiments by Rothenberg
et al. ~1977! showed that the vibrotactile frequency differ-
ence limen results in at least ten discriminable steps between
approximately 10 and 90 Hz with some additional steps, if
the range is extended to 300 Hz. Beyond 300 Hz, frequency
discrimination falls off rapidly. Therefore, a direct one-to-
one transformation from acoustic pitch periods to vibrotactile
rate is unlikely to be optimal. For example, the entire range
of a child’s voice~approximately 157–444 Hz; Hess, 1983!
would be above the range at which frequency is best resolved
by the skin. TheF0 range of adult males was even found to
be too large and poorly resolved with a direct acoustic-to-
vibrotactile transformation~Bernsteinet al., 1989!.

A. Single-channel temporal displays

Rothenberg and Molitor~1979! proposed to solve the
problem of transforming acousticF0 to vibrotactileF0 by
using frequency range compression and frequency shifting.
Detected voiceF0 was encoded as vibrotactile pulses deliv-
ered by a single vibrator. The most favorable results were
obtained when frequency was shifted so as to center around
50 Hz, with the scale factor at 1:1 or 1:0.75~for a male talker
whose untransformed 80-Hz range was centered at 125 Hz!.
Their experimental task was forced-choice identification of
the stressed word and intonation type of a sentence,Ron will
win, presented as a series of vibrotactile pulses. The sentence
was spoken with emphasis on one of the three words and
with the intonation pattern of either a question~rising! or a
statement~falling!. The results confirmed the prediction that
perception is most accurate when vibrotactile stimuli make
use of the frequencies below approximately 100 Hz. Analy-

sis of Fig. 5 in the Rothenberg and Molitor~1979! study
suggests that stress judgments were 51% correct (n58
normal-hearing individuals, chance at 33%!, and intonation
judgments were approximately 90% correct (n58, chance at
50%!.

Using a similar paradigm to Rothenberg and Molitor
~1979!, Bernstein et al. ~1989! tested several alternate
F0-to-vibrotactile transformations. However, Bernsteinet al.
employed a much larger and more varied stimulus sentence
set leading to higher uncertainty. In addition, because use of
an F0 speech perception aid would necessarily involve
speechreading under practical~not laboratory! conditions,
they compared stress and intonation identification under
tactile-alone~TA!, visual-tactile~VT!, and visual-alone~VA !
conditions. WhenF0 was shifted into the range below ap-
proximately 100 Hz, stress and intonation patterns were per-
ceived most accurately. Differences in display effectiveness
were only observed under TA conditions. Under the TA con-
dition, the most effective transformation produced somewhat
more accurate identification of stress~approximately 60%
correct for the best subject and a group mean of 52%,n
55 normal-hearing individuals! and somewhat less accurate
identification of intonation~approximately 80% correct for
the best subject and a group mean of 70%,n55) than ob-
tained by Rothenberg and Molitor~1979!.

B. Multichannel spatio-temporal displays

An alternate method for solving the problem of match-
ing the acousticF0 characteristics to the skin’s perceptual
capabilities is to engage spatial perception, following the
suggestion of Kirman~1973! who argued that temporal pat-
tern perception is not a forte of the skin. Spatial resolution
for touch is extremely good. Phillips and Johnson~1985!
reported spatial resolution of the finger pad to be 0.7 mm for
a moving stimulus. Blind readers of Braille can achieve rates
of 80–200 words per minute~Foulke, 1991!, indicating po-
tential for high information transfer rates. SpatialF0 dis-
plays might deliver greater information than temporal dis-
plays and also result in more effective processing under
cross-modal conditions. However, vibrotactile perception is
also susceptible to distortions due to interactions between
time and space~Geldard, 1985; Geldard and Sherrick, 1972!.
These distortions could enhance or degrade the perception of
speech information~Kirman, 1973!.

Boothroyd and colleagues implemented a spatio-
temporal vibrotactileF0 display scheme~Boothroyd and
Hnath, 1986; Boothroydet al., 1988; Hnath-Chisolm and
Medwetsky, 1988; Haninet al., 1988; Waldstein and Boo-
throyd, 1995a! ~for an aid employing a purely spatial elec-
trotactile display scheme, see Grantet al., 1986!. F0 was
extracted using an analog circuit and was encoded via vibra-
tion rate and vibrator location in a single-dimensional vibra-
tor array~Yeunget al., 1988!. Under this scheme, frequency
resolution is theoretically limited only by vibrotactile spatial
resolution and the number of vibrotactile stimulators~Hnath-
Chisolm and Kishon-Rabin, 1988!. The spatial component of
the Boothroyd display used a change of 0.16 octaves in input
frequency to cause a change in selection of the vibrator for
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activation.1 The temporal component of the display was the
output of a pulse on the spatially appropriate stimulator for
every other detected pitch pulse.

Hnath-Chisolm and Kishon-Rabin~1988! compared this
spatio-temporal display with a single-channel temporal-only
display of F0, which also employed the every-other-pulse
scheme. Their experimental tasks included identification of
stress and intonation in separate conditions, and results were
interpreted as showing some advantage for the spatio-
temporal display (VT580% correct and TA578% correct,
n56 normal-hearing individuals!.2 However, Hnath-
Chisolm and Kishon-Rabin’s temporal display of intonation
~VT570% correct and TA564% correct,n56) failed to
replicate TA intonation identification accuracy obtained by
Rothenberg and Molitor~1979!, and Bernsteinet al. ~1989!
with several different temporal displays, calling into question
the conclusion that there is a general advantage for a spatio-
temporal display.

II. CURRENT STUDY

The present study used the same task employed in Bern-
stein et al. ~1989! to investigate whether an eight-channel
spatio-temporal or single-channel temporal display was more
effective at conveying intonation and sentential stress infor-
mation. The temporal display consisted of the presentation of
every other detected pitch period, and the spatio-temporal
display consisted of presentation of the same pulses but dis-
tributed across an eight-channel single-dimensional array.
Experiment I investigated whether vibrotactileF0 enhanced
stress and intonation identification beyond VA identification,
and whether there were differential effects of display. Ex-
periment II assessed the perception of stress and intonation
information and display in the TA condition. Experiment III
further investigated display effects for intonation identifica-
tion under VT and TA conditions using a within-subjects
design to compare displays. In addition to group compari-
sons, individual performance differences were examined as a
function of display.

The goal of sensory substitution is to develop vibrotac-
tile speech perception aids for hearing-impaired individuals.
However, the relationship between the specialized experi-
ence of hearing-impaired individuals and vibrotactile speech
perception has received little attention in the literature~e.g.,
Bernsteinet al., in press; Rothenberg and Molitor, 1979!.
Therefore, experiment IV examined effects of auditory expe-
rience on vibrotactileF0 perception by hearing-impaired
adults.

III. EXPERIMENT I. VISUAL-ALONE VERSUS VISUAL-
TACTILE JUDGMENTS OF STRESS AND
INTONATION

In experiment I, under VA and VT conditions, subjects
identified both the position of an emphatically stressed word
in a sentence and the sentence intonation pattern.

A. Subjects

The 12 subjects~all female!, were age 20–29 years old,
with normal hearing, 20/30 or better normal or corrected

vision, and English as their native language. Six were ran-
domly assigned to the single-channel temporal display and
six to the eight-channel spatio-temporal display. Subjects
were paid for their time in the experiment.

B. Stimuli

1. Sentence stimuli

Four sentences were used to generate stimuli for this and
subsequent experiments.

~1! We owe you a yoyo.
~2! We will weigh you.
~3! Pat cooked Pete’s breakfast.
~4! Chuck caught two cats.

Phonetic content was controlled to examine the influ-
ence of continuously voiced versus interrupted vibrotactile
stimulus patterns: the first two sentences~referred to as
‘‘continuous’’! have voiced continuants~resulting in almost
uninterrupted voicing!, and the second two~referred to as
‘‘discontinuous’’! have voiceless stop and fricative conso-
nants~except for /b/ in ‘‘breakfast’’! ~resulting in brief peri-
ods of silence!. It was predicted that vibrotactile stress iden-
tification would be easier for sentences with voiceless
consonants, because the silences would facilitate identifying
syllable location and duration~Bernsteinet al., 1989!. At the
same time, inasmuch as those gaps interrupt intonation con-
tours, they might reduce vibrotactile intonation identification
accuracy~Bernsteinet al., 1989!. Twenty-four stimulus sen-
tences were generated from orthogonal combination of into-
nation pattern~statement or question! and position of the
word receiving emphatic stress~first, second, or third!. For
example, the base sentence ‘‘We owe you a yoyo.’’ gener-
ated the following six sentences in which the capitalized
word received emphatic stress:

WE owe you a yoyo.
WE owe you a yoyo?
we OWE you a yoyo.
we OWE you a yoyo?
we owe YOU a yoyo.
we owe YOU a yoyo?

Two tokens of each sentence in its six different instantiations
were spoken by a male and a female talker~96 tokens total!.

Stimuli were recorded on videotape and then stored on
video laserdisc~Bernstein and Eberhardt, 1986!. The 96
stimuli had been previously evaluated for production accu-
racy via auditory testing~98% correct stress and intonation
identification! ~Bernsteinet al., 1989!. A linear-phase elec-
troglottograph ~EGG! ~Synchrovoice! signal, which was
passed through a high-pass filter~Glottal Enterprise! was re-
corded on one audio channel of the video recording. The
dominant frequency in the EGG signal is the voiceF0 ~Four-
cin, 1981!. The EGG signals were used as input to the vibro-
tactile aid following gating to eliminate spurious vibrotactile
output due to shifts in the noise floor as the videodisc player
moved from pause to play. Video stimuli were presented on
a color monitor.
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2. Vibrotactile stimulus generation

Both vibrotactile displays in these experiments em-
ployed the same real-timeF0 extraction algorithm. The al-
gorithm was based on a time domain model of the decay of
the acoustic speech waveform following glottal excitation.
The algorithm was implemented on a Texas Instruments
TMS320 digital signal processing chip. Using a set of con-
ditions prespecified in software, the algorithm compared the
decline in amplitude over a sequence of digital samples with
the decay rate of the model. Criteria known to the model
were adaptively updated. Initial conditions were based on
likely first formant values, which determine the largest up-
ward excursion in the speech waveform. When the amplitude
of the sampled waveform exceeded criteria for decay, or the
duration of the putative pitch period was within the limits of

the model, a pitch period was reported by the processor.
Over time, in the absence of input, the model returned to its
initial values.

The performance of the currentF0 extraction algorithm
has not yet been subjected to direct comparison with other
possible real-time extractionF0 extraction algorithms~for a
comparison of three alternate algorithms, see Bosman and
Smoorenburg, 1997!. However, we have examined several
randomly selected examples of the pitch tracking by the cur-
rent algorithm~see Figs. 1–4!. Frequency in Hz is displayed
as a function of time for the handpicked pitch of the input
EGG signal and the output vibrotactile signal. Figures 1 and
3 show better frequency tracking for continuously voiced
sentences, as would be expected given the difficulty of ex-
tracting pitch from speech with many stop consonants. The
figures also show that errors were made in trackingF0.

FIG. 1. Frequency in Hz is displayed as a function of time for the input EGG signal~indicated by the3’s! and the output tactile signal~indicated by the filled
circles!. The statement ‘‘We WILL weigh you.’’ was spoken by the female talker. Tactile-alone stress (chance533%) judgment accuracy for this token was
30% correct with the temporal display and 45% correct with the spatio-temporal display. Tactile-alone intonation (chance550%) judgment accuracy was 85%
correct with the temporal display and 100% correct with the spatio-temporal display.

FIG. 2. Frequency in Hz is displayed as a function of time for the input EGG signal~indicated by the3’s! and the output tactile signal~indicated by the filled
circles!. The question ‘‘Chuck CAUGHT two cats?’’ was spoken by the female talker. Tactile-alone stress (chance533%) judgment accuracy for this token
was 85% correct with the temporal display and 60% correct with the spatio-temporal display. Tactile-alone intonation (chance550%) judgment accuracy was
100% correct with the temporal display and 90% correct with the spatio-temporal display.
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However, examination of the human performance data taken
from experiment II~see captions of Figs. 1–4! suggests that
with tactile information alone, stress and intonation judg-
ments can be accurate even when tracking errors occurred.
For example, despite substantial errors in the tracking of the
sentence final frequency contour for the token displayed in
Fig. 2, intonation judgments were highly accurate.

The processor in the vibrotactile aid was programmed to
send a signal to a custom electronic circuit that initiated a
square pulse for every second detected pitch pulse. This
scheme was required by the spatio-temporal display in order
to determine the appropriate output channel. Discarding the
initial pulse introduced a variable delay in the output. Analy-
sis of 8 of the 96 tokens suggested that onset delays ranged
between 0 and 50 ms with an average onset delay~;30 ms!.
However, this delay was within the 40-ms limit that
McGrath and Summerfield~1985! suggested as sufficient to
not dramatically affect audio-visual speech understanding.

The scheme used to assign output channels for the eight-
channel aid is shown in Fig. 5. Output channel number is
plotted as a function of input rate. The lines with the open
squares represent the channel selection scheme for the male
talker. Channel selection was programmed on the basis of
prior analysis of the frequency ranges of the two talkers
~Bernsteinet al., 1989! and was designed to center the eight
channels over the range of frequencies containing the center
90% of detected pitch periods for each talker. Frequency
ranges were allocated to channels equally except for the
highest and lowest channels, which were expanded to ac-
commodate extreme pitch excursions. Spatial resolution was
approximately 0.083 octaves per vibrotactile stimulator loca-
tion for the male talker and 0.125 octaves for the female
talker. Vibrotactile stimulation was delivered via small sole-
noids with contact points of 2 mm in diameter arrayed with
4-mm separation between them. The single-channel display
presented every pulse on a single solenoid. Amplitude of the

FIG. 3. Frequency in Hz is displayed as a function of time for the input EGG signal~indicated by the3’s! and the output tactile signal~indicated by the filled
circles!. The question ‘‘We will WEIGH you?’’ was spoken by the male talker. Tactile-alone stress (chance533%) judgment accuracy for this token was 40%
correct with the temporal display and 70% correct with the spatio-temporal display. Tactile-alone intonation (chance550%) judgment accuracy was 100%
correct with the temporal display and 100% correct with the spatio-temporal display.

FIG. 4. Frequency in Hz is displayed as a function of time for the input EGG signal~indicated by the3’s! and the output tactile signal~indicated by the filled
circles!. The question ‘‘Chuck CAUGHT two cats?’’ was spoken by the male talker. Tactile-alone stress (chance533%) judgment accuracy for this token was
55% correct with the temporal display and 30% correct with the spatio-temporal display. Tactile-alone intonation (chance550%) judgment accuracy was 75%
correct with the temporal display and 90% correct with the spatio-temporal display.
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output signal was not modulated by the amplitude input sig-
nal. All stimuli were presented to the hypothenar of the left
hand.3

C. Design and procedure

Stimulus presentation and response collection were
computer controlled. The subject’s task was to make a six-
alternative forced-choice identification of the emphatically
stressed word~first, second, or third word! and the intonation
pattern ~question or statement! of each stimulus sentence.
Responses were collected using a six-button response box
with ‘‘question’’ responses on the right side of the box and
‘‘statement’’ responses on the left. Buttons on each side were
numbered to correspond to the position in the sentence of the
stressed word.

LEDs on the response box signaled the beginning of a
trial. The first frame of a video stimulus was then presented
and paused briefly, with the talker in a relaxed position. The
video stimulus was then played in real-time. The final frame
of the stimulus was then paused with the talker again in a
relaxed position. Following each response, feedback was
provided by lighting an LED over the button associated with
the correct response.

Subjects were tested in both VA and VT conditions,
with the order of conditions counterbalanced. Sentences for a
single talker were presented in blocks of 48~2 tokens34
base sentences32 types of intonation33 positions of stress!.
Subjects received 20 blocks in the visual condition and 30
blocks in the VT condition. The talker was alternated every
five blocks, and the order of talker presentation was counter-
balanced across subjects. During VT trials, subjects wore
earplugs and received shaped noise through headphones to
mask possible sounds caused by the stimulator. The stimulus
blocks lasted approximately 60 mins, and subjects were
tested in seven sessions. The subjects received at most 3 h of
vibrotactile experience.

Subjects were informed of both the structure and content
of the stimulus sentences and practice was administered prior
to data collection. Practice preceding the VA condition con-
sisted of audiovisual trials with 48 sentences~two talkers
3four base sentences3two intonation3three stress! and vi-

sual trials with 48 sentences, each sentence followed by the
subject’s response and feedback. Practice prior to the VT
condition consisted of audiovisual presentation of the 48 sen-
tences, the same sentences presented with video and EGG
signals auditorily, and then presented with VT stimulation.
Feedback was given following each trial.

D. Analyses

Separate 232323232 ~condition3 talker3sentence
type3order3display! repeated measures analyses of vari-
ance were performed on the mean percentage correct re-
sponses separately for stress and intonation.4 Condition,
talker, and sentence type were within-subjects variables, and
order and display were between-subjects variables. The con-
dition factor corresponded to whether the trials were per-
formed VA or VT. The sentence-type factor compared the
two sentences with voiced consonants to the two sentences
with unvoiced consonants. Order corresponded to whether
the subjects were tested in the VA condition first or second.
Display corresponded to the temporal or spatio-temporal vi-
brotactile stimuli. Only the last five blocks of data for each
talker, for each condition, were analyzed. Those blocks were
considered representative of the subjects’ most experienced
performance within a given condition.

E. Results and discussion

VA stress and intonation identifications were reliably
above chance (chance533.3% for stress and 50% for into-
nation! according to the binomial test, but not at ceiling.~See
Tables I and II for individual subject data.!

Stressidentification did not differ as a function of con-
dition @F(1,8)50.00, p.0.96# ~see Table I!. The overall
mean percent correct stress was 79% for the female talker
and 87% for the male talker (chance533%) @F(1,8)
524.94, p,0.01#. This result was consistent with previous
results suggesting that the female talker was more difficult to
speechread than the male~Demorest and Bernstein, 1987;

TABLE I. Experiment I: Individual subject data in percent correct forstress
judgments under visual-alone and visual-tactile conditions (Chance
533%). Display51 indicates the subject used the temporal display;
Display58 indicates that the subject used the spatio-temporal display.
Cont.5Continuous Sentences; Discont.5discontinuous sentences.

Subject
~Display!

Visual-alone Visual-tactile

Cont. Discont. Combined Cont. Discont. Combined

1~1! 89 78 83 85 79 82
2~1! 82 74 78 74 81 78
3~1! 93 84 88 92 84 88
4~1! 85 75 80 83 85 84
5~1! 90 80 85 93 93 93
6~1! 97 93 95 88 87 88
7~8! 82 73 78 75 81 78
8~8! 77 71 74 78 69 73
9~8! 84 80 82 84 80 82

10~8! 93 84 89 86 80 83
11~8! 86 79 83 78 80 79
12~8! 82 83 82 91 88 90

Mean 87 79 83 84 82 83

FIG. 5. Channel selection for spatio-temporal display of voiceF0. The lines
delimited by the open squares indicate the input ranges for the male display.
The lines delimited by the filled squares indicate the ranges for the female
display.
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Eberhardtet al., 1990!. Stress was more accurately identified
in continuous sentences~85%! than in discontinuous sen-
tences ~81%! @F(1,8)520.96, p,0.01#. This result was
counter to the prediction that stress would be more percep-
tible when sentences had unvoiced consonants to mark syl-
lable boundaries. However, because the visual stimulus ap-
peared to provide most of the information about stress, it
seemed that the mostly labial place of articulation for conso-
nants in the continuous sentences provided the syllable
boundary information. This result provides support for the
hypothesis that visible changes in the rhythm of alternating
mouth opening during vowels and closure or approximation
during consonants provides cues to the location of emphati-
cally stressed words in sentences~Bernsteinet al., 1989!.
Both talker and sentence-type interacted with condition. Ex-
amination of the means for both of these interactions sug-
gested that the sentence-type~see Table I! and talker differ-
ences (VA: male588% correct, female578% correct;
VT: male586% correct, female580% correct! were re-
duced in magnitude in the visual-tactile condition relative to
the visual-alone condition. These interactions are not readily
interpretable in terms of the influence of the vibrotactile
speech perception aid.

Identification accuracy forintonation differed across
conditions ~82% VT and 64% VA! @F(1,8)558.39,
p,0.01] ~see Table II!. However, the spatio-temporal and
temporal display were not different@F(1,8)50.20, p
50.66], and display did not interact with con-
dition ~VA: temporal566%, spatio-temporal562%;
VT: temporal582%, spatio-temporal582% correct!. A sig-
nificant main effect of sentence-type and a sentence-type by
talker interaction were also obtained. These effects did not
interact with condition and therefore were not interpretable
in relation to the tactile information. This pattern of results
provides evidence of a benefit from the tactile information
for making intonation judgments. However, as in the VT
condition of study I reported in Bernsteinet al. ~1989!, no
evidence was observed for any display differences.

IV. EXPERIMENT II. TACTILE-ALONE JUDGMENTS
OF STRESS AND INTONATION

Experiment II was conducted to assess how accurately
stress and intonation could be perceived by vibrotaction
alone and to determine whether a difference between dis-
plays would emerge in the absence of visual stimulation.

A. Stimuli and subjects

The vibrotactile stimuli and the stimulus delivery system
were the same as in experiment I. Seven subjects from ex-
periment I were tested in experiment II. An eighth subject, a
native-English speaking female, was recruited. This subject
performed the experiment I protocol before proceeding to
experiment II. Subjects ranged from 20 to 27 years of age.
The eight subjects were divided into two groups according to
their previously assigned display and performed experiment
II with that display.

B. Design and procedure

A block of 48 VT trials was presented to refamiliarize
the subjects with the stimuli. They then judged stress and
intonation for 25 blocks of TA trials for each talker. Five
blocks per talker were presented in each session. The talker
was alternated every five blocks, and the order of talker pre-
sentation was counterbalanced across subjects. After day 1,
subjects were informed of a monetary bonus that could be
earned based on day 5 accuracy for stress identification. To
earn the bonus, the subjects were required to maintain into-
nation accuracy while improving stress accuracy.

C. Analyses

Each subject’s last five blocks of stress and intonation
identification for each talker were analyzed. Separate 232
32 (talker3display3sentence-type) repeated measures
analyses of variance were performed on the mean percent-
ages of correct responses for intonation and stress. Talker
and sentence-type were within-subjects factors, and display
was a between-subjects factor.

D. Results and discussion

Stressinformation was available from the vibrotactile
stimuli at levels reliably above chance according to the bi-
nomial test~56% for the temporal display and 48% for the
spatio-temporal display! (chance533.3%) ~see Table III!.
TA stress identification accuracy did not differ significantly
as a function of displays@F(1,6)53.11, p50.13#. Stress
was more accurately identified in discontinuous sentences
~59%! than in continuous sentences~45%! @F(1,6)
582.14, p,0.01#, as predicted. In addition, sentence-type
interacted with talker@F(1,6)526.24, p,0.01#, such that
performance was better with the female talker only for the
continuously voiced sentences~Continuous Male540% cor-
rect, Continuous Female550% correct, and Discontinuous
Male558% correct, Discontinuous Female561% correct!.
Analysis of the results showed that the bonus did not influ-
ence performance levels.

TABLE II. Experiment I: Individual subject data in percent correct for
intonation judgments under visual-alone and visual-tactile conditions
(Chance550%). Display51 indicates the subject used the temporal dis-
play; Display58 indicates that the subject used the spatio-temporal display.
Cont.5Continuous Sentences; Discont.5discontinuous sentences.

Subject
~Display!

Visual-alone Visual-tactile

Cont. Discont. Combined Cont. Discont. Combined

1~1! 63 53 58 87 74 80
2~1! 63 55 59 70 62 66
3~1! 67 65 66 86 89 88
4~1! 76 66 71 93 88 91
5~1! 58 63 66 91 81 86
6~1! 79 68 74 81 75 78
7~8! 65 53 59 92 88 90
8~8! 61 60 61 85 70 78
9~8! 68 62 65 92 86 89

10~8! 68 65 67 84 78 81
11~8! 63 68 65 83 86 85
12~8! 62 54 58 73 66 70

Mean 67 61 64 85 79 82
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Accuracy was comparable to that for stress identification
obtained earlier by Rothenberg and Molitor~1979!, and by
Bernsteinet al. ~1989!, who used the same stimuli and a
different set of vibrotactile displays based on hand-picked
pitch periods. Scores were also roughly comparable to those
obtained by Hnath-Chisolm and Kishon-Rabin~1988! ~56%
correct temporal and 51% correct spatio-temporal!.

Although no statistically significant differences between
displays were observed for stress judgments, the temporal
display tended to convey stress more accurately. This trend
was also present in the TA performance reported by Hnath-
Chisolm and Kishon-Rabin~1988!. However, given the evi-
dence, obtained in experiment I, that emphatic stress tends to
be highly visible, this trend was not explored further in sub-
sequent experiments.

Intonation information was available from the vibrotac-
tile stimuli at levels reliably above chance according to the
binomial test~73% for the temporal display and 83% for the
spatio-temporal display! (chance550%) ~see Table IV!. The
difference between performance with the temporal and

spatio-temporal displays in the current study was not statis-
tically significant @F(1,6)52.58, p50.16#. However, the
absence of statistical significance may be a result of the sub-
ject sample size.

Intonation identification accuracy with the temporal dis-
play was worse than that reported by Rothenberg and Moli-
tor ~1979! ~90% correct! and the same as Bernsteinet al.
~1989! ~70% correct!. However, average performance was
better than reported by Hnath-Chisolm and Kishon-Rabin
~1988! ~64%! for their temporal display. Intonation identifi-
cation accuracy with the spatio-temporal display~83% cor-
rect! was greater than spatio-temporal performance reported
by Hnath-Chisolm and Kishon-Rabin~1988! ~78% correct!.

Examination of the subject data suggested that the accu-
racy of intonation judgments by several individuals matched
or exceeded the best subject’s performance~81% correct! in
Bernsteinet al.’s experiment II in which pitch was hand-
picked. Thus even with errors introduced by real-timeF0
extraction, levels of accuracy were achieved with both dis-
plays that were comparable to results obtained when the tac-
tile signal was generated off-line for the same sentence to-
kens~Bernsteinet al., 1989!.

Individual differences were observed in the ability to use
the tactile information~see Table IV!. For example, exami-
nation of the intonation judgment performance shows that
subject 1 performed exceptionally well with the temporal-
display, and subject 8 performed somewhat less accurately
with the spatio-temporal display. Unfortunately, the between
subjects design employed limits our ability to interpret the
relationship of the individual differences and display type.
Experiment III examined the relationship of individual dif-
ferences in performance accuracy and display type.

V. EXPERIMENT III. TEMPORAL VERSUS
SPATIO-TEMPORAL DISPLAYS FOR INTONATION
JUDGMENT

Given the theoretically motivated prediction of an ad-
vantage with the spatio-temporal display and the possibility
of individual differences in display effectiveness, an addi-
tional experiment was conducted to attempt more sensitively
to observe differential effects of display. Experiment II pro-
vided an indication, although not statistically significant, that
the two displays were differentially effective for both stress
and intonation judgments. However, the results of experi-
ment I provided evidence thatonly intonation judgments
were influenced by the addition of vibrotactile information.
Experiment III examined the advantage for the spatio-
temporal display for intonation judgments.

Arguably, the complexity of the task and the stimulus
set in experiments I and II could result in performance errors
that reduced sensitivity. Therefore in experiment III, one
talker was presented, the subjects judged intonation only,
and testing was under the two conditions employing vibro-
tactile stimuli, VT and TA. To enhance the power of the
design, subjects received both displays in counterbalanced
order and repeated measures analysis was performed.

TABLE III. Experiment II: Individual subject data in percent correct for
stress judgments under the tactile-alone condition (Chance533%).
Display51 indicates the subject used the temporal display; Display58 in-
dicates that the subject used the spatio-temporal display.* indicates subject
did not participate in experiment I.

Subject
~Display!

Experiment I
subject number

Tactile-alone

Continuous Discontinuous Combined

1~1! 3 54 69 61
2~1! * 47 60 53
3~1! 5 40 58 49
4~1! 6 50 71 61

Mean 48 64 56

5~8! 7 40 54 47
6~8! 8 38 42 40
7~8! 11 48 65 56
8~8! 12 43 56 50

Mean 42 54 48

TABLE IV. Experiment II: Individual subject data in percent correct for
intonation judgments under the tactile-alone condition (Chance550%).
Display51 indicates the subject used the temporal display; Display58 in-
dicates the subject used the spatio-temporal display.* indicates subject did
not participate in experiment I.

Subject
~Display!

Experiment I
subject number

Tactile-alone

Continuous Discontinuous Combined

1~1! 3 85 92 89
2~1! * 61 68 65
3~1! 5 68 59 63
4~1! 6 69 79 74

Mean 71 74 73

5~8! 7 93 84 88
6~8! 8 92 76 84
7~8! 11 85 85 85
8~8! 12 76 74 75

Mean 86 80 83
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A. Subjects and stimuli

The 21 subjects were age 18–45 years old, with normal
hearing, 20/30 or better normal or corrected vision, and En-
glish as their native language. Complete data were obtained
for 16 of the 21,5 who were divided into groups of eight and
received both displays in counterbalanced order. Subjects re-
ceived approximately 3 h of experience with each display
and had not participated in experiments I or II.

In experiments I and II, two talkers were used to in-
crease the generalizability of the findings~Demorestet al.,
1996!. However, the use of multiple talkers is known to in-
crease task difficulty~Mullennix et al., 1989!. In the current
experiment, we chose to use a single-talker to reduce task
difficulty. The sentence stimuli were the 48 tokens spoken by
the female talker.

B. Design, procedure, and analyses

Stimuli were presented under TA and VT conditions.
Subjects made two-alternative forced-choice intonation iden-
tifications by pressing one of two buttons~one labeled
‘‘question,’’ and one ‘‘statement’’!. Practice trials were pre-
sented on the first day of testing with each of the two dis-
plays. For each display, 15 blocks of trials were presented, 5
on each of 3 days. Only the data from the last five blocks of
trials for each display were analyzed. For each subject, order
of the 48 sentences was independently randomized within
each block and condition, and the 2 conditions~VT and TA!
were randomly ordered across the 5 blocks presented on a
given day with the constraint that no more than 3 blocks
were presented in a given condition.

A repeated measures analysis of variance was performed
on percent correct intonation identification. The within-
subjects factors were display~temporal versus spatio-
temporal!, condition ~TA versus VT!, sentence-type~con-
tinuous versus discontinuous!, and block. The between-
subjects factor was display order~temporal first versus
spatio-temporal first!.

C. Results and discussion

Across VT and TA conditions, intonation identi-
fication was more accurate with the spatio-temporal~91%
correct! than with the temporal display~75% correct!
@F(1,14)518.53,p,0.01# ~see Table V!. Also, VT identifi-
cation differed significantly from TA identification
@F(1,14)59.29, p,0.01#. However, a statistically signifi-
cant display3condition interaction was also obtained
@F(1,14)510.25,p,0.01#: Spatio-temporal display resulted
in the same performance levels across conditions~91% cor-
rect VT and TA!, whereas performance varied across condi-
tions with thetemporaldisplay~78% correct VT versus 72%
correct TA!. These results demonstrated an advantage for the
spatio-temporal display under the TA and VT conditions.
The advantage observed under VT conditions is important in
that it suggests a difference may exist under practical~not
just laboratory! conditions.

The increased accuracy with the spatio-temporal display
observed in this experiment has two possible sources. First,
the two displays differed in the extent to which they had

been optimized for this female talker. The spatio-temporal
display was optimized specifically for the presentation of the
female talker~see Fig. 5!. The temporal display was de-
signed to deliver both male and female talkers and was
known to be less than optimal for this female talker. Specifi-
cally, the female talker’s meanF0 was 200 Hz, with her
mean for the every-other-pulse scheme being 100 Hz. The
best frequency resolution for the skin is below 100 Hz, thus
the temporal display of the female talker’sF0 is not opti-
mally suited to the temporal resolution capabilities of the
skin. Second, the advantage could be due to the use of the
spatial dimension.

Although the current data alone do not allow us to de-
cide between these two possible interpretations, examination
of previous performance with tactile transformation of these
stimuli can provide some insight. In their Fig. 2, Bernstein
et al. ~1989! present data on temporal displays optimized for
the presentation of the same stimuli spoken by the female
talker as were used in the current experiment. Average TA
performance levels with the best of these temporal displays
was comparable~74% correct! to the current TA perfor-
mance with a temporal display~72% correct!. Thus the in-
crease in performance with the spatio-temporal display was
likely due to the use of the spatial dimension and not the
optimization of the display for a specific talker.

Examination of the individual subject data~see Table V!
suggests that performance level varied more for the temporal
display than for the spatio-temporal display. Within-subject
performance levels~in percent correct! were not signifi-
cantly correlated across displays for either condition
(TA: r 50.377 and VT: r 50.398). The pattern of results
suggests an advantage for spatio-temporal display in the sta-
bility of performance across individuals. That is, most indi-
viduals could successfully use the spatio-temporal display,
whereas only some of those individuals could successfully
use the temporal display.

TABLE V. Experiment III: Individual subject data in percent correct for
intonation judgments under the visual-tactile and tactile-alone condition
(Chance550%).

Subject

Temporal Spatio-temporal

Tactile-alone Visual-tactile Tactile-alone Visual-tactile

1 66 65 95 94
2 55 68 89 90
3 85 91 98 95
4 93 88 83 81
5 88 90 85 92
6 65 70 93 98
7 45 53 89 78
8 87 94 93 98
9 68 75 92 94

10 83 86 95 95
11 69 78 95 95
12 45 57 72 63
13 44 65 90 97
14 84 87 95 98
15 95 97 97 96
16 83 90 88 86

Mean 72 78 90 91
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VI. EXPERIMENT IV. VISUAL-ALONE VERSUS
VISUAL-TACTILE JUDGMENTS OF STRESS
AND INTONATION BY HEARING-IMPAIRED
INDIVIDUALS

The goal of sensory substitution is to develop vibrotac-
tile speech perception aids for hearing-impaired individuals.
Having observed several hearing-impaired subjects who
were less successful identifying vibrotactile stress and into-
nation than hearing subjects, Rothenberg and Molitor~1979!
suggested that vibrotactile pitch perception could be based
on experience with auditory pitch. Alternatively, the ability
to judge stress and intonation could be based on experience
with spoken language. That is, individuals with reduced ex-
perience perceiving spoken language, might have more dif-
ficulty with identification of stress and intonation regardless
of the form of stimulation. Experiment IV, which was a
modified version of experiment I, employed pre- and post-
lingually hearing-impaired adult subjects. In addition to test-
ing stress and intonation judgments, a test was also given to
estimate the speechreading ability of our subjects with early
ages-of-onset of hearing impairment.

A. Subjects

The subjects were eight hearing-impaired adults, age
19–30 years, four with pre- and four with post-lingual hear-
ing impairments. They were all from the Gallaudet Univer-
sity community. Table VI shows the three-frequency pure-
tone averages~dB HL! for each of the subjects, their age at
onset of hearing impairment, the display they received and
their accuracy for speechreading words in sentences. All sub-
jects reported English as their native language. They were
paid for their participation.

B. Stimuli, design, and procedure

The stimuli and task in experiment IV were the same as
in experiment I. The sequence of conditions was held con-
stant across subjects. VT stimuli were used to help explain
and give initial practice. It was hypothesized that the vibro-
tactile stimuli would aid in conveying the concept of stress
and intonation, in the event that the subjects were unfamiliar
with these linguistic characteristics.

Subjects were given written instructions explaining the
task followed by a spoken explanation with manual sign ac-
companiment. The experimenter presented the subjects with

examples of the different types of intonation patterns and
stress patterns using live voice~and no manual signs!, which
was processed and transformed into vibrotactile stimulation
in real-time. It was verified that the subjects had a basic
understanding of the task. Subjects were then presented with
practice consisting of 48 VT trials and 48 VA trials. Each
trial was followed by feedback. Then subjects identified
stress and intonation in 4 blocks of 48 sentences in the VA
condition followed by 30 blocks of VT trials, followed by 20
blocks of VA trials. Half of the blocks were produced by the
female talker and half by the male talker, with order of talker
counterbalanced across subjects. The total number of trials in
each condition was equivalent to that in experiment I. At the
end of testing, each subject was presented with a set of 100
prerecorded sentences spoken by a different male talker to
assess speechreading ability. Sentences were presented one
at a time under computer control and after each sentence
subjects typed what they thought the talker said.

C. Analyses

Separate 232323232 ~condition3talker3sentence-
type3pre-post3display! repeated measures analyses of vari-
ance were performed on the mean percentages of correct
responses for intonation and stress, as in experiment I, except
that pre–post corresponded to whether the subjects had pre-
or post-lingual hearing impairments. Again, only the last five
blocks of data within the VA and VT conditions were ana-
lyzed.

D. Results and discussion

VA stressidentification was reliably above chance for
both talkers~80% correct for the female talker and 84% cor-
rect for the male talker! according to the binomial test
(chance533.3%) ~see Table VII!. VA intonation identifica-
tion was reliably above chance for the male talker~66% cor-
rect! but not for the female talker~56% correct!, according to
the binomial test (chance550%) ~see Table VIII!. The ac-
curacy of speechreading sentences~see Table VI! is consis-
tent with our previous studies assessing speechreading ability
~Bernsteinet al., 1998; Auer, 1997!. Specifically, individuals
with early onset hearing impairments ~subjects
1, 3, 5, 6, 7, 8! frequently far outperform individuals with
late-onset hearing impairments~e.g., subject 4! or normal
hearing.

TABLE VI. Display-type, age of onset in years, three-frequency~0.5 kHz, 1 kHz, 2 kHz! pure-tone averages
~dB HL! and speechreading ability of sentences in percent words correct for subjects in experiment IV.
NMH5no measurable hearing.

Subject
~onset! Display

Age of onset of
hearing loss

Left
ear

Right
ear

Speechreading
of sentences

1~Post! Temporal 4 NMH NMH 67
2~Post! Temporal 4 NMH NMH 37
3~Post! Spatio-Temporal 3 110 105 61
4~Post! Spatio-Temporal 15 103 95 28

5~Pre! Temporal Birth 83 92 67
6~Pre! Temporal Birth 87 100 72
7~Pre! Spatio-Temporal Birth 115 110 62
8~Pre! Spatio-Temporal Birth 100 105 71
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The results of experiment IV were essentially consistent
with those of experiment I. The analysis of variance for
stressidentification revealed statistically significant effects
of talker @F(1,4)515.18, p,0.02# and sentence type
@F(1,4)5109.44,p,0.01#. As in experiment I, stress iden-
tification was easier with the male talker and easier for con-
tinuous sentences~see Table VII!. Furthermore, as in experi-
ment I, no significant effects or interactions related to the
variables of interest were revealed.

Intonation identification accuracy was enhanced by the
addition of the vibrotactileF0 information~61% correct VA
and 71% correct VT! @F(1,4)59.68, p,0.04#. Consistent
with the results of experiment I, intonation identification was
easier for continuous sentences@F(1,4)546.07, p,0.01#.
However, this effect did not interact with condition and was
not interpretable in relation to the tactile information. No
statistically significant effects of display or pre- versus post-
lingual hearing impairment were observed. Thus benefit for
intonation judgment accuracy obtained with the addition of
the tactile information does not appear related to the age-of-
onset of the hearing impairment or the type of vibrotactile
display used.

The similarity of the results for individuals with pre- and
post-lingual onset of hearing impairment does not support
the suggestion that vibrotactile pitch perception may be

based on auditory pitch perception experience~Rothenberg
et al., 1977!. However, experiential differences between
these two populations were relevant to VA intonation judg-
ment accuracy. The post-lingual group was better able to
make intonation judgments from visual speech information
@t(6)54.197, p,0.01; Pre-lingual556% correct,
Post-lingual566% correct#. Interestingly, this difference in
VA intonation judgment accuracy was not related to
speechreading ability or the magnitude of enhancement ob-
served with the addition of tactile information.

VII. GENERAL DISCUSSION

This study was conducted within the context of a project
to develop a new, wearable vibrotactile speech perception
aid. The main questions with practical implications were:~1!
whether one of the two different vibrotactile displays ofF0
was more successful for conveyingF0; and~2! whether au-
ditory speech perception experience was a factor in the suc-
cessful perception ofF0 information.

The current studies demonstrated an advantage in into-
nation judgment accuracy for a spatio-temporal display over
a temporal display. The advantage was observed under both
VT and TA presentation conditions, but was reduced in mag-
nitude in the VT condition. Furthermore, the advantage was

TABLE VII. Experiment IV: Individual subject data in percent correct forstressjudgments under visual-alone
and visual-tactile conditions (Chance533%). Display51 indicates the subject used the temporal display;
Display58 indicates that the subject used the spatio-temporal display. Post indicates the subject had a post-
lingual hearing impairment. Pre indicates the subject had a pre-lingual hearing impairment.

Subject
~Display!
~Onset!

Visual-alone Visual-tactile

Cont. Discont. Combined Cont. Discont. Combined

1~1!~Post! 87 82 85 75 73 74
2~1!~Post! 88 75 82 77 75 76
3~8!~Post! 95 88 92 98 88 93
4~8!~Post! 71 62 66 63 60 62
5~1!~Pre! 91 87 89 89 82 85
6~1!~Pre! 70 63 66 74 65 69
7~8!~Pre! 93 84 89 91 83 87
8~8!~Pre! 89 83 86 85 75 80

Mean 86 78 82 81 75 78

TABLE VIII. Experiment IV: Individual subject data in percent correct forintonation judgments under visual-
alone and visual-tactile conditions (Chance550%). Display51 indicates the subject used the temporal display;
Display58 indicates the subject used the spatio-temporal display. Post indicates the subject had a post-lingual
hearing impairment. Pre indicates the subject had a pre-lingual hearing impairment.

Subject
~Display!
~Onset!

Visual-alone Visual-tactile

Cont. Discont. Combined Cont. Discont. Combined

1~1!~Post! 72 63 67 70 69 70
2~1!~Post! 64 59 62 80 77 79
3~8!~Post! 73 66 69 90 77 84
4~8!~Post! 70 61 65 81 71 76
5~1!~Pre! 66 53 59 75 68 72
6~1!~Pre! 52 50 51 57 53 55
7~8!~Pre! 60 57 58 83 76 79
8~8!~Pre! 63 49 56 57 56 56

Mean 65 57 61 74 68 71
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observed in the context of a temporal display that also pro-
vided a significant enhancement over the visually available
information. Thus the current results appear to provide stron-
ger evidence in favor of a spatio-temporal display than was
reported in Hnath-Chisolm and Kishon-Rabin~1988!. Inter-
estingly, evidence was observed that performance was more
stable with the spatio-temporal display across individual sub-
jects. Thus if the goal of the speech perception aid is to
accurately convey sentential intonation contours, then the
current study supports the use of a spatio-temporal display.
However, this conclusion may not hold for other linguistic
levels at whichF0 has been shown to be a factor.

A coarse level comparison of previous perceptual and
linguistic experience was possible by comparing the perfor-
mance of the normal-hearing subjects in experiment I and
hearing-impaired subjects in experiment IV. The pattern of
results forstressidentification did not appear to differ as a
function of hearing group nor the pre–post lingual onset dis-
tinction. It is interesting to note that because hearing-
impaired individuals rely on visual information for speech
communication, more accurate stress identification might
have been predicted on their part.

VA intonation identification accuracy was comparable
across subject groups~64% correct for normal-hearing and
61% correct for hearing-impaired subjects!. VT intonation
identification accuracy was higher for the hearing subjects
~82% for normal-hearing subjects and 71% for hearing-
impaired subjects!.6 This pattern of results is consistent with
the suggestion that vibrotactile pitch perception may be
based on auditory pitch perception experience~Rothenberg
et al., 1997!. However, this conclusion was not supported by
the comparison of pre- versus post-lingually hearing-
impaired individuals~see discussion of experiment IV!. Thus
although it is clear that hearing-impaired subjects received
less benefit than the normal-hearing subjects, determination
of the nature of the experiential factors responsible for this
difference between hearing groups awaits further study~e.g.,
Bernsteinet al., 1998!.

VIII. CONCLUSION

The results of the present study clearly support the use
of a spatio-temporal display, if the goal is to accurately con-
vey sentential intonation contours. Furthermore, enhance-
ments in performance over VA performance are related to
previous perceptual/linguistic experience, with normal-
hearing individuals obtaining the largest enhancements.
However, the issues raised in Sec. VII point to the need for
additional studies investigating both of these conclusions.
Direct comparison of alternate display schemes, holding sig-
nal processing constant, is relatively rare~cf., Eberhardt
et al., 1990; Hnath-Chisolm and Kishon-Rabin, 1988; Roth-
enberg and Molitor, 1979!. When such studies have been
conducted, they have provided insights into vibrotactile
speech perception and have shown that the vibrotactile sys-
tem can be sensitive to how the vibrotactile stimulus is con-
structed. These demonstrations encourage us to believe that
systematic research and engineering methods can lead to
speech perception aids that optimally engage the vibrotactile
system.
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1In Hnath-Chisolm and Kishon-Rabin~1988! two different figures are given
for the frequency change that corresponds to a change in vibration location,
0.14 and 0.16 octaves.

2In Hnath-Chisolm and Kishon-Rabin~1988! percent correct was reported
after correction for guessing. The values reported here are not corrected for
guessing in order to facilitate comparison of results between studies.

3Spatial resolution on the hypothenar is less than that on the fingerpad
~Cholewiak and Collins, 1991!.

4Using the methods described in Kirk~1968! ~pp. 63–67!, it was determined
for experiments I and II that a data transformation was not required.

5Of the five who did not provide complete data, two performed a portion of
the training without any masking noise, one was provided with an errone-
ous display, and two had scheduling difficulties.

6The order of the VA and VT conditions was counterbalanced for normal-
hearing subjects whereas hearing-impaired subjects always received the
VA condition second. Therefore, a simple practice effect could explain the
difference between the two groups. However, comparison of the hearing-
impaired subjects’ performance with only those normal-hearing subjects
who received the VA condition second resulted in the same difference
between the populations.
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Interrelation between proton transfer reactions and solvent
structure studied by the ultrasonic absorption method
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Ultrasonic absorption coefficients in aqueous solutions of methanol at 1.00, 2.00, 3.00, 4.00, and
6.00 mol dm23 and in those of ethanol at 1.00, 2.00, 3.00, 4.00, 5.00, and 6.00 mol dm23 have been
measured in the frequency range from 0.8–220 MHz at 25.0 °C. No excess absorption has been
observed in any of these solutions except in the 5.00 and 6.00 mol dm23 ethanol solutions, for which
a Debye-type single relaxational equation has been fitted. In order to see the effects of methanol and
ethanol on the dynamic characteristics of aqueous amine solutions, the ultrasonic absorption
measurements have been carried out in aqueous solutions of propylamine containing 1.00, 2.00,
3.00, 4.00, and 6.00 mol dm23 methanol and 1.00, 2.00, 3.00, and 4.00 mol dm23 ethanol. The
excess absorption has been observed, and the frequency dependence of the ultrasonic absorption
coefficients has been well described by the Debye-type single relaxational equation. The cause of
the relaxation is due to a perturbation of equilibrium associated with a proton transfer reaction. The
rate constants have been determined from hydroxide ion concentration dependence of the relaxation
frequency, and the standard volume change of the reaction has been calculated from the reactant
concentration dependence of maximum absorption per wavelength. It has been found that the
addition of methanol causes the decrease in the diffusion controlled rate constant and the trend of
the decrease is more remarkable in the concentration range from 3.00–6.00 mol dm23. On the other
hand, the rate constant in the solution with ethanol has decreased linearly with an increase in the
ethanol concentration. The reverse rate constant and the volume change of the reaction have not
been affected by the addition of the two alcohols. Using a theoretical equation for the diffusion
controlled reaction, a diffusion coefficient of the hydroxide ion has been determined at various
concentrations of the additives. These results are discussed in relation to the effects of methanol and
ethanol on water structure. ©1998 Acoustical Society of America.@S0001-4966~98!06509-6#

PACS numbers: 43.80.Cs, 43.80.Ev@FD#

INTRODUCTION

Ultrasonic absorption and velocity data have been
widely utilized to investigate solution characteristics and
they provide useful information of the static and dynamic
properties.1–3 Using ultrasonic absorption method, we have
shown that urea and 2-propanol affect the kinetic and ther-
modynamic parameters of a proton transfer reaction in aque-
ous solutions of propylamine.4–7 Urea and 2-propanol are
considered to be a water structure breaker and a water struc-
ture promoter, respectively.8–10 It is interesting to see how
additives influence the proton transfer reaction because the
reaction proceeds through the network of water hydrogen
bond and additives change the reaction field. Based on the
results of our ultrasonic absorption study for aqueous solu-
tions of various alcohols,11 it has been explored that ethoxyl
group does not change the solvent water structure so much
and the methoxyl group acts as water structure breaker.
Comparing the results of the various additive effects on the
proton transfer reaction offers the key to elucidate an inter-
relation between the solvent structure and the reaction. Then,
in this study we have chosen methanol and ethanol as addi-
tives. This type of fundamental dynamic information is par-
ticularly desirable for understanding of more complex bio-
logical and solvent interaction reactions.

Another aim of this study is to report the ultrasonic ab-

sorption data in aqueous solutions of methanol and ethanol.
Previously, Daleet al.12 have performed the measurement of
the ultrasonic absorption coefficients in the system of
methanol–water at 25 °C from 10–50 MHz. The ultrasonic
relaxation process in the same system has been found by
Endo13 and Emery and Gasse.14 For ethanol–water mixtures,
Bruun et al.15 have measured the ultrasonic absorption coef-
ficients at 25 °C in the range from 12–350 MHz, and have
observed at least two relaxation processes. Takagi and
Negishi16 and Emery and Gasse14 have also performed the
measurement for the same system at different temperatures
and have observed similar ultrasonic relaxations. However,
the above results are not usable for our experimental study
because their frequency range, concentration, and thermody-
namic conditions are not suitable for our purpose. Therefore,
the absorption measurement has to be carried out precisely in
aqueous solutions of methanol and ethanol when they are
used as solvents for the study of the dynamic properties of
amine.

I. EXPERIMENTS

Methanol, ethanol, and propylamine of reagent grade
were purchased from Wako Pure Chemicals Co., Ltd. Metha-
nol and ethanol were distilled once at normal pressure just
before their use. Propylamine of purity greater than 98% was
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used without further purification. Sample solutions were pre-
pared by water purified through a MilliQ SP-TOC system,
from Japan Millipore Ltd., and were prepared from the con-
centrated stock solutions.

The ultrasonic absorption coefficient,a, was measured
by a pulse method in the frequency range from 15–220 MHz
using 5- and 20-MHz fundamental X-cut quartz crystals.17 A
resonance method was utilized to obtain the absorption co-
efficient in the lower frequency range. A resonator cell with
3-MHz fundamental X-cut quartz crystals, with a 4-cm di-
ameter, was newly constructed and was applied to the mea-
surement of the absorption coefficient in the range below 4.5
MHz. In the frequency range from 3–7 MHz, 5-MHz funda-
mental crystals, with a 2-cm diameter, was used. The absorp-
tion coefficient and the half-band width,D f , are related by
D f / f 5(a/ f 2)( f c/p)1Q21, where f is the frequency,c is
the sound velocity, andQ21 is the mechanical loss of the
resonator. Figure 1 shows representative experimental values
of D f / f as a function of the frequency. A solid line in this
figure represents the calculated values. As may be seen in
this figure, it is possible to obtain the almost absolute values
of the absorption coefficient in the frequency range from 2–7
MHz by the two resonators, because of very small mechani-
cal losses. However, the resonance curves are not always
symmetrical in real solutions, depending on the magnitude of
the ultrasonic absorption coefficient and the frequency. The
data were used only when the curve symmetry was estab-
lished within 10%. In other frequency ranges where the me-
chanical losses exit, we subtracted the losses from the mea-
suredD f / f values for the determination of the absorption
coefficient. Using the newly constructed cell, the measurable
frequency range was extended down to 0.8 MHz. The accu-
racy of the resonators was always checked using solvents
before measuring the desired sample solutions. More details
concerning the determination of the absorption coefficient is
described precisely elsewhere.5 The sound velocity was mea-
sured by the resonance method at around 3 MHz and with an

interferometer at 2.50 MHz. The values of sound velocity
determined by the two methods agreed well with each other
to an accuracy of less than61 m s21. Measurements ofpH
and density were carried out using apH meter with a glass
electrode ~HM-60S Toa Denpa! and a vibrating density
meter ~DMA 60/602 Anton Paar!, respectively. A
Ubbelohde-type viscometer was used to determine viscosity
coefficient. All of the measurements were always performed
with a dry N2 gas atmosphere in order to avoid as much as
possible any contamination of carbon dioxide during the
measurements. The measurement temperature was 25.0 °C.
The temperature of the water bath for the cells of the pulse
and interferometric apparatuses was controlled within
60.004 °C using a sensor equipped with Y-cut quartz crystal
~around 10 MHz!, the frequency of which is very sensitive to
temperature. The change in the oscillating frequency was
around 400 Hz per degree. The thermostated water, main-
tained within less than60.01 °C, was circulated around the
resonance cells using Lauda RM-20B.

II. RESULTS

First, the results of the ultrasonic absorption in aqueous
solutions of methanol are represented. Figure 2 shows the
absorption spectra for aqueous solutions of methanol in
which the values ofa/ f 2 are independent of the frequency in
the range from 0.8–220 MHz in the concentration range up
to 6.00 mol dm23. It is also seen that the values ofa/ f 2 are
almost independent of the methanol concentration. This is
because the concentrations in our study are still very low,
lower than those used by Daleet al.12 and Brai et al.18 In
more concentrated solutions, the peak sound absorption phe-
nomenon may be observed.

Next, the absorption results in aqueous solutions of eth-
anol are shown in Fig. 3 from 1.00–6.00 mol dm23. In the
concentration range below 4.00 mol dm23, the values of
a/ f 2 are independent of the frequency. In 5.00 and 6.00
mol dm23 ethanol solutions, the values ofa/ f 2 are depen-

FIG. 1. Plots ofD f / f versus frequency for an aqueous solution of 0.594
mol dm23 NaCl. The solid line represents the calculated values usinga/ f 2

521310215 s2 m21 and c51531 m s21. s: by 5-MHz crystals,d: by 3-
MHz crystals. The solution used has the same acoustic impedance as that of
4.00 mol dm23 ethanol aqueous solution.

FIG. 2. The ultrasonic absorption spectra for aqueous solutions of methanol.
d: 1.00 mol dm23, j: 2.00 mol dm23, s: 3.00 mol dm23, n: 4.00
mol dm23, h: 6.00 mol dm23.
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dent on the frequency. The frequency dependence ofa/ f 2

has been analyzed by the Debye-type single relaxational
equation,

a/ f 25A/@11~ f / f r !
2#1B, ~1!

where f r is the relaxation frequency,A is the amplitude of
the ultrasonic relaxation, andB is the background absorption
associated with the viscosity and thermal conductivity of the
medium as well as that due to any processes with relaxation
frequencies much higher thanf r for the process in question.
The ultrasonic parameters,A, B, and f r , were determined by
a nonlinear least mean squares method. The solid curves in
Fig. 3 are those calculated using thus determined values. The
position of the relaxation frequency was estimated to be at
around 200 MHz with an error of about 15%. The large error
of the relaxation frequency arises from the locations of the
relaxation frequency at the upper limit of the frequencies
accessible to us and the small amplitude of the ultrasonic
relaxation. The large background absorption suggests the ex-
istence of other relaxation processes in the higher frequency
range. However, the profiles of the absorption spectra are
quite similar to those reported in the range less than 220
MHz.14–16 We consider that the observed relaxational ab-
sorption is due to a perturbation of equilibrium associated
with solute and solvent interaction.11

These ethanol solutions~5.00 and 6.00 mol dm23! are
not used as the solvent for studying dynamic characters of
amine, because an additional relaxation by amine causes the
complex ultrasonic absorption spectra.

In aqueous solutions of propylamine containing metha-
nol or ethanol, the frequency-dependenta/ f 2 values were
observed and they were tested by the Debye-type single re-
laxational equation~1!. Figures 4 and 5 show the represen-
tative ultrasonic absorption spectra in the presence of 1.00
mol dm23 methanol and those of 3.00 mol dm23 ethanol, re-
spectively. The solid curves in the figures represent the cal-
culated values using Eq.~1!. The excellent agreement be-
tween the calculated and experimental values shows that a

single relaxational process is observed over the wide fre-
quency range even if methanol, or ethanol, coexists in the
solution. The ultrasonic parameters thus obtained are tabu-
lated in Tables I and II. Figure 6 shows the dependence of
the relaxation frequency on the concentration of the amine,
C0 , in which the results in other solvents4,6,7 are also shown
for comparison. The trends of the concentration dependence
of the relaxation frequency are quite similar in these solu-
tions, although the magnitudes are dependent on the sol-
vents. Furthermore, it is seen in Tables I and II that the
amplitude of the relaxation,A, tends to reach a plateau with
increasing the concentration, the dependence of which is an-
other characteristic of the ultrasonic absorption observed in
relatively dilute solutions of amines.19–21 These similar con-
centration dependences of the ultrasonic parameters have led
us to predict that the cause of the relaxation is the same and
that it is associated with a proton transfer reaction of amine.

FIG. 3. The ultrasonic absorption spectra for aqueous solutions of ethanol.
L: 1.00 mol dm23, .: 2.00 mol dm23, l: 3.00 mol dm23, s: 4.00
mol dm23, d: 5.00 mol dm23, n: 6.00 mol dm23. The arrows show the
positions of the relaxation frequency.

FIG. 4. The representative ultrasonic absorption spectra for aqueous solu-
tions of propylamine containing 1.00 mol dm23 methanol. s: 0.170
mol dm23, d: 0.306 mol dm23, n: 0.583 mol dm23.

FIG. 5. The representative ultrasonic absorption spectra for aqueous solu-
tions of propylamine containing 3.00 mol dm23 ethanol. s: 0.0894
mol dm23, d: 0.278 mol dm23, n: 0.452 mol dm23.
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The mechanism of the reaction has been originally proposed
by Eigen and it is expressed by Eq.~2!:22

R–NH3
11OH2


k21

k12

R–NH3
1
¯OH2


k32

k23

R–NH21H2O, ~2!

where theki j are the rate constants of individual steps. Fol-
lowing the conventional procedure of the relaxation time
analysis, the relationship between the relaxation time,t, and
the reactant concentration is given by Eq.~3! including the
coupling effect of the perturbation of the two equilibria on
the relaxation time:

t2152p f r52g2@OH2#k121k21/~11k23/k32!, ~3!

where g is the activity coefficient calculated by Davies’
equation. Plots off r vs g2@OH2# in the solvents with metha-
nol and ethanol are shown in Figs. 7 and 8, respectively, and
it is seen to yield straight lines. However, the ratio
(k21/k12)/(11k23/k32), which is calculated from the values
of the slope and the intercept, should have been the dissocia-
tion constant, Kb , defined as Kb5g2@OH2#2/
(@R–NH3

1
¯OH2#1@R–NH2#),23,24 for which the value in

water is reported.25 Also, this is obtainable from thepH de-

pendence in aqueous solutions using the relation,

Kb5g2@OH2#2/~C02@OH2# !. ~4!

The literature values and the determined ones in Table III
are, on the contrary, far from those obtained using Eq.~3!.
Even if the 1!k23/k32 condition is satisfied, the ratio
(k21/k12)/(k23/k32) must be close to the dissociation con-
stant. Therefore, we have simply considered that the pertur-
bation of the first step is the cause of the observed relaxation.
Using this hypothesis, reasonable dissociation constants are
obtained from a relation between the experimental relaxation
time and the concentration.23 More detail of the above as-
sumption is described elsewhere.23 Then, the values from the
slope and the intercept lead to the rate constants,k12 andk21,
becauset2152g2@OH2#k121k21. They have been deter-
mined using a least mean squares method and are listed in
Table III. The forward rate constants are reasonable for a
diffusion controlled reaction. Figure 9 shows the dependence
of k12 on the concentration of the additives, where the results
in the solvents with urea4,6 and with 2-propanol5,7 are cited in
order to make comparisons.

Another important parameter obtained from the ultra-
sonic absorption and velocity measurements is the maximum
absorption per wavelength,mmax,

mmax5A frc/25prc2G~DV!2/2RT, ~5!

wherer is the density,R is the gas constant,T is the absolute
temperature,DV is the standard volume change of the reac-
tion, andG is the concentration term given by

G5~1/@OH2#11/@R–NH3
1#11/@R–NH3

1
¯OH2#!21.

~6!

The contribution of the activity coefficient to theG term is
negligibly small26 and the enthalpy term in Eq.~5! is ap-
proximately negligible because of the aqueous solutions.
Further, the coupling effect of the second step on the first
step in Eq.~2! is ignored because of the same reason for the
interpretation of the relaxation time. As a result, the concen-
tration dependence ofmmax provides the value of the stan-
dard volume change of the reaction because the intermediate
concentration is calculated fromKb andK215k21/k12.23 The
results are shown in Fig. 10 as a function of the concentra-
tion of propylamine, in which those in other solvents4,6,7 are
also shown. In these calculations, the values of sound veloc-
ity and density were approximated to be equal to those for
the individual solvents because the changes in the sound ve-
locity and density did not affect the magnitude ofmmax. As is
seen in Fig. 10, the volume change is almost independent of
the concentration of methanol or ethanol, and it is nearly
equal to that in the absence of the additive. On the other
hand, it decreases with the increase in the concentration of
urea.6

III. DISCUSSION

The rates for the ion pair formation are reasonable as the
diffusion controlled reaction, although they are dependent on
the solvents. There may be two factors that affect the rate
constants,k12. One is the hindrance effect for the diffusing
process of reactant molecules. This effect makes the value of

TABLE I. Ultrasonic and thermodynamic parameters for aqueous solutions
of propylamine in the presence of methanol at 25.0 °C.

C0

~mol dm23! pH
f r

~MHz!

A B

(10215 s2 m21)

1.00 mol dm23 methanol
0.0875 11.785 6161 59.560.8 20.960.2
0.170 11.944 84.460.8 61.060.3 19.960.2
0.306 12.085 10161 63.460.4 21.460.3
0.487 12.207 11163 64.660.6 23.260.6
0.583 12.260 12362 65.360.4 21.660.5

2.00 mol dm23 methanol
0.119 11.842 6561 6661 19.860.2
0.166 11.907 74.060.7 67.260.4 19.760.1
0.303 12.070 92.560.7 69.960.3 20.360.1
0.499 12.205 10662 73.760.6 19.960.5
0.596 12.259 118.360.8 73.360.2 18.560.2

3.00 mol dm23 methanol
0.109 11.805 55.960.7 66.660.7 20.260.1
0.155 11.886 62.160.6 70.560.5 21.260.1
0.172 11.922 65.260.6 71.660.5 20.260.1
0.258 11.986 7861 73.660.7 19.560.2
0.310 12.053 86.760.6 74.760.3 18.660.1
0.344 12.102 91.760.9 73.660.4 18.260.2
0.581 12.224 10361 77.660.5 19.760.4
0.584 12.231 101.660.6 75.360.2 20.860.1

4.00 mol dm23 methanol
0.116 11.802 50.260.6 73.060.9 21.560.1
0.284 12.032 7361 77.062 20.760.2
0.352 12.083 7661 78.560.7 22.060.2
0.436 12.139 85.160.9 79.560.5 20.460.2
0.569 12.218 9261 80.860.5 20.860.3

6.00 mol dm23 methanol
0.107 11.762 39.260.6 8061 22.260.2
0.291 12.002 57.160.5 86.160.7 23.060.1
0.430 12.119 67.060.8 85.360.8 24.360.2
0.582 12.198 6961 8961 27.160.3
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k12 decrease andk12 may be dependent on the additive con-
centrations. The other is the effect arising from solvent water
structural change due to the additives because the hydroxide
ion moves through the water hydrogen bond network~the
Grotthuss mechanism!.27

As is shown in Fig. 9, it is found thatk12 decreases with

the methanol concentration and that the decreasing trend is
more noticeable from 3.00 to 6.00 mol dm23. On the other
hand, the rate constant in the solution with ethanol decreases
linearly with increase in the ethanol concentration. These
trends are considerably different from that in the solvent with
2-propanol, as is seen in Fig. 9. This behavior has been in-
terpreted as an appearance of the water structure making ef-
fect of 2-propanol.7

The observed dependence ofk12 on the methanol con-
centration may be explained well by the two factors by
methanol. When the methanol concentration is relatively low
~below 3.00 mol dm23!, only the hindrance effect appears.
Further addition of methanol breaks the water structure and
the rate of the diffusion process of the hydroxide ion may
decrease. Then, the decrease in the rate due to the disorder-
ing of the hydrogen-bonded network synchronizes with the
diminution in the rate by the hindrance effect, leading to the
further decrease ink12. The structure-breaking effect of

TABLE II. Ultrasonic and thermodynamic parameters for aqueous solutions
of propylamine in the presence of ethanol at 25.0 °C.

C0

~mol dm23! pH
f r

~MHz!

A B

(10215 s2 m21)

1.00 mol dm23 ethanol
0.105 11.868 59.960.9 62.060.8 20.960.2
0.181 11.983 7761 64.160.6 20.460.2
0.363 12.160 10062 67.960.6 19.360.5
0.479 12.239 10563 68.560.8 20.260.7
0.542 12.269 10863 66.260.8 22.260.8

2.00 mol dm23 ethanol
0.100 11.862 49.860.9 6461 21.660.1
0.184 12.028 6161 6961 21.460.2
0.368 12.209 81.660.9 70.260.5 21.560.2
0.444 12.248 8661 71.860.5 21.560.2
0.568 12.310 9461 71.560.4 22.360.2

3.00 mol dm23 ethanol
0.0894 11.839 38.860.7 6461 24.060.1
0.186 12.039 50.560.7 70.660.9 24.260.1
0.278 12.120 57.460.8 72.560.9 26.260.2
0.372 12.224 6761 76.460.9 24.860.2
0.452 12.264 7461 78.560.8 24.360.2
0.591 12.342 7861 80.160.8 29.060.3

4.00 mol dm23 ethanol
0.117 11.901 3661 7063 29.260.2
0.192 12.063 4361 7662 31.460.2
0.385 12.243 5962 8662 35.360.4
0.495 12.311 6461 8861 39.960.3
0.583 12.368 6961 9561 43.160.3

FIG. 6. The concentration dependence of the relaxation frequency,f r , for
aqueous solutions of propylamine in the absence and presence of additive.
3: no additive~Ref. 4!, m: 1.00 mol dm23 methanol,d: 2.00 mol dm23

methanol,.: 3.00 mol dm23 methanol,j: 4.00 mol dm23 methanol,l:
6.00 mol dm23 methanol,n: 1.00 mol dm23 ethanol,s: 2.00 mol dm23

ethanol,,: 3.00 mol dm23 ethanol,h: 4.00 mol dm23 ethanol,:: 2.60
mol dm23 2-propanol,7 _: 4.00 mol dm23 urea~Ref. 6!.

FIG. 7. Plots off r vs g2@OH2# for aqueous solutions of propylamine in the
presence of methanol.m: 1.00 mol dm23 methanol,d: 2.00 mol dm23

methanol,.: 3.00 mol dm23 methanol,j: 4.00 mol dm23 methanol,l:
6.00 mol dm23 methanol.

FIG. 8. Plots off r vs g2@OH2# for aqueous solutions of propylamine in the
presence of ethanol.n: 1.00 mol dm23 ethanol,s: 2.00 mol dm23 ethanol,
,: 3.00 mol dm23 ethanol,h: 4.00 mol dm23 ethanol.
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methanol is considered to begin at around 3 mol dm23.
On the other hand, the monotonic decrease ink12 ob-

served in the solvent with ethanol up to 4.00 mol dm23 sug-
gests that the water structure is not so changed by the addi-
tion of ethanol and the effect of ethanol onk12 may arise
mainly from the hindrance. It is also seen in Fig. 9 that the
extrapolations to the zero additive concentration in the sol-
vents with the three alcohols go through the data point ob-
tained in the solvent without additive. In our previous
papers,6,7 the line in the solvent with urea was drawn through
the value in the solvent water. However, the fairly good lin-
ear relationships of the plots in the solvents with the three
alcohols have led us to reconsider the data in the solvent with
urea. A better linearity in the plots ofk12 versus the urea
concentration has been found when the data, except that in
liquid water, are accepted, and a new straight line has been
redrawn in Fig. 9. This suggests that the water-structure-
breaking effect of urea begins in the concentration below
1.50 mol dm23 and that both of the hindrance and the
structure-breaking effects are acting in the solvent with urea.

Furthermore, it should be noted that the slope for the
alcohol concentration dependence ofk12 progresses in the

order of 2-propanol.ethanol.methanol in the concentration
range, where the decreasing effect ink12 is mainly due to the
hindrance. This order is consistent with the size of three
alcohols. Thus, we have considered that the linear decrease
in k12 with increase in the additive concentrations reflects the
hindrance effect and that the magnitude of the slope may
indicate the extent of the hindrance to the movement of the
reactants. Although the physicochemical properties of water
in aqueous alcohol mixtures have been studied widely with
IR, dielectric relaxation, thermodynamic, NMR, and many
other methods,28 the assessment for the change in water
structure induced by the additions of alcohols seems to be
undecided. However, the present assignment concerning the
effect of alcohols on water structure is qualitatively consis-
tent with that derived from our ultrasonic absorption mea-
surements in aqueous solutions of various alcohols.11

In order to see the effects of methanol and ethanol on

TABLE III. Rate and thermodynamic parameters of the proton transfer reaction of propylamine in the absence and presence of the additives at 25.0 °C.

Additive
k12

(1010 mol21 dm23 s21)
k21

(108 s21)
Kb

(1024 mol dm23)
DOH2

(1029 m2 s21) Reference

No additive 2.160.2 1.360.4 5.661.5 5.1 4

Methanol
1.00 mol dm23 2.060.2 2.060.3 4.260.2 4.9 this work
2.00 mol dm23 1.9260.08 2.060.2 3.960.3 4.6 this work
3.00 mol dm23 1.960.1 1.660.2 3.660.2 4.4 this work
4.00 mol dm23 1.7560.09 1.360.2 3.560.2 4.1 this work
6.00 mol dm23 1.360.1 1.360.2 3.260.2 3.0 this work

Ethanol
1.00 mol dm23 1.860.1 1.860.3 4.960.2 4.3 this work
2.00 mol dm23 1.4960.02 1.2960.04 5.660.3 3.5 this work
3.00 mol dm23 1.1960.05 1.160.1 5.860.4 2.7 this work
4.00 mol dm23 0.9760.02 0.9760.06 6.460.6 2.1 this work

FIG. 9. The dependence of the forward rate constant of the reaction on the
concentration of the additives.n: methanol,s: ethanol,h: no additive
~Ref. 4!, m: urea~Refs. 4 and 6!, d: 2-propanol~Refs. 5 and 7!.

FIG. 10. The concentration dependence of the standard volume change of
the reaction,DV, for aqueous solutions of propylamine in the absence and
presence of additive.3: no additive~Ref. 4!, m: 1.00 mol dm23 methanol,
d: 2.00 mol dm23 methanol, .: 3.00 mol dm23 methanol, j: 4.00
mol dm23 methanol,l: 6.00 mol dm23 methanol,n: 1.00 mol dm23 etha-
nol, s: 2.00 mol dm23 ethanol, ,: 3.00 mol dm23 ethanol, h: 4.00
mol dm23 ethanol, :: 2.60 mol dm23 2-propanol ~Ref. 7!, _: 4.00
mol dm23 urea~Ref. 6!.
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solvent water structure, we have examined the dependence of
k12 on solution viscosity. Figure 11 shows the plots ofk12

versus the reciprocal of the viscosity coefficient, 1/h, in
which those for the solvents with urea and 2-propanol are
also shown.4–7 The value ofk12 in the solvent with ethanol
increases linearly with 1/h. This is simply due to the increase
of the collision frequency of the reactants because the fre-
quency is reciprocally proportional to the viscosity coeffi-
cient of the solvent following the Smoluchowski equation.27

On the other hand, the plot in the solvent with methanol is
broken in two separate lines and the rate constant decreases
markedly when the solution viscosity is relatively high. This
tendency is opposite to that in the solvent with 2-propanol in
which the rate constant tends to be independent even when
the viscosity coefficient increases. These results confirm our
speculation that methanol acts as water structure breaker in
the relatively high concentration range and 2-propanol acts
as a water structure maker. The profile in the solvents with
the alcohol is, however, different from that in the solvent
with urea. The viscosity dependence of the rate constant in
that with urea may not be easily interpreted only by the
hindrance effect and the water-structure-breaking effect.

The migration of the hydroxide ion plays an important
role in our discussion because the reaction is diffusion con-
trolled. Busing and Horning29 have investigated the hydra-
tion state of the hydroxide ion in strong electrolyte solutions
using Raman spectroscopy for interpretation of the interac-
tion among the hydroxide ion and water molecules. More
direct information on the mobility of the hydroxide ion may
be obtained from a determination of a diffusion coefficient.
Debye22 has derived an expression for the diffusion-
controlled rate of the reaction of ions in solution as

k125
sNZOH2ZR–NH

3
1e0

2~DOH21DR–NH
3
1!

««0kT@exp~ZOH2ZR–NH
3
1e0

2/4p««0r dkT!21#
, ~7!

whereN is Avogadro’s number,s is a steric factor,e0 is the
electronic charge,ZOH2 andZR–NH3

1 are the algebraic charges

of the reacting ions,«0 is the dielectric constant in vacuum,
« is the dielectric constant of the solvent,DOH2 andDR–NH

3
1

are the diffusion coefficients of the reacting ions,k is the
Boltzmann constant, andr d is an effective radius for the
reaction. The values of the dielectric constant in aqueous
solutions of methanol and ethanol are available from the lit-
erature reported by A¨ rkerlöf.30 The diffusion coefficient for
the hydroxide ion,DOH2 , is expected to be much greater
than that of alkylammonium ion,DR–NH

3
1 . Using the appro-

priate values for the effective radius and the steric factor of
the reaction~r d55310210 m ands50.58!,6 which are as-
sumed to be independent of the solvent composition, the val-
ues ofDOH2 have been calculated at various concentrations
of methanol and ethanol, and they are listed in Table III. It is
seen that the decrease ink12 values with the additives reflects
on the diffusion coefficients. That is, the diffusion process of
the reactants is considered to be altered through the hin-
drance of the additive and the structural change in solvent
water.

Next, the effects of methanol and ethanol on the reverse
rate constant,k21, is considered. This constant is for the
dissociating process of the intermediate in Eq.~2!. The
change in water structure around the reactants has not been
considered to affect the value ofk21 because this process is
just a separation process into anion and cation. When the
errors for the values are taken into account, the obtained
values ofk21 may be approximately the same as that in water
as is seen in Table III.

Finally, the effects of methanol and ethanol on the stan-
dard volume change of the reaction are discussed. It has been
indicated that the standard volume change of the reaction
may be used as a probe monitoring the extent of the
hydrogen-bonded network in the solvent.4–7 The volume
change tends to increase slightly, when water structure is
promoted.5,7 On the other hand, the disordering of the
hydrogen-bonded network by the addition of urea has caused
a remarkable decrease in the volume change.4,6 However, as
is seen in Fig. 10, the addition of methanol or ethanol does
not cause a change in the standard volume change of the
reaction. Taking into account the fact that the increase in the
volume change due to addition of 2-propanol is slight, it is
considered that the water-structure-breaking effect of metha-
nol is not so remarkable when compared with that of urea.

In conclusion, it has been shown in this study that only
one relaxational absorption is observed in the aqueous solu-
tion of propylamine in the presence of 1.00, 2.00, 3.00, 4.00,
and 6.00 mol dm23 methanol or in 1.00, 2.00, 3.00, and 4.00
mol dm23 ethanol. The observed relaxation has been attrib-
uted to the perturbation of the equilibrium associated with
the proton transfer reaction. It has been found that the addi-
tion of methanol causes a decrease in the forward rate con-
stant and the decreasing trend in the methanol concentration
range from 3.00–6.00 mol dm23 is more striking than that in
the dilute concentration range. On the other hand, the for-
ward rate constant in the solvent with ethanol decreases lin-
early with increase in the ethanol concentration. The reverse
rate constant and the volume change of the reaction are not
greatly affected by the addition of methanol or ethanol. On

FIG. 11. Plots of the forward rate constant,k12 , vs the reciprocal of the
viscosity coefficient of the solvent.h: no additive~Ref. 4!, n: methanol,s:
ethanol,m: urea~Refs. 4 and 6!, d: 2-propanol~Refs. 5 and 7!.
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the basis of these results, we conclude that ethanol does not
have a significant effect on the solvent water structure in the
concentration range up to 4 mol dm23 and methanol acts as a
water structure breaker in the concentration range above 3
mol dm23.
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Frequency relationships for ultrasonic activation of free
microbubbles, encapsulated microbubbles, and gas-filled
micropores
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Department of Radiology, University of Michigan Medical Center, Ann Arbor, Michigan 48109-0553
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The ultrasonic activation of free microbubbles, encapsulated microbubbles, and gas-filled
micropores was explored using available linear theory. Encapsulated microbubbles, used in contrast
agents for diagnostic ultrasound, have relatively high resonance frequencies and damping. At 2
MHz the resonance radii are 1.75mm for free microbubbles, 4.0mm for encapsulated microbubbles,
and 1.84mm for gas-filled micropores. Higher-pressure amplitudes are needed to elicit equivalent
subharmonic, fundamental, or second-harmonic responses from the encapsulated microbubbles, and
this behavior increases for higher frequencies. If an encapsulated microbubble becomes destabilized
during exposure, the resulting liberated microbubble would be about twice the linear resonance size,
which would be likely to produce subharmonic signals. Scattered signals used for medical imaging
purposes may be indicative of bioeffects potential: The second harmonic signal is proportional to
local shear stress for a microbubble on a boundary, and a strong subharmonic signal may imply
destabilization and nucleation of free-microbubble cavitation activity. The potential for bioeffects
from contrast agent gas bodies decreases rapidly with increasing frequency. This information should
be valuable for understanding of the etiology of bioeffects related to contrast agents and for
developing exposure indices and risk management strategies for their use in diagnostic ultrasound.
© 1998 Acoustical Society of America.@S0001-4966~98!03210-X#

PACS numbers: 43.80.Gx, 43.35.Ei, 43.35.Wa@FD#

INTRODUCTION

Contrast agents for diagnostic ultrasound consist of sus-
pensions of microscopic gas bodies whose purpose is to en-
hance echogenicity of blood-filled regions for display in a
diagnostic image. For example, two agents now in clinical
use are Albunex® and Optison~Mallinckrodt Medical, St.
Louis, MO!, which consist of gas microbubbles stabilized by
a thin shell of denatured albumin. The encapsulated mi-
crobubbles in Albunex contain air, while those in Optison
contain perfluoropropane for greater persistence. Ultrasound
contrast agents function by introducing resonance-sized gas
bodies into the blood, and acoustic scattering from the gas
bodies generates echos for imaging. The pulsation of the gas
bodies has nonlinear characteristics which can be exploited
for special forms of imaging, such as second-harmonic Dop-
pler imaging.1 Ultrasound exposure can also modify the en-
capsulated microbubbles, resulting in loss of stability of the
gas bodies.2 Destabilization of contrast agent gas bodies can
result in loss of the microbubbles by dissolution under some
conditions but may also result in nucleation of free-
microbubble cavitation phenomena with continued
exposure.3 Theory has been developed for the interaction of
ultrasound with the encapsulated gas microbubbles.4,5 Essen-
tially, the shell adds elasticity and damping parameters to the
theory for the pulsation of free-spherical microbubbles. This
theory has been utilized to describe the scattering properties
of suspensions of the agents, leading to empirical values for
the shell parameters.6,7

Gas body activation in biological media has a potential
for bioeffects, and encapsulated microbubbles from contrast

agents have been the subject of recent bioeffects research.
Even small amounts of agent added to whole blood can sig-
nificantly reduce the threshold for cavitation and hemolysis.8

For relatively high-pressure amplitudes, the gas bodies serve
as cavitation nuclei with subsequent effects resulting from
free-microbubble cavitation phenomena. For lower-pressure
amplitudes, the gas bodies may remain stable, with effects
produced by the pulsating encapsulated microbubbles, but
this aspect of the etiology of contrast-agent-related effects is
presently uncertain.In vitro studies designed to detect ultra-
sonically induced bioeffects at high hematocrits with added
contrast agents have demonstrated hemolysis at moderate
pressure amplitudes.9,10 The hemolysis generated by ultra-
sonically activated contrast agents can even be detectedin
vivo.11 Hemolysis amounting to several percent resulted from
pulsed 1.15-MHz ultrasound above a threshold of about 3
MPa applied to mice injected with Albunex®. The addition
of contrast agents to the vascular system also enhances the
vascular damage from lithotripter shockwaves or ultrasound,
and this phenomenon persists for several hours.12–14 Newer
contrast agents such as Optison, which is based on a perfluo-
rocarbon gas to improve persistence of the gas bodies, can
produce larger effects than observed with air-based agents
such as Albunex®, particularly for pulsed-mode exposures.15

At low cell concentrations, cell lysis can be detected at
relatively low amplitudes of exposure.16 Cultured cells in
monolayer were exposed to 3.3-MHz ultrasound in the pres-
ence of Albunex® ultrasound contrast agent with simulta-
neous observation of ATP loss from the cells and of scat-
tered signals. The signal scattered at the first subharmonic
~half the incident frequency! and, to a lesser extent, the
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second-harmonic signal were correlated with the observed
cell membrane damage. Observation of transmission through
the exposure chambers suggested that effects occurred above
the levels needed for destabilization of the gas bodies. The
strong scattering and nonlinear signals produced by ultra-
sonic activation of encapsulated microbubbles may indicate
destabilization of the gas bodies and these emissions there-
fore may be predictive of the potential for cavitational bio-
effects.

Presently, the biophysical ultrasonics of contrast agent
bioeffects is not well understood. Even approximate models
could help to elucidate the relationship between the activa-
tion, nonlinear emissions, and the bioeffects potential asso-
ciated with contrast agents, and lead to the development of
new exposure indices or risk mitigation strategies for medi-
cal applications. Gas body activation can take various forms,
in addition to ultrasound contrast agents.17 For example, in
many plant tissues intercellular channels are filled with gas
for respiration, and the channel walls stabilize the gas against
dissolution. Theory for the resonance activation of the chan-
nels can be combined with theory for the acoustic micros-
treaming shear stress within the cells to yield prediction for
cell death in the leaves of the aquatic plant Elodea, which are
in rough agreement with observed bioeffects.18 This reason-
ably complete description exemplifies the level of under-
standing possible for nonthermal bioeffects of ultrasound,
which will be essential for a full appreciation and exploita-
tion of bioeffects in medical ultrasonics. Gas-filled channels
also occur in insect larvae, which are responsible for non-
thermal killing of the larvae by ultrasound,17 and the activa-
tion of these channels also may be a resonance interaction.19

Gas can be stabilized in cylindrical micropores in thin sheets
of plastic, otherwise used as precision filters, and configured
for resonance excitation in the low-megahertz range.18 The
ultrasonic activation of the gas-filled micropores leads to
nonthermal bioeffects on cell suspensions, probably through
the physical mechanisms of radiation force, which attracts
cells to the micropores, and acoustic microstreaming shear
stress, which tears cell membranes.20 Cell lysis has been
demonstrated to occur from activation of gas-filled mi-
cropores even in whole blood.21 The microscopic activity at
the ultrasonically activated gas-filled micropores may mimic
the activity near contrast agent gas bodies under some con-
ditions. The purpose of this study was to examine the theory
for ultrasonic activation of the free and encapsulated mi-
crobubbles in contrast agents for describing and understand-
ing the occurrence of biological effects through application
of the type of descriptive model developed for gas-filled
channels in Elodea leaves.18 In addition, gas-filled mi-
cropores were considered for comparison.

I. THEORY

For this study, relatively simple linearized models of gas
body activation have been employed. These models are
clearly inadequate in many relevant situations, possibly in-
cluding exposures sufficient to cause destabilization of gas
bodies. However, these readily accessible analytical treat-
ments provide useful insights, particularly for the low-level
near-threshold conditions of interest in bioeffects research.

Most of the theoretical problems discussed here have been
previously studied, and the solutions are available in the lit-
erature. The equations representing the various models were
entered in the software program Microsoft Excel~Microsoft
Corp.! and numerical results calculated using the iterative
capability of the program.

The ultrasonically induced pulsation of free-gas mi-
crobubbles has been addressed by numerous authors.22 The
purely linear theory has been extended slightly to include the
second-harmonic oscillation, which provided the basis for
second-harmonic bubble detection.23 In this theory, the mi-
crobubble radius as a function of time is expressed as a frac-
tional displacement about the equilibrium radiusR0 , and so-
lutions are obtained for small values~i.e., less than unity! of
amplitude, including the second harmonic term. The ambient
pressure isp050.1 MPa, with ultrasonic pressure amplitude
p1 . The solution for the fundamental~or, first harmonic!
amplitudeA1 in a liquid of densityr5103 kg m23 and sur-
face tensions50.072 N m22, is given in dimensionless
form by

A15p1x1 /rvs
2R0

2, ~1!

and for the second-harmonic amplitudeA2 is given by

A25 1
2A1

2Yx2 , ~2!

in which

x15@~12V2!21V2d2#21/2, ~3!

x25@~124V2!214V2d2#21/2, ~4!

and

Y5F S 5

2
V21

3g~p012s/R0!~3g11!24s/R0

2rv0
2R0

2 D 2

1V2d2G1/2

. ~5!

In these equations,V5v/v0 , in which the angular reso-
nance frequency~i.e., 2p f 0! of the oscillation is given ap-
proximately by

v0
25

1

rR0
2 F3gS p01

ks

R0
D2

2s

R0
G . ~6!

The symbold represents the sum of damping coefficients for
viscous, radiation, and thermal damping mechanisms. At
relatively high frequencies or viscosities, the largest damping
coefficient is viscous damping, given approximately at reso-
nance by

dn5
4h

rv0R0
2 , ~7!

in which h represents the shear viscosity of the medium. The
assumed value of 0.014 N s m22 for plasma at 37 °C repre-
sents a compromise between lower values for pure water and
higher values for whole blood. The detailed damping coeffi-
cients were calculated according to the equations of Church.5

The polytropic exponentg is related to the thermal damping
process, and was also calculated from this theory.
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During exposure of encapsulated microbubbles, the
highly nonlinear subharmonic signal~i.e., at one-half the
driving frequency! can be detected at relatively low exposure
levels.16,24 The threshold for generation of subharmonic os-
cillations is minimal for microbubbles which are twice the
size of linear resonance, and this minimum threshold is25

p1/256dp0 . ~8!

Because this expression is independent of many of the pa-
rameters involved in microbubble oscillation, it provides a
good diagnostic signal for gas bubble behavior. The simplic-
ity of this formula has lead to the suggested use of bubbles
for measuring the damping coefficient of bubbles,26 or the
viscosity of liquids.27

A theory for the oscillation of encapsulated mi-
crobubbles can be obtained by modifying the free-
microbubble theory to include the elasticity and damping
contributed by the shell.9,10 Essentially, the shell increases
the resonance frequency for a given size of microbubble by
adding stiffness to the microbubble oscillation. This can be
represented in a manner similar to the surface tension with
the shell parameterSp ,4 which has been found to be about
4.2 N m21.7 The resonance frequency of the encapsulated
microbubbles is given approximately by

ve
25

1

rR0
2 F3gp02

2s

R0
1

2Sp

R0
G , ~9!

in which the internal gas pressure has been set to the external
ambient value~i.e., not to p012s/R, which implies mi-
crobubble instability by diffusion of gas out of the mi-
crobubble!. The shell also contributes to the damping,
through a friction parameterSf , which has been estimated to
be 5.431026 N s m.7 In a somewhat more complete formu-
lation of the problem, Church used the modulus of rigidity
Gs>6DSp and shell viscosityhs>Sf /48pD, in which
D515 nm is the shell thickness.5 Analytical solutions from
this latter formulation were used for calculations in this
study,5 using the more recent values of the parameters.7 The
shell viscosityhs is much higher than the viscosity of water,
at about 2.4 N s m22, but the damping is moderated by the
thinness of the shell. The damping coefficient may be written
approximately

ds5
16hsD

rveR0
3 . ~10!

The oscillation of gas-filled micropores has also been
examined theoretically.28 The gas in the cylindrical mi-
cropores forms an approximately flat air–water interface,
which oscillates transversely~i.e., like a drumhead! when
activated by ultrasound. Only micropores which are full of
air, and twice as long as their diameter are considered here,
for simplicity. The linear resonance frequency is then

vp
25

15p

8rRp
2 Fp0Rp

4g
1

2s

Rp
G , ~11!

in which the length of the microporeg52Rp for this study.
The second-harmonic oscillation has also been worked out
for gas-filled micropores.29 However, this component of the

oscillation is small, because the oscillation is primarily trans-
verse rather than pulsatile. The subharmonic component of
the micropore oscillation was not considered here. The mi-
cropore damping coefficients are similar to those for the free
microbubble, except that a coefficient related to damping in
the viscous boundary layers inside and outside the micropore
are added. The boundary layer inside the micropore was ne-
glected in this study, because the micropores were assumed
to be full of gas.

A theoretical framework for estimating the amount of
biological perturbation expected from a given microbubble
exposure should be developed for use in medical applica-
tions. Although the interaction of an ultrasound field with a
gas body is at least partly understood, as outlined above, the
processes leading to observed bioeffects are not. Even for
moderate pressure amplitudes, a number of different mecha-
nisms may plausibly have a role in bioeffects, but detailed
physical theory is not available for most.30 Second-order,
time-averaged mechanisms, including radiation forces and
acoustic microstreaming have received considerable theoret-
ical attention. The microstreaming shear stress model has
proven useful in describing several bioeffects situations in-
volving gas body activation in terms of the damage of cell
membranes by shear stress in acoustic microstreaming fluid
flow near the oscillating gas body.31,32Approximate theory is
available for the shear stress generated in near-boundary
acoustic streaming and can be used to estimate the pressure
amplitudes required to exceed the critical shear stress for
biological membranes. If a pulsating microbubble rests on a
rigid boundary, then the fluid oscillating across the surface
will have a boundary layer of thickness

b25
2h

rv
. ~12!

Microstreaming flow is generated with a velocity gradient
near the boundary which results in a shear stress approxi-
mately given by

s5vhR0A1
2/b. ~13!

When this shear stress exceeds a critical value for membrane
failure, then cells may be lysed as they are caught up in the
flow. This theory should be considered to be only an ap-
proximate framework for the actual processes occurring near
ultrasonically activated microbubbles in the megahertz fre-
quency range. For example, the boundary layer thickness is
typically smaller than the cell size in the MHz frequency
range, so that the cells cannot be subjected to uniform stress,
as is the case for low frequencies.17,20 Nevertheless, the
theory may be a useful relative indicator of bioeffects poten-
tial under various situations.

Ultrasonically activated gas bodies act as transducers of
the ultrasound wave into localized activity. It seems plau-
sible that a general indicator of the biological effectiveness
of microbubbles or gas bodies might be the amplification of
the ultrasonic kinetic energy near the oscillator. The ratio of
the kinetic energy densityEs of the spherical wave at the
microbubble surface to the kinetic energy densityEp of the
incident wave is given by33
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Es

Ep
5

c2

v0
2R0

2d2 ~14!

at resonance. Another consideration for bioeffects potential
is the excess absorption expected from the ultrasonic inter-
action with microbubbles. The energy dissipation repre-
sented by the damping coefficients ultimately appears as
heat. The excess absorption coefficientae is proportional to
the product of the number densityN of identical resonant
microbubbles in the medium, and the absorption cross
section33

ae5N
2pR0c

v0d
. ~15!

II. RESULTS

The linear activation of gas bodies is maximum for the
size of resonance at the exposure frequency. The resonance
size is plotted in Fig. 1 for free-gas microbubbles, encapsu-
lated gas microbubbles, and gas-filled micropores. It should
be noted that, although Fig. 1 covers a 100-kHz to 20-MHz
span, most encapsulated microbubbles in contrast agents are
less than about 5mm in radius,12 and the largest gas-filled
micropores which have been useful in bioeffects research are
about 6.6mm in radius.34 The resonance sizes are roughly
inversely proportional to frequency. The shell stiffness
makes the resonant encapsulated microbubble larger than the
free-microbubble or gas-filled micropore, which are of simi-
lar magnitude under the assumed conditions. The ratio of the
encapsulated-microbubble resonance radius to the free-
microbubble resonance radius increases with frequency as
shown in Fig. 2. Above about 1 MHz, the resonant encapsu-
lated microbubbles are more than twice as large as the reso-
nant free microbubble for a given frequency.

The ultrasonic activation of the microbubbles and gas
bodies changes with frequency due mostly to the increasing
viscous damping at higher frequencies. The pressure ampli-
tude required to produce a fixed oscillation ofA150.1 at

resonance is shown in Fig. 3. The pressure amplitude needed
for this level of activation of the encapsulated microbubbles
is generally about an order of magnitude larger than for the
free microbubbles. In the important 2–20 MHz frequency
range, the needed pressure-amplitude increases asf 1.6 for the
encapsulated microbubbles and asf 0.9 for the free mi-
crobubbles~determined by linear regression, withr 2.0.99!.
In the limit that the pulsation of the free microbubble is
controlled by viscous damping only, the amplitudeA1 be-
comes inversely proportional to frequency and reduces to

A1>
p1

4mv0
~16!

at resonance. In the low amplitude range, the second-
harmonic component of the oscillationA2 increases as the
square of the pressure amplitude as specified in Eq.~2!. The
oscillation generates spherical ultrasound waves which can
be detected at a distance. The scattered signal levels can be
readily calculated from the fundamental and second-
harmonic amplitudes.5,23 Due to the relatively low amplitude

FIG. 1. The resonance radii for free microbubbles~solid!, encapsulated
microbubbles~dashed!, and gas-filled micropores~dotted! for frequencies in
the medically relevant range.

FIG. 2. The ratio of the encapsulated microbubble resonance size to the
free-microbubble resonance size.

FIG. 3. The incident pressure amplitude needed to drive the resonant free
~solid! and encapsulated~dashed! microbubbles with an oscillation ampli-
tude equal to one-tenth of the radius.
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of the encapsulated microbubbles~see Fig. 3!, the ratio of
scattered second-harmonic signal to scattered fundamental is
typically much larger for the free than for the encapsulated
microbubbles. This is illustrated for the three oscillators in
Fig. 4, in which the ratio is shown for a constantp1

50.1 MPa at resonance.
The free and encapsulated microbubbles can also engage

in highly nonlinear oscillation at half the fundamental fre-
quency~i.e., the subharmonic!. The theoretical thresholds for
subharmonic pulsation are displayed in Fig. 5 for free and

encapsulated microbubbles. From Eq.~8!, the total damping
coefficients can be obtained easily from these thresholds in
MPa simply by dividing by 0.6. Since the encapsulated mi-
crobubbles have extra damping associated with their shells,
these gas bodies have substantially higher thresholds than
free microbubbles.

The shear stress generated at a surface near a small
source is given by Eq.~13!. This shear stress depends on the
square ofA1 , and thus on the square ofp1 . In the shear
stress model of bioeffects, a critical shear stressSc exists,
which can result in membrane damage and cell lysis. The
appropriate value ofSc for the conditions considered here is
uncertain, but this can be estimated by comparison to ob-
served bioeffects. The gas-filled micropore system probably
best corresponds to the shear stress model, since the gas
bodies reside in a solid surface. Data on bioeffects are avail-
able for whole blood for 2-mm radius micropores exposed to
1.7-MHz ultrasound; for 16-min exposures, significant
hemolysis was observed at intensities as low as 45–90
mW cm21, or about 0.05 MPa. Assuming this pressure am-
plitude corresponds to the shear stress threshold,Sc can be
calculated from Eq.~13! to be about 5950 N m22. There are
other uncertainties, such as how this value might change
with the ultrasonic frequency and the duration of shear, but
these likely have a small influence on results, because cells
larger than the boundary layers appear to remain fixed at the
micropores.20 Assuming thatSc is approximately constant
for the frequency range considered, the pressure amplitudes
needed to attain this critical value can be calculated, as
shown in Fig. 6 for resonance conditions. This model may
also be applicable to free and encapsulated microbubbles un-
der some conditions, and calculations are also shown in Fig.
6 for these~neglecting the additional damping near a sur-
face!. For the higher frequencies considered, the critical pres-
sure amplitude increases strongly with frequency for all three
oscillators, roughly asf 1/2 for the micropores and free mi-
crobubbles and asf for the encapsulated microbubbles. The
gas-filled micropores require about ten times higher pressure
amplitude at 2 MHz than do free microbubbles to reachSc .

FIG. 4. The ratio of the scattered second harmonic to the fundamental
component for resonant free microbubbles~solid!, encapsulated mi-
crobubbles~dashed!, and gas-filled micropores~dotted! for an incident pres-
sure amplitude of 0.01 MPa.

FIG. 5. Threshold for generation of a subharmonic signal at one half the
fundamental for free~solid! and encapsulated~dashed! microbubbles.

FIG. 6. The incident pressure amplitude required to produce a critical shear
stress~see text! at a surface for resonant free microbubbles~solid!, encap-
sulated microbubbles~dashed!, and gas-filled micropores~dotted!.
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The shear stress model described above may not be gen-
erally applicable to the free and encapsulated microbubbles.
More general indicators of the potential for biological effects
might be the kinetic energy amplification factor@Eq. ~14!#
and the excess absorption@Eq. ~15!# due to the interaction.
The kinetic energy density amplification factor for free and
encapsulated microbubbles is shown in Fig. 7 as a function
of the resonance frequency. In the 2–20 MHz range, this
ratio is proportional tof 21.3 for free microbubbles and to
f 22.6 for encapsulated microbubbles. The absorption and
heating resulting from activation of microbubbles depends
on the number present. A concentration of about 50 mm23

might be expected to occur throughout the body for a normal
0.15-ml/kg dose of Albunex® with about 33108 ml21 en-
capsulated microbubbles, and it is not implausible that a few
percent could persist in a tissue of interest and have a reso-
nance response at the diagnostic frequency. The expected
excess absorption coefficient is shown in Fig. 8 for a con-
stantN52 mm23, for which the coefficients decrease rapidly
with increasing resonance frequency, and for a constant vol-
ume fraction~but increasing number of microbubbles! of gas
based on 2-mm23 resonant microbubbles at 2 MHz~about
the frequency of maximum transmission loss for
Albunex®17!. For comparison, the absorption coefficient for
liver is proportional to frequency and is about 0.1 cm21 at 2
MHz.

III. DISCUSSION

The difference in resonance size between the encapsu-
lated and the free microbubbles shown in Fig. 1 has interest-
ing implications. A sphere of radius 2.5mm is approximately
the largest size capable of passing readily through most hu-
man capillaries. For the free microbubble, this size of free
microbubble resonates at about 1.3 MHz, but this size of

encapsulated microbubble resonates at about 3.9 MHz. Thus
the encapsulated microbubbles appear to be well suited for
use a frequencies used in diagnostic ultrasound, because the
resonant encapsulated microbubbles are small enough to cir-
culate throughout the body. For example, the mean diameter
of Albunex encapsulated microbubbles of 3–5mm would be
resonant in the range 8.3–3.9 MHz.

Under reduced atmospheric pressures, or high-pressure-
amplitude ultrasound exposure, the encapsulated mi-
crobubbles appear to be destabilized, such that they disap-
pear from a suspension upon cessation of the perturbation.
For example, changes in transmission through Albunex sus-
pensions are noted at 0.1–0.2 MPa, which apparently indi-
cates destabilization of the encapsulated microbubbles in this
pressure-amplitude range.10 A plausible explanation of this
phenomenon is that the shells break as a consequence of the
ultrasonic activation, thus freeing the microbubble. The free
microbubble then becomes subjected to compression due to
surface tension and can shrink by diffusion. Microscopical
observation of Albunex suspensions confirms this explana-
tion for pulsed ultrasound.35

Resonance-sized gas bodies might be expected to be the
most susceptable to destabilization, since they would have
the strongest interaction. A resonant encapsulated mi-
crobubble, when destabilized, might liberate a free mi-
crobubble, which would then be larger than resonance size
for a free microbubble. As shown in Fig. 2, the liberated free
microbubble might be twice~or more! the resonance size
above about 2 MHz, which coincides with the size giving the
lowest subharmonic threshold. Experimentally, subharmonic
signals have been obtained with Albunex at about 0.28 MPa,

FIG. 7. The kinetic energy density amplification factor for free mi-
crobubbles~solid!, and encapsulated microbubbles~dashed! plotted against
resonance frequency.

FIG. 8. The excess absorption coefficient for free microbubbles~solid!, and
encapsulated microbubbles~dashed! at a concentration of 2-mm23 resonant
microbubbles over a diagnostically relevant frequency range. For constant
volume fraction of gas, relative to 2-mm23 resonant microbubbles at 2 MHz,
the coefficient for free microbubbles~dash–dot!, encapsulated microbubbles
~dotted! are less strongly dependent on frequency.
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or higher, for 3.3-MHz exposure. From Fig. 5, the threshold
for free microbubbles, 0.17 MPa, is somewhat less than the
experimental value, while that for encapsulated mi-
crobubbles, 0.67 MPa, is much higher. This lends support to
the idea that the encapsulated microbubbles break, and liber-
ate free microbubbles which generate the observed subhar-
monic signals.16,24

The differences in behavior between free and encapsu-
lated microbubbles, which arise in comparing different con-
trast agents or in considering the consequences of the desta-
bilization of gas body shells, are important for imaging of
fundamental, second-harmonic, or subharmonic signals.
From Fig. 3, the fundamental amplitude is different by an
order of magnitude for the diagnostic frequency range. In
regard to use of contrast agents in diagnostic procedures, this
destabilization and amplitude enhancement might be evi-
denced by the phenomenon of stimulated emission, observed
during Doppler examinations with contrast agents.36 The sec-
ond harmonic is important for contrast agents because this
signal can be used to form an image which emphasizes the
location of the agents~i.e., second-harmonic imaging6!. A
large difference exists in the nonlinear resonance response of
the encapsulated and free microbubbles as shown in Fig. 4
for p50.01 MPa. Above about 2 MHz, the second harmonic
scattered from a resonant encapsulated microbubble is less
than 1% of the second harmonic scattered from a resonant
free microbubble. The sensitivity of the second-harmonic
scattering to oscillation parameters of gas bodies has been
utilized to determine the mode of oscillation of the gas-filled
micropores,37 and to evaluate the stability of the gas in the
micropores as the excitation level was increased.38

Gas body activation occurs for any level of excitation,
but the resulting local perturbation presumably must exceed
a critical biological threshold in order to induce biological
effects on nearby cells. As noted above, one useful model for
cell lysis is the near-boundary shear stress model, in which
cells caught up in microstreaming fluid flow near a pulsating
microbubble on a boundary are damaged by the shear stress.
Above a critical shear stress, the cell membrane fails, leading
to cell lysis. The pressure amplitude needed to generate the
critical shear stress, which was estimated from observations
of lysis near ultrasonically activated gas-filled micropores, is
plotted in Fig. 6. The critical pressure amplitudes needed
with encapsulated microbubbles are modest, and generally
within the capability of diagnostic ultrasound systems. How-
ever, the critical levels are roughly two orders of magnitude
lower for resonant free microbubbles under some conditions.
Thus encapsulated microbubbles in contrast agents may have
a relative safety advantage compared to free microbubbles,
particularly for conditions with improved stability~e.g., with
lower insonation levels or use of ‘‘unbreakable’’ shells!.

A noteworthy feature of the shear stress model is that
the shear stress increases as the square of the incident pres-
sure amplitude, which is the same dependence found for the
second-harmonic component of oscillation, for a given oscil-
lator. Thus the second-harmonic scattering from activated
contrast agents might reflect, to some extent, the level of
microstreaming shear stress near the gas bodies. This implies
that a second-harmonic image might indicate bioeffects po-

tential. However, the second-harmonic signal arises from
other processes~e.g., finite amplitude propagation! and has
not been strongly correlated with bioeffects.16 The formation
of images using the subharmonic signals may be a better
strategy for this purpose, since this signal more clearly rep-
resents microbubble activity39 and has been correlated with
bioeffects.16

The use of contrast agents in diagnostic ultrasound pro-
cedures complicates the specification of indices for gauging
the potential for nonthermal interaction and bioeffects. A
‘‘mechanical index’’~MI ! of the formp f21/2 and a ‘‘thermal
index’’ ~TI! indicative of temperature increases have been
developed to indicate this potential.40 This form of the MI
was based on calculations of the pressure-amplitude thresh-
olds for inertial cavitation with nuclei of optimum size. Since
gas bodies do not have a threshold for activation, the thresh-
old concept for an exposure index has reduced applicability
for contrast agents. The consideration of different indices or
risk management strategies for use with these agents may be
desirable as they come into general use. One possibility
might be the pressure amplitude needed to produce a con-
stant level of activation of the resonant microbubbles as
shown in Fig. 3. From this calculation, the form of an index
in the diagnostic frequency range~2–20 MHz! would be
p f21.6 for constantA1 of the encapsulated microbubbles, or
p f20.9 for free microbubbles. Alternative parameters consid-
ered in regard to bioeffect potential were the local kinetic
energy, and the excess absorption. The ultrasonic activation
of microbubbles greatly amplifies the local kinetic energy
density as shown in Fig. 7. The kinetic energy density in the
spherical wave may be important as a bioeffects indicator
because it is related to the radiation force on nearby particles
~e.g., cells!. The excess absorption, shown in Fig. 8 for spe-
cific number densities of resonant microbubbles, may be im-
portant in predicting heating. This may influence models
used for calculations of the TI. For example, the excess ab-
sorption coefficients at 2 MHz in Fig. 8 of 0.12 cm21 for free
microbubbles and 0.088 cm21 for encapsulated microbubbles
are comparable to the 0.1-cm21 absorption expected in liver.
Clearly, a full understanding of the etiology of contrast-
agent-related bioeffects will require a detailed evaluation of
many factors in order to develop exposure indices and risk
management strategies for ultrasound contrast agents.
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Playback of acoustic thermometry of ocean climate (ATOC) -like
signal to bony fishes to evaluate phonotaxis
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The aim of this study was to evaluate whether acoustic thermometry of ocean climate~ATOC!
signals have a positive or negative phonotactic effect on the behavior of fish present near the sound
source at Pioneer Seamount off Central California. We played back an ATOC-like signal to three
species of rockfish kept within a 1532-m field enclosure in Bodega Bay, California. Each subject
was observed during a 25-min ‘‘silent’’ control period followed immediately by a test period
comprised of a 5-min ‘‘ramp-up,’’ in which the sound level increased gradually to a peak level, and
a 20-min period at constant peak level. The amount of time that each subject spent in 15 zones, each
1 m wide, at increasing distances from the sound transducer, was observed. It was suspended in
midwater at the center of zone 1, the deepest portion of the enclosure. We observed little movement
by fish in response to the playback of the ATOC signal. The subjects remained in zones 1 and 2,
despite sound pressure levels present of 145.1–153.0 dBre: 1 mPa. Little difference existed in the
behavior of fish during sound playback period and the ‘‘silent’’ control period. The median time
interval that fishes occupied zone 1 was 100% of the experiment duration for both test and control
periods~i.e., 6 of 11 subjects in the former remained exclusively within that zone versus 7 of 11
subjects in the latter!. © 1998 Acoustical Society of America.@S0001-4966~98!04310-0#

PACS numbers: 43.80.Jz, 43.80.Lb, 43.30.Qd@PBO#

INTRODUCTION

The time taken by a sound to propagate between two
points in the ocean is an indicator of the temperature of the
water along the sound path. This is because rate of travel is
related to water temperature, i.e., the warmer the water, the
faster the speed. A high amplitude, low frequency sound
broadcast from an underwater acoustic transducer positioned
along one coastal margin of an ocean can be detected by a
hydrophone on the other margin. The changing rate of travel
~or transit interval! over time is a potential indicator of long-
term warming or cooling of the oceans~Munk et al., 1994!.
Acoustic thermometry of ocean climate~ATOC! refers to the
use of acoustics to measure ocean temperature on a global
scale. The introduction of the ATOC signal into the ocean,
however, changes the composition of the ambient noise and
may affect the behavior of marine animals@for impact on
distribution and behavior of marine mammals, see Bowles
et al. ~1994!#.

On 28 October 1995, an acoustic source~Alliant Tech-
systems, HX-554! was placed at a depth of 941 m off Central
California on the peak of Pioneer Seamount~27° 20.5558 N,
123° 26.71178 W! ~Howe, 1996!. This projector will periodi-
cally broadcast a phase-modulated signal with a 37.5-Hz
bandwidth centered at 75 Hz. The sound will start 5 min
before each hour with a sound pressure level of 165 dB~re:
1 mPa! and will increase by 6-dB steps each min for an
interval of 5 min until reaching a peak of 195 dB. This peak
level will be maintained for 20 min. Hydrophones at sites
throughout the Pacific Ocean will time the arrival of the
intermittent shifts in the phase of the dominant frequency in
a pseudorandum m-code sequence~common signals long
used in tomography! by the process of ‘‘match filtering’’
~Munk et al., 1994!. Au et al. ~1997! describe how these

ATOC signals are synthesized and how they would propa-
gate in the deep waters near the proposed Kauai source in the
Hawaiian Islands.

What effect will these ATOC signals have on the distri-
bution and behavior of fishes? This question needs to be
answered because many of these species constitute important
food resources for countries surrounding the ocean basins in
which the signals will be propagated. The acoustic sense of
fishes is their best means of acquiring information from a
distance. It is used to locate prey and avoid predators~Nel-
son and Gruber, 1963; Banner, 1972! as well as to commu-
nicate among each other~Myrberg, 1981!. To accomplish
this, fishes must distinguish relevant signals from the ca-
cophony of sounds generated by various sources. These
sounds may be weather related, caused by rain or wind, or
man-made, produced by ship propellers, explosions,
SCUBA, or the above-mentioned ATOC source. If high in
amplitude and composed of frequencies overlapping the
hearing range of the species, such noise may interfere with
the reception of sounds of biological relevance, a process
termed ‘‘masking’’ @for review of adverse effects, see Myr-
berg ~1990, 1997!#. If these sounds change in magnitude
suddenly, they can also startle an individual and cause it to
swim away from the vicinity of the source~Klimley and
Myrberg, 1979!. The aim of this pilot study was to evaluate
whether ATOC signals have a positive or negative phonotac-
tic effect on the behavior of a species of fish present near the
California ATOC signal-source at Pioneer Seamount.

I. METHODS

The input signal of the ATOC sound source was played
back to fish in an experimental enclosure in Bodega Bay
using a tape recorder~Marantz, PMD430!, amplifier ~Pio-
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neer, GM-X502!, and underwater transducer~U.S. Navy,
J13!. The signal was monitored during the tests with a
hydrophone-preamplifier~sensitivity:2163 dBre: 1 V/mPa!
and a tape recorder~Sony, DAT!. The hydrophone was sus-
pended at the same depth of the underwater speaker. Sound
pressure levels throughout the enclosure were measured with
a storage oscilloscope~Tektronix, 560! by comparing the
peak-to-peak voltage of the waveform of the ATOC signal
recorded at locations to that of a 75 Hz pure tone produced
by a signal generator~Wavetek, 130!. The input voltage of
the pure tone equaled the output voltage of the hydrophone-
preamplifier with a known sound pressure. Peak-to-peak
measurements of the ATOC signal on the oscilloscope dis-
play were converted to root-mean-square pressure levels
relative to 1mPa. We determined the waveform, spectro-
gram, and spectrum of the sound at a distance of 0.5 m from
the sound projector using Canary Bioaccoustics Workshop
software~Charif et al., 1995!.

The experimental enclosure consisted of a 15-m-long
channel with a 2-m width surrounded by fiberglass fencing
and supported by wooden pilings~Fig. 1!. There was a slight
slope to the bottom so that the depth of water varied,0.25
m over the length of the channel. White PVC tubes were laid
across this channel on the bottom at 1-m distances from the
speaker, and the resulting zones were numbered 1–15. The
sound projector was suspended in midwater at the center of
zone 1, the deepest portion of the enclosure. The depth of
water at this point varied 1.5–2.0 m during testing due to
tidal variation. We observed the behavior of each fish from a

platform extending the length of the channel on either side.
Individuals of three species of rockfish~size range:

33–44 cm total length! were captured by hook and line and
maintained in the laboratory for a period of three weeks be-
fore the experiments were conducted upon them. These rock-
fish are mid-water dwellers~130–365 m! and comprise mod-
erate to large proportions of the commercial and recreational
fishery catch off northern California~Leet et al., 1992!. All
of the rockfish fed in the laboratory prior to testing in the
field enclosure. Eleven fish were tested individually in the
field ~9 Sebastes flavidus, 1 S. ariculatus,and 1S. mystinus!.
A tag on its dorsal fin identified each fish. Fish were trans-
ported~,30 min per trip! within a large plastic ice cooler to
the field enclosure and allowed.35 min to acclimate to the
enclosure.

Each subject was observed during a 25-min control pe-
riod followed immediately by a test period comprised of a
5-min ‘‘ramp-up,’’ in which the sound level increased gradu-
ally to a peak level, and a 20-min period at constant peak
level. The frequency composition, phase shifting, and result-
ing amplitude modulation of the recorded signal were iden-
tical to those of the ATOC signal propagated at Pioneer Sea-
mount. A second 25-min period of silence and 25-min of
sound playback immediately followed the first control and
test period. We noted the time on a hand-held tape recorder
whenever a fish entered a new zone. From this, we calculated
the frequency and duration of time each subject spent in each
zone throughout the experiment.

FIG. 1. Facility in which ATOC-like signals were played back to rockfish.
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II. RESULTS

The acoustic properties of the ATOC-type sound are
evident in the waveform, spectrogram, and spectrum of the
sound~Fig. 2!. The period between successive peaks in the
waveform is 13 ms, equivalent to a frequency of 75 Hz, and
this is also evident in the spectrogram by the period between
the evenly spaced dark bands. The higher peaks in the wave-
form and broader bands on the spectrogram at intervals of
25-150 ms are due to the phase shifts in the m-code sequence
of the ATOC signal. The J13 does not accurately reproduce
the sharp discontinuities between the phase-shifted wave-
forms ~Fristrup, personal communication!. For this reason,
we refer to the signal as ‘‘ATOC-like.’’ The relative sound
pressure levels of the various frequencies comprising the
sound are shown in the spectrum. In addition to the funda-
mental of 75 Hz, weak harmonics are centered near 150 and
225 Hz.

The sound pressure level 1 m from the speaker was
145.1 dB. The levels measured at 2, 4, and 8 m were 133.5,
122.0, and 112.6 dB, respectively~Fig. 3!. The rate of sound
attenuation varied from 11.6 to 9.4 dB per doubling of the
distance to the source. This exceeded the 6 dB that is ex-
pected in an unbounded acoustic medium and is probably
due to destructive interference caused by the summation of
the direct signal with boundary reflections from the mud sub-

strate in the shallow channel where the facility is located.
The sound pressure level 12 m from the speaker and near the
end of the enclosure in zone 14 was 109.5 dB, exceeding the
105.4 peak level of ambient noise recorded in the enclosure.

We observed little movement by fish kept in the enclo-

FIG. 2. ATOC-like signal of 1-s duration used in study. Shown are the waveform~above!, spectrogram~middle!, and spectrum of the sound~bottom!.

FIG. 3. Peak sound pressure levels of the ATOC-like signal~solid circles! at
increasing distances from the speaker in the center of the test enclosure.
Ambient noise was measured at a distance of 1 m from the speaker~solid
square!.
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sure in response to the playback of the ATOC-like signal
~Fig. 4!. The subjects usually remained in zones 1 and 2,
despite the high sound pressure levels present. Little differ-
ence existed in the behavior of fish during the sound play-
back period and the ‘‘silent’’ control period. The median
time interval that fishes occupied zone 1 was 100% of the
experiment duration for both test and control periods~i.e., 6
of 11 subjects in the former remained exclusively within that
zone versus 7 of 11 subjects in the latter!. Of the five sub-
jects that did not stay exclusively in zone 1 during the play-
back period, four spent the majority of their time in zones 1
and 2, and one~No. 5! remained in zone 6 throughout the
entire period. Of the four fishes that did not stay in zone 1
during the entire ‘‘silent’’ control, three spent the majority of
their time in zones 1 and 2, and subject No. 5 spent its time
in zones 4-7. Almost all the fish in zone 1 stayed along the
edge of the enclosure, 0.5 m to the side of the J-13, where the
sound pressure was 153.0 dB.

The results of the second experiment were similar to
those of the first. Again the subjects remained in zones 1 and
2 despite high sound pressure levels present during the test
period, and little difference existed in time spent in the same
zones during the sound playback and ‘‘silent’’ control peri-
ods. The median time interval that fishes occupied zone 1
was again 100% for both test and control periods~i.e., 7 of
10 fish remained within that zone during the test versus 6 of
10 fish in control!. Of the three subjects that did not stay
exclusively in zone 1 during the playback period, one di-
vided its time evenly between zones 2 and 3, another re-
mained exclusively in zone 2, and the third stayed the entire
period in zone 6. This spatial distribution varied little from
that of the rest of the control fish. The five fishes not staying
in zone 1 during the entire control period remained relatively

close to the speaker. One fish spent 98.6% of its time in zone
1, another 100% of its time in zone 2, two spent most of their
time between zones 1 and 4, and the fifth stayed in zone 6 as
during the test period.

III. DISCUSSION

The presence of the ATOC signal had no apparent effect
on the distribution of rockfish within the experimental enclo-
sure. The subjects remained near the underwater transducer
both during sound propagation and in its absence. The fish
did not move away from the speaker in response to sound
~i.e., negative phototaxis! or move toward the speaker~i.e.,
positive phototaxis!. When in the two nearest zones, indi-
viduals usually did not swim toward the transducer either
during the sound or controls periods. More likely some as-
pect~s! of the physical environment attracted rockfish to that
part of the enclosure such as the slightly greater depth and
absence of light. Avoidance of light would be consistent with
their predilection to move about the enclosure along the pe-
rimeter, usually the shadiest part of the maze. These two
environmental properties certainly characterize the midwater
habitat of the rockfish species used in the study. In this con-
text, it is significant that the sounds did not frighten the
fishes away from a location resembling a natural refuge.

The failure of fish to show withdrawal responses to the
ATOC-like signal may be explained by two acoustic proper-
ties of the signal. First, the sound pressure level to the onset
of the ATOC-like signal was only 123 dB and the level
slowly rose 30 dB to a peak of 153.0 dB. The level rose in
6-dB steps every min for 5 min until the final level was
achieved and it was then sustained for 20 min. A similar
onset rate of 6 dB/s rarely caused lemon sharks~Negaprion

FIG. 4. Amount of time that 11 rockfish spent in seven zones, each 1 m farther from the speaker, expressed as a percentage of the 25 min duration of each
experiment. Box diagrams are shown for ‘‘silent’’ control~NS! and test periods when the ATOC-like signal was played in the enclosure~S!. Median percent
time indicated by long horizontal lines across bars, 75th percentile by crosshatched box, and 90th percentile by short horizontal lines.
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brevirostris! to reverse their direction in a circular channel
and accelerate away a sound source~Klimley and Myrberg,
1979!. Consistent withdrawal responses by lemon sharks
were exhibited only when the broadband of noise maintained
at a level just masking broadband noise~105 dB! was in-
creased at a rate of 96 dB/s to 123 dB. The slow onset to the
ATOC signal minimizes the likelihood that it will elicit with-
drawal responses from most fishes in the marine environ-
ment.

We may have elicited alarm responses by the rockfish if
the sound pressure levels used our experiments had been
higher. The general threshold of rockfish to impulsive sounds
made by an air gun used in geophysical surveys was 180 dB
~Pearsonet al., 1992!. At this level, blue rockfish~S. mysti-
nus! milled in increasingly tighter circles and schools of
black rockfish~S. melanops! moved to the bottom. Vermilion
~S. miniatus! and olive rockfish~S. serranoides!, which form
stationary schools on the bottom, either moved up into the
water column or descended to the bottom where they re-
mained still. Aversive responses were detected during this
study in some fishes at levels as low as 161 dB.

A signal of 195 dB at a distance of 1 m from the sound
projector could affect the behavior of fish in the immediate
vicinity. However, the level would rapidly attenuate with
distance from the speaker to a level below threshold, i.e.,
decreasing by 6 dB each doubling of the distance from the
speaker. At this theoretical attenuation rate, the sound pres-
sure level would decrease to 153 dB, the level at which
alarm responses were not observed in the experimental en-
closure, at a distance of 128 m from the sound source.

Additional experiments assessing the effect of the
ATOC signal on fishes should utilize sound pressure levels
closer to the 195-dB level of the actual signal. Ideally, the
same sound transducer should be used to propagate the
ATOC signal as at Pioneer Seamount. Tests should also be
conducted on members of several species because the pro-
pensity to perform a phonotactic response may be dependent
upon species-specific behavior and habitat. Two additional
species worthy of testing are the Pacific hake~Merluccius
productus! and the blue shark~Prionace glauca!. These spe-
cies are more sensitive to low-frequency sounds than rock-
fish ~Hawkins, 1973; Banner, 1972!. Furthermore, they often
swim in a straight-line path and make ‘‘yo-yo’’ diving ex-
cursions within the sound fixing and ranging channel
~SOFAR! @Carey and Scharold, 1990; Arnoldet al., 1994#.
The high amplitude ATOC signal might disrupt their normal
swimming patterns. The ATOC signal might further mask
the low frequency, pulsed sounds used by blue sharks to
localize their prey. The responsiveness of both species to
high-amplitude sound could be studied either under con-
trolled conditions in a laboratory facility or in the open
ocean. In the latter case, swimming directions and depths
could be recorded from individuals both when the ATOC
signal is and is not being propagated at the Pioneer Sea-

mount. Finally, although fishes may not respond overtly to
the ATOC signal, repeated exposures at high amplitudes
could cause damage to the hair cells of the inner ear and
lateral line @see Hastingset al. ~1996! for literature on hair
cell damage to fishes#.
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The interclick intervals of captive dolphins are known to be longer than the two-way transit time
between the dolphin and a target. In the present study, the interclick intervals of free-ranging baiji,
finless porpoises, and bottlenose dolphins in the wild and in captivity were compared. The click
intervals in open waters ranged up to 100–200 ms, whereas the click intervals in captivity were in
the order of 4–28 ms. Echolocation of free-ranging dolphins appears to adapt to various distance in
navigation or ranging, sometimes up to 140 m. Additionally, the difference of waveform
characteristics of clicks between species was recognized in the frequency of maximum energy and
the click duration. ©1998 Acoustical Society of America.@S0001-4966~98!06609-0#

PACS numbers: 43.80.Ka, 43.80.Jz, 43.66.Gf@FD#

INTRODUCTION

Acoustic characteristics of dolphin sonar signals provide
various underwater behavioral information. The waveform
characteristics of clicks are different in the harbor porpoise
~Phocoena phocoena!, the Dall’s porpoise~Phocoenoides
dalli!, and the bottlenose dolphin~Tursiops truncatus! ~Ka-
mmingaet al., 1996!. The source level of clicks is affected
by the target range~Au, 1980; Auet al., 1985; Thomas and
Turl, 1990!.

Click intervals of free-ranging dolphins and porpoises
are possibly used as an indicator of their echolocation range
in the wild. Click intervals of trained dolphins have been
demonstrated to be longer than the two-way transit time be-
tween the dolphin and a target. This has been demonstrated
in bottlenose dolphins~Au et al., 1974; Penner, 1988! and in
a false killer whale,Pseudorca crassidens~Thomas and Turl,
1990!. Penner~1988! reported that the click intervals of
bottlenose dolphins were much longer in a target-absent task
than a target-present task. Thomas and Turl~1990! suggested
that the false killer whale may have searched for a target at
several locations along the range, since miss or false alarm
trials had more variable interclick intervals in the target dis-
crimination tasks. Dolphins seemed to change their echolo-
cation range depending on the sensory demands.

The echolocation range of free-ranging dolphins and
porpoises are not well known, mainly due to the difficulty of
recording high-frequency underwater sounds in open waters.
Continuous observations of clicks from the baiji~Lipotes
vexillifer!, the finless porpoises~Neophocaena phocae-
noides!, and the bottlenose dolphins in open waters and in

tanks were conducted, using a high-frequency adapted digital
data recorder and a hydrophone.

I. MATERIALS AND METHODS

A. Dolphins

Clicks of a single baiji in a Semi-Natural Reserve and
another single specimen kept in a circular tank were ob-
served. The Semi-Natural Reserve is a horse-hoof-shaped
oxbow of the Yangtze River, 1–2 km wide and 21 km long,
situated in Shishou, Hubei, China. The Reserve was estab-
lished as a conservation area for the highly endangered baiji.
Observations were conducted in January 1996, one month
after the capture of the wild female baiji from the Yangtze
River. The baiji lived alone without being fed by humans in
the Reserve. It was 2.29 m in body length, 150 kg in weight,
and was estimated to be 10–15 years old when captured. A
6-m small boat was operated for the recordings. A hydro-
phone was suspended at 3 m in depth. The baiji was fre-
quently observed in the downstream area of the Reserve, so
we waited for the dolphin to appear in this area. During the
recording, an engine of the observation boat was stopped and
the boat drifted without an anchor. The absolute distance and
swimming direction of the baiji could not be observed.

Vocalizations of a male baiji named ‘‘QiQi,’’ kept in a
circular tank~13 m diameter! of the Institute of Hydrobiol-
ogy, the Chinese Academy of Sciences~IHCAS!, for 16
years in January 1996, were also recorded. QiQi was 2.15 m
in body length, 125 kg in weight, and estimated to be 17–18
years old at that time.

Fourteen finless porpoises~nine male, four female, and
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one calf! lived in the Semi-Natural Reserve in January 1996.
The calf was born in the Reserve. Five or more finless por-
poises were usually observed together. Vocalizations of
these individuals were recorded in the manner similar to
those of the baiji. Two male finless porpoises~1.90 and 1.59
m in body length, respectively! in a rectangular tank (835
32 m3) of Izu-Mito Sea Paradise, Shizuoka, Japan, were
used for observations of captive finless porpoises.

Clicks of wild bottlenose dolphins around Mikura Island
in the Izu Archipelago, Japan, and three captive bottlenose
dolphins~one male of 2.97-m body length and two females
of 2.75- and 2.72-m body length each! in a circular tank~12
m diameter! in the Shinagawa Aquarium, Tokyo, were re-
corded. Mikura Island is known to be a dolphin sighting area
in Japan. More than one hundred dolphins were identified by
underwater video camera observations of field marks~T.
Hishii and R. Soeda, 1997!. A 6.7-m fishing boat was used
for recordings. A hydrophone was suspend at 3 m in depth.
To avoid disturbing the dolphins, the boat drifted during the
recordings without an anchor. The absolute distance and
swimming direction of the dolphins could not be observed.
Sometimes, the engine of the boat was not stopped to avoid
being close to the sea shore due to currents and waves
around the Island.

B. Recording and analysis equipment

A hydrophone~B&K 8103, sensitivity2211 dB re: 1
V/mPa12/29 dB, up to 180 kHz, or OKI ST8004, sensitiv-
ity 2220 dB re: 1 V/mPa, 13/22 dB, up to 200 kHz!, a
1-kHz high-pass filter to eliminate the various low-frequency
noise, and a digital data recorder~SONY PCHB 244, sam-
pling rate of 384 kHz! were used for recordings. The fre-
quency response of the data recorder was flat from DC to
147 kHz within 3 dB. Most of the frequencies of maximum
energy in dolphin clicks are limited to the range below 150
kHz, as reviewed by Au~1993! and Richardsonet al. ~1995!.
The hearing ranges of the baiji, the harbor porpoise~Phoc-
oena phocoena! which is the same family of the finless por-
poise, and the bottlenose dolphin also stop at 150 kHz~Wang
et al., 1992; Andersen, 1970; Johnson, 1967!. Consequently,
the total frequency response of the sound recording system
was sufficient to receive and to store the clicks of the re-
corded animals.

The echolocation sounds are composed of high-
frequency clicks. The duration of a typical click is between
40 and 600ms ~Au, 1993! and the click intervals are highly
variable, ranging from a few hundredms ~Amundin, 1991! to
150 ms~Hatakeyamaet al., 1994!. The data acquisition sys-
tem must have the capacity to process such high repetition
rate click series for real-time data analysis. The analog-to-
digital conversion, data comparison, and memory access had
to be completed before the next detection of a click within
the minimum click interval, such as less than 500ms.

A signal processing circuit~Click Detector; 14 cm in
length, 10 cm in width, and 4.5 cm in height, operated up to
4 h using alkaline primary cells! converted each click to a
500-ms rectangular signal with a voltage level corresponding
to the peak level of the click~Fig. 1!. A comparator in the
Click Detector generated a trigger signal whenever the volt-

age level was larger than the threshold level in order to
eliminate false activation of the Click Detector by back-
ground noises or reverberations of the pulse signals. The
noise level lower than this threshold level did not activate the
Click Detector. In the case of the analysis of bottlenose dol-
phins’ vocalizations, a 20-kHz high-pass filter~NF FV-
606T! was used to eliminate false-triggering by whistles.

A 486 MPU ~66 MHz! based personal computer with an
analog-to-digital converter~Micro Science ADM-652AT!
and a data acquisition program on Windows 95© were de-
veloped for real time analysis. Signal processing of the re-
cording and the data acquisition system are illustrated in Fig.
1. The analog-to-digital converter was operated at a 20-kHz
sampling rate by a data acquisition program. Serial time data
and output voltage level of the rectangular signal were ob-
tained every 50ms. The maximum voltage level and the
initial sampled time in the rectangular signal were saved in
the RAM of the personal computer. This algorithm avoided a
lower voltage level at an onset of the click. The detection
threshold of the system was set to be 127 dBre: 1 mPa~rms!
which was changed16 dB to 117 dB depending on the
recording conditions. The data processing was fast enough to
capture all of the event time and the sound pressure level of
dolphins’ clicks.

The digital oscilloscope LeCroy model 9304AM was
used to digitize the waveform of each click. The frequency
of maximum energy and the duration of a click, half pulse
width of maximum amplitude, were analyzed by using the
digitized waveform.

FIG. 1. Data acquisition systems and signal processing. The high-frequency
recording system archived whole bandwidth sonar signals~clicks! of the
dolphins. Peak sound pressure levels and the event time were recorded.
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II. RESULTS

A. Acoustic characteristics of clicks

High-frequency and short-duration click series were fre-
quently observed in all species. The waveform characteristics
were different between species as shown in Fig. 2, interspe-
cies differences of frequency of maximum energy and dura-
tion of a click are recognizable. The finless porpoises pro-
duced narrower band and longer duration clicks than the
other two species. The click duration of baiji and bottlenose
dolphins was similar, but the frequency of maximum energy
of the baiji was lower than that of the bottlenose dolphin. In
the Semi-Natural Reserve, the baiji and the finless porpoises
sometimes were observed at the same time around the obser-
vation area. However, it was easy to distinguish the species
by their waveform characteristics, and sighting observations
supported their identifications. The swimming direction of
free-ranging dolphins could not be observed, so the data con-
tained off-axis signals. On-axis data obtained from the cap-
tive baiji whose swimming direction were recorded by a
video camera depicted in the lower part of Fig. 2 has similar
frequency range as the off-axis data of the free-ranging baiji.

B. Reverberation and simultaneous vocalization

An example of click intervals and received sound pres-
sure levels~rms!, 9 dB smaller than the peak-to-peak pres-
sure value, at the hydrophone obtained from the captive baiji
are illustrated in Fig. 3. The end of a click train was defined
as 1-s or more interval.

Train 3 had a 715-ms duration with 33 clicks. The mean
click interval was 21.7 ms and the standard deviation was
0.81 ms. The regression coefficient between the click inter-
vals and time elapsed was 0.00 013.

Pulse sounds reflected from the water surface, bottom,
or tank wall showed alternating changes of click intervals
and sound pressure levels. The reverberated pulses were
mostly recorded within 1 or 2 ms after the direct path signals
in a tank. Changes of sound pressure level of the reverber-
ated signals were closely associated with the direct path sig-
nals in the time domain. Thus, 2 ms or fewer intervals were
neglected for the analysis.

Simultaneous vocalization by two or more individuals
also exhibit two independent changes of the sound pressure
levels and the click intervals, which were clearly distinctive
from the regular click. The irregular~two times or more and
half or less! changes of successive click intervals were not
counted as data.

C. Click intervals

Click intervals in the baiji, finless porpoise, and bottle-
nose dolphin are presented in Fig. 4. In the large environ-
ments such as the open ocean and the Semi-Natural Reserve,
a wide variety of click intervals was observed, up to 286 ms
~90% of 14 294 intervals! from a baiji, 276 ms~90% of 2506
intervals! from finless porpoises, and 200 ms~90% of 37 025
intervals! from bottlenose dolphins, respectively. On the
other hand, the baiji in the 13-m circular tank frequently
produced 26–28-ms click intervals, and 90% of 329 940 in-

tervals were less than 90 ms. Finless porpoises in the rectan-
gular tank (83532 m3) frequently produced 8–10-ms click
intervals, and 90% of 36 647 intervals were less than 18 ms.
The bottlenose dolphins in the 12-m circular tank frequently
produced 4–6-ms click intervals.

FIG. 2. Waveform characteristics of clicks and their differences between
species. Waveform, frequency of maximum energy, and duration~half width
of maximum amplitude! of clicks from baiji, finless porpoises, and bottle-
nose dolphins were depicted. Acoustic characteristic differences between
these species are clearly recognizable. On-axis data obtained from the cap-
tive baiji is depicted in the lower part of this figure.
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Besides a wide variety of click intervals in open waters,
the difference of successive click intervals from animals in
open waters were mostly less than 20 ms. In captive animals,
successive click interval differences were much smaller than
those in open waters.

Decreasing click intervals possibly correlated with target
range were clearly observed in captive finless porpoises and
bottlenose dolphins~Fig. 5!. On the other hand, the change
of click intervals observed in open waters did not show mo-
notonous increment or decrement. The click intervals were
fluctuated in a train and the successive click interval differ-
ences in the open waters were larger than that observed in a
tank.

III. DISCUSSION

A. Differences of the waveform characteristics of
clicks between species

The frequency of maximum energy and the duration of a
click reflect the differences of species. Kammingaet al.
~1996! also reported the differences of the frequency of
maximum energy and the duration of a click between the
Phocoenidaefamily and bottlenose dolphin. The lower fre-
quency part in Fig. 2 might have caused by the off-axis sig-
nal due to the undetermined swimming direction of free-
ranging dolphins. However, on-axis clicks of captive baiji
also have a lower frequency part. This suggests that the baiji
produced the clicks of double-peak spectrum.

Acoustical monitoring seems to be an effective method
to detect and discriminate baiji from other species. Endan-
gered baiji are planned to be kept in the Semi-Natural Re-

FIG. 3. Click intervals and rms sound pressure levels~dB re: 1mPa! of
captive baiji. Duration, number of clicks, mean click interval, and its stan-
dard deviation of click train 3 are shown. A regression coefficient between
the click intervals and time elapsed in train 3 was also calculated.

FIG. 5. Change of click intervals in a click train. The monotonous decre-
ment of click intervals was observed in a tank. In open waters, the click
intervals fluctuated in a train.

FIG. 4. Frequency of occurrence in click intervals of baiji, finless porpoise,
and bottlenose dolphin. Clicks observed in open waters had a wide variety
of intervals up to 400 ms. Click intervals in a tank were much smaller than
in open waters. Differences of the click interval distributions between the
different environments were much larger than those between species.
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serve or in a tank without any disturbance by water traffic
and fishing activities. The Yangtze River has a wide basin
and quite muddy water, so the acoustic survey seems to be
an effective method to detect and discriminate baiji from
finless porpoise that are observed more frequently in the
Yangtze River.

B. Target range of dolphin echolocation

The free-ranging dolphins and porpoises changed their
echolocation range in relation to the size of their environ-
ment. The two-way transit times of 286, 276, and 200 ms, as
found in the baiji, finless porpoise, and bottlenose dolphin,
respectively, correspond to two-way sound transmission dis-
tances of 207, 200, and 154 m calculated by the sound ve-
locity of fresh or sea water~Medwin, 1975!. It is only natural
to increase the echolocation range in the large environment.
Actually, the click interval does not precisely correspond to
the two-way transit time between a dolphin and a target,
since there is a lag time after receiving an echo before the
next click is produced~see the review of Au, 1993, p. 116!.
The estimated target range of a bottlenose dolphin at the
200-ms interval is about 140 m, which is the same order as
the 113-m maximum detection range for a 7.62-cm metal
sphere by a bottlenose dolphin reported by Auet al. ~1974!.

On the other hand, the two-way transit time of underwa-
ter sound between the center of the tank and the hydrophone
of the present study was about 9.0 ms for the baiji, 5.3 ms for
the finless porpoise, and 7.9 ms for the bottlenose dolphin,
respectively. The click intervals observed in these captive
animals were mostly around 24–26 ms, 6–8 ms, and 4–6
ms. The dolphins in captivity adapted their echolocation to
short-range detection or navigation.

Previously reported click intervals seemed to be corre-
lated to environmental size. Amundin~1991! reported 1–
3-ms click intervals of harbor porpoise in a 41-cubic-meter
(73531.2 m3) tank. The click intervals of a harbor por-
poise in another tank (8.636.331.3 m3) were less than 2 ms
close to an object~Kastelein et al., 1995!. Verboom and
Kastelein ~1995! also reported 0.5–5-ms click intervals of
harbor porpoise in this tank. The click intervals of a Dall’s
porpoise in captivity were mostly 9.5 ms in a pool (735
33 m3) and ranged from 20–48 ms in a larger pool (12
3833 m3) ~Hatakegama and Shimizu, 1985!.

A few broadband acoustical observations in the wild
have been conducted. A stable interclick interval around 27
ms was observed in wild bottlenose dolphins~Goodson and
Mayo, 1995!. Herzing ~1996! showed a wide variety of the
click intervals that ranged from 0.5–125 ms in wild Atlantic
spotted dolphin~Stenella frontalis! in the Bahamas. The At-
lantic spotted dolphins produced 2–2.5-ms click intervals
during echolocation with the rostrum in the sand.
Hatakeyamaet al. ~1994! conducted broadband recording of
Dall’s porpoise in the North Pacific Ocean and the click in-
tervals ranged from 8–150 ms. Goold and Jones~1995! re-
ported decreasing click intervals from 2 to 0.5 s at the be-
ginnings of a sperm whale~Physeter macrocephalus! dive.
The intervals were comparable to the water depth in which
sperm whales were feeding.

C. Change of click intervals in a train

Changes of sonar signal intervals correlated with dis-
tance from an approaching target were observed in foraging
bat’s echolocation of insect~Tian and Schnitzler, 1996!.
Dawson~1991! also reported the decreasing change of click
intervals of the wild Hector’s dolphin~Cephalorhynchus
hectori!. In the present study, decreasing click intervals of
dolphins, similar to the terminal phase of a target intercep-
tion by bats, were only observed in short click intervals.
However, few terminal phases was observed in open waters,
possibly due to the large fluctuation of click intervals.

If the click intervals reflect the target distance precisely
as Lucke and Goodson~1997! suggested, the20.0034 re-
gression coefficient observed in the finless porpoise in the
tank corresponds to a 2.6-m/s approaching speed to the target
which is the usually observed swim speed of free-ranging
dolphins.
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The most common lithotripter, a Dornier HM-3, utilizes an underwater spark to generate an acoustic
pulse and a rigid ellipsoidal reflector to focus the pulse on the kidney stone to be comminuted. The
pulse measured in water with a PVDF membrane hydrophone at the external focus of the ellipsoid
was a 1-ms positive-pressure spike followed by a 3-ms negative-pressure trough. When we replaced
the rigid reflector in our experimental lithotripter with a pressure-release reflector, the pulse was a
1.6-ms trough followed by a 0.6-ms positive spike. The waveforms are nearly time inverses~i.e.,
their spikes and troughs are reversed!. The frequency spectra, the maximum peak positive pressures
P1 ~42 MPa, rigid and 43 MPa, pressure-release!, and the maximum peak negative pressuresP2

~212 MPa and214 MPa! are comparable. The maximumP2 occurred 20 mm closer to the
reflector than did the maximumP1 , for both reflectors. However, the spatial maxima of the peak
pressures~P1 andP2! produced by the pressure-release reflector were located 20 mm nearer to the
reflector than those produced by the rigid reflector. Qualitative explanation of the waveforms and
the location of pressure maxima as well as comparison to previous theoretical and experimental
results is given. The alternate waveform produced by the pressure-release reflector may be a tool in
determining the role of cavitation in lithotripsy because cavitation is highly sensitive to waveform.
© 1998 Acoustical Society of America.@S0001-4966~98!03110-5#

PACS numbers: 43.80.Sh, 43.25.Jh, 43.25.Yw@FD#

INTRODUCTION

For over 15 years the focused pressure pulse produced
by an underwater spark at the focus of a rigid reflector has
been used clinically to break kidney stones. This process,
called extracorporeal shock wave lithotripsy~ESWL!, also
induces trauma to the kidney being treated.1 Although ex-
actly what causes stone comminution and tissue damage is
not known, two mechanisms—direct stress~compression and
tension! and cavitation—are thought to play the major roles.
If we are to improve the safety of ESWL treatment while
accelerating the rate of stone breakage, the precise role of
each of these mechanisms must be understood. However,
separating these mechanisms from one another has been dif-
ficult. Both mechanisms are sensitive to the peak positiveP1

and negativeP2 pressure amplitudes produced by the litho-
tripter. However, the intensity of cavitation bubble collapse
has been shown to be highly sensitive to the waveform.2

Therefore, a way to alter the waveform and thus the collapse

intensity without altering the peak pressure amplitudes may
offer a way to assess the role of cavitation in stone commi-
nution and tissue injury.

Previous efforts have been made to modify the wave-
form and the accompanying cavitation produced by a litho-
tripter. Chapelonet al.3 built a piezoelectric device in which
the waveform could be manipulated. Others tried switching
the leads on a piezoelectric lithotripter or reflecting the shock
wave from a pressure-release plane surface4 to change the
waveform. Müller5 demonstrated differences in the wave-
form and the cavitation field produced by rigid and pressure-
release ellipsoidal reflectors, but his arrangement was differ-
ent from that used in lithotripsy. Mu¨ller placed his
experimental spark source at the exterior focusF2 of the
ellipsoid and measured waveforms at the interior focusF1.
In the conventional lithotripter and in our experiment, the
spark is atF1.

We modified the waveform but maintained the peak
pressures by replacing the conventional rigid reflector of a
Dornier HM-3-style lithotripter with a pressure-release re-
flector. The experimentally determined sound fields are re-
ported here. The two types of reflectors produce two differ-

a!Current address: Department of Aerospace and Mechanical Engineering,
Boston University, 110 Cummington St., Boston, MA 02215.
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ent waveforms with the same peak positive- and negative-
pressure amplitudes, the effects of which~cavitation, stone
comminution, tissue damage, etc.! can be compared. The ex-
perimentally determined cavitation fields and numerical cal-
culations of bubble dynamics are reported in a companion
paper,6 hereafter referred to as paper II. Together the papers
define the similarity in peak pressure, but the difference in
cavitation, which may be exploited to assess the role of cavi-
tation in stone comminution and tissue damage, as discussed
further in paper II.

I. METHODS AND MATERIALS

The measurements were made in a research lithotripter
that is similar in design and operation to the Dornier HM-3
clinical lithotripter ~Dornier Medical Systems, GmbH!. Peak
positive-pressureP1 produced at 18 kV~our range is 12–24
kV! was approximately 40 MPa for both an HM-3~Method-
ist Hospital, Indianapolis, Indiana! and our lithotripter, and
the waveforms~measured by the PVDF membrane hydro-
phone described below! were comparable. The lithotripter is
one of three identical research lithotripters. More detail on
the design was given by Howard and Sturtevant7 and on the
operational comparison to the HM-3 by Clevelandet al.8

Figure 1 shows the experimental apparatus—the water bath,
spark sources, reflectors, positioner, and hydrophone. A
spark generated with refurbished Dornier electrodes~Ser-
vicetrends, Kennesaw, Georgia! produces a spherically di-
verging pressure wave. A portion of the wave travels without
reflection directly to the receiver; this is the direct wave.

Another portion impinges upon the ellipsoidal surface and
reflects. All reflected rays focus at the exterior focusF2, as
illustrated by the dashed ray paths in Fig. 1. Because the
direct wave, which arrives atF2 30 ms before the focused
wave, has less than 1/30th the amplitude, the direct wave is
neglected in this and most studies.

A. Water bath

The experiments were conducted in a 58395 cm acrylic
tank. The bottom of the tank has a slant of 14° similar to that
of the Dornier HM-3. The maximum height of the tank is 59
cm; the minimum is 36 cm. The conductivity of the water
was controlled at 600mS/cm and tested with a Model EP
water-conductivity meter~Myron L Company, Carlesbad,
California!. The water level for the experiments was 20 cm
from the tank top.

A water-degasing system is part of the research litho-
tripter. A 70-gallon stainless steel tank stores the water. A
pump is used to fill the tank or recirculate the water for
filtering through a 5-mm pore filter~Cole-Parmer Instrument
Co., Chicago, Illinois! or for degasing under vacuum through
a nozzle. The vacuum draws gas from the water, and the
large surface-area-to-volume ratio of the fine spray particles
accelerates the process. The method makes use of both De-
gassing Procedures B4.2 and B11.3 in IEEE Std 790-1989.
Gas content is checked with a model 51B oxygen meter
~Yellow Springs Instrument Co., Inc., Yellow Springs, Ohio!
and is maintained below a reading of 4 parts per million of
oxygen.

A smaller acrylic tank, also with a bottom sloped at 14°,
was built to hold the hydrophone and to isolate it chemically
from the water in the main tank. Located within the main
tank, the small tank~25338 cm, 24-cm minimum height,
34-cm maximum height! was filled with deionized water,
conductivity 1–5mS/cm. The low conductivity allowed the
hydrophone to work properly.9 Filling the large tank with
deionized water was not practical. However, sparks are more
repeatable and efficient in conductive water.10 The small
tank was degased with a multiple pinhole degasing system.11

A 100-mm membrane of low-density polyethylene was
stretched across 22322 cm windows cut in the acrylic.

The polyethylene separated the two water baths but per-
mitted sound to enter the small tank with no measurable
attenuation or distortion. Distortion was tested by comparing
~1! waveforms measured in the small tank with and without
a second thin membrane present and~2! waveforms mea-
sured in the large tank of deionized water with and without a
membrane present. Differences in rise times and peak pres-
sures were statistically insignificant~student’st test for N
510! in all four cases. Although the membrane is thicker
than the width associated with the measured 30-ns risetime
and will therefore attenuate high frequencies in the pulse, the
membrane appears to be sufficiently far~110 mm! from the
hydrophone that the shock has sufficient travel distance to
‘‘heal.’’ When the spatial extent of a shock is increased by
Dx5100mm ~the thickness of the polyethylene membrane!,
the risetime of the shock is also increased by an amountDt
5Dx/c0 , approximately 67ms in water. The velocity of a
step shock, in excess of the small signal sound speedc0 , is

FIG. 1. Schematic of the experimental lithotripter and the added second
reflector and spark generator. It was necessary to use the membrane hydro-
phone in deionized water. The small tank housed the deionized water. The
walls of the small tank contained large, acoustically transparent windows
made of a low-density polyethylene membrane.
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given byus50.5bp/(r0c0);12,13 for a 10-MPa shock in wa-
ter ~b53.5, r051000 kg/m3, c051500 m/s! the shock ve-
locity is approximatelyus512 m/s. If the shock can be
treated locally as a plane wave it will take the shockDx/us

58.3ms to heal the thickening. This corresponds to a propa-
gation distance of approximately 12.5 mm. A 30-MPa shock
would require 4.2 mm of propagation to heal the same thick-
ening.

B. Spark sources

The two spark-reflector systems in the tank produced
beams offset by 90° with respect to each other but having a
common external focusF2 ~see Fig. 1!. For spark-generating
systemA, a pair of 50-nF, low-inductance capacitors~100 nF
total! made by Maxwell Technologies, San Diego, Califor-
nia, were charged to 18 kV and triggered by an open-air,
spark-gap switch.14 Spark systemB employed a pair of 40-
nF, low-inductance capacitors~80 nF total!, 18 kV, and a
nitrogen-enclosed, spark-gap switch~EG&G, Princeton,
New Jersey!. SystemA had higher inductive and resistive
losses, and therefore the acoustic outputs from both sparks
were equal. The data discussed in this paper were obtained
with the pressure-release reflector positioned on the left and
the rigid reflector on the bottom. However, both types of
reflectors were tested in both positions with no observable
change in results. Only one spark was triggered at a time.
Electrodes were ‘‘burned in’’ with 150 sparks before use and
replaced after 2000 sparks. Colemanet al.15 showed pulse
amplitude increased 0.01%/3 sparks in this electrode age
range and saw no change in wave shape. We did not observe
any change in waveform as a function of electrode wear and
did not collect sufficient data to verify an increase in pulse
amplitude.

C. Reflectors

Brass and polyurethane foam reflectors were tested; re-
sults with one brass reflector and one polyurethane foam re-
flector are reported. Brass is nearly acoustically rigid in wa-
ter ~normal pressure amplitude reflection coefficientR is
0.94!.16 Polyurethane foam~General Plastics, Tacoma,
Washington! is nearly pressure release (R520.88).17 Al-
though neither reflector acoustically is perfectly rigid (R
51) or pressure release (R521), we use these descriptors
to emphasize that differences in the reflector outputs are
more attributable to acoustic impedance than to other mate-
rial properties. The two reflectors~Fig. 2! have the same
ellipsoidal dimensions as the brass reflector in a Dornier
HM-3 clinical lithotripter ~major half axisa513.8 cm and
minor half axisb57.75 cm!. The pressure-release reflector is
semiellipsoidal. The rigid reflector~and the Dornier reflec-
tor! are 12.5 cm deep which is 1.3 cm less than semiellipsoi-
dal. The slight difference in dimension produced no measur-
able difference when compared to a brass semiellipsoidal
reflector. Aberrations in the surface due to machining were
estimated to be less than 25mm, or 1/300th the length of the
acoustic pulse and 1/20th the size of the active spot of our
hydrophone.

D. Positioning system

Velmex ~Bloomfield, New York! microstepping motors
and slides located above the tank positioned the hydrophone
within the tank and interfaced with the computer. The motor
resolution was 200 steps per millimeter. The three axes were
controlled with a handheld controller or via an RS-232 con-
nection from the computer. The axis of the reflector perpen-
dicular to the aperture of the reflector was designated the axis
of the reflector or thez axis. The axial distance from the
aperture to the external geometric focusF2 is 11.4 cm for
the pressure-release reflector and 12.7 cm for the rigid reflec-
tor. F2 was designatedz50 with negativez toward the re-
flector.

E. Hydrophone system

A Reference Shock Wave Hydrophone~Sonic Tech-
nologies, Hatboro, Pennsylvania!9 was used to map the
acoustic fields. Figure 1 shows a side view of the hydro-
phone aligned to measure the focal waveform produced by
the rigid reflector on the bottom. The hydrophone consisted
of a 535 cm membrane window of unshielded polyvi-
nylidene difluoride~PVDF! in a 0.7537.539.2 cm plastic
cassette, which could be detached from the submersible pre-
amplifier and replaced. The geometric diameter of the sensi-
tive element on the hydrophone was less than 0.5 mm, and
the electrodes and element were not electrically shielded
from the water. According to manufacturer’s specifications,9

the frequency response was flat~62 dB! up to 50 MHz.
Because spark jitter~inherent lack of repeatability in the pre-
cise location, shape, and strength of the spark! caused varia-
tion in the waveforms measured at each location, ten wave-
forms (N510) were recorded. The peak pressures were
averaged and are presented~Fig. 6! plus and minus the
sample standard deviation, and the waveform that possessed
most nearly the average pressures is also presented~Fig. 7!.

Two possible short comings—membrane waves and
cavitation nucleation—of an unshielded PVDF membrane
hydrophone should be kept in mind. Both affect representa-
tion of the negative tail in the waveform produced by a rigid
reflector. Membrane waves and reflections result when the

FIG. 2. Photograph of the pressure-release reflector~left! and the rigid re-
flector ~right! that were used in the experiments.
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edge of the membrane scatters sound,18 and these artifacts of
the measurement system add to the signal sensed by the ac-
tive spot of the membrane. The membrane wave signals are
delayed because they must travel from the edge of the mem-
brane but may arrive in time to contaminate the tail portion
of the focused-pulse signal. Contamination is worse for small
hydrophones and strong pulses. For example, if we try to
measure the acoustic pulse 30 mm off the reflector axis, the
lithotripter focuses on the hard plastic case, not on the PVDF
window, of our hydrophone, and reflections are unavoidably
strong. We therefore limited the region of study to within 20
mm of the axis; with this restriction no strong distortion by
membrane waves or reflections was discerned.

Cavitation nucleation can occur at the bare metal elec-
trodes and at the PVDF membrane of unshielded hydro-
phones. Staudenraus and Eisenmenger19 suggest that when a
PVDF membrane is used to measure a lithotripter pulse,
cavitation on the membrane surface shortens the apparent
duration of the negative tail. Using a fiber optic hydrophone
of their own design, they measured a longer negative tail.
They presented only waveforms measured at the focus of
their lithotripter. Although in paper II6 we used Staudenraus
and Eisenmenger’s results to propose a correction to focal
waveforms measured with an unshielded PVDF hydrophone,
unmodified waveforms are presented here because no ‘‘cor-
rection’’ is known for off-axis waveforms or for any
pressure-release reflector waveforms.

The hydrophone signals were recorded on a Tektronix
744A DSO digital oscilloscope and passed to a computer via
GPIB. Interfacing was done with LabVIEW~National Instru-
ments, Austin, Texas! software and boards. Sampling rates
were 100–250 MHz.

II. ACOUSTIC FIELD RESULTS

A. Focal waveforms

Figure 3 shows focal waveforms produced by the rigid
reflector and the pressure-release reflector. The wave shapes
differ. The rigid-reflector waveform has a positive spike fol-
lowed by a drawn out negative-pressure trough. When the
pressure-release reflector is used, the trough precedes the
spike. Our experimentally determined waveforms agree well

with the focal waveforms~Fig. 4! predicted by Averkiou and
Cleveland20 whose theoretical model is the Khokhlov–
Zabolotskaya–Kuznetsov~KZK ! equation.21 The KZK equa-
tion accounts for nonlinear distortion, thermoviscous absorp-
tion, and diffraction in the parabolic approximation. The
numerical code solves the KZK equation in the time domain
using finite differencing. The code describes the propagation
of shock waves from the aperture of the reflector. The source
condition at the aperture is obtained using geometrical
acoustics to model propagation within the reflector. Agree-
ment between Fig. 3~b! and Fig. 4~b! is particularly good,
whereas the measured trough in Fig. 3~a! is shorter than pre-
dicted in Fig. 4~b!. As with each results subsection, further
discussion is left to Sec. III.

Although the pulses in Fig. 3 differ in shape, they have
similar peak positive pressures (P1.30 MPa), and they
have similar peak negative pressures (P2,210 MPa). The
pulse durations for both are a few microseconds. The rigid
reflector produced a spike 160.1ms long and a trough
360.4ms long. The pressure-release reflector produced the
shorter but comparable values 0.660.1ms and 1.660.1ms.
Again, the numbers are averages and standard deviations of
ten measured waveforms. The waveforms are reproducible,
and the standard deviations on the durations and amplitudes
~Fig. 7! give a quantitative indication of the reproducibility.

The frequency content of the rigid- and pressure-release
reflector waveforms is also similar as seen in Fig. 5. The
peak in the rigid-reflector spectrum is lower and narrower
than the peak in the pressure-release reflector spectrum. Al-
though centered at slightly different frequencies, the struc-
ture of the spectra is similar. The decays at higher frequen-
cies closely track each other.

B. Field map of pressure waveforms

Figure 6 shows waveforms measured along the axis of
the reflector. Both types of reflectors produced high positive
and negative acoustic pressures in a region 80 mm long.
Peak pressure amplitudes and pulse durations are compa-
rable, but pulse shapes differ between the left and right pan-
els.

In the left column, the positive-pressure spike always
precedes the negative-pressure trough. The spike sharpens
with increasingz. The pulse has the highest amplitude~42
65 MPa for 10 pulses! and the shortest duration atz
520 mm. An arrow indicates the edge wave~the wave scat-
tered from the edge of the aperture!22,23 trailing the main

FIG. 3. Focal waveforms produced by~a! a rigid reflector and~b! a
pressure-release reflector. Charging potential was 18 kV.P1 andP2 are the
maximum positive and negative pressures of the waveform. Pulse durations,
P1 , and P2 are comparable, but the wave shapes differ. The spike-then-
trough waveform of the rigid reflector and the trough-then-spike waveform
of the pressure-release reflector are reproducible although amplitudes, dura-
tions, and the noise following each pulse varies among individual measure-
ments because the amplitude, shape, and location of individual sparks var-
ies.

FIG. 4. Focal acoustic waveforms calculated numerically by Averkiou and
Cleveland~Ref. 20! for ~a! a rigid reflector and~b! a pressure-release reflec-
tor with the dimensions of a Dornier HM-3 reflector. With the rigid reflec-
tor, the trough comes after the spike; with the pressure-release reflector, the
trough comes before the spike.
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spike atz5240 mm and then leading the the main spike at
z5140 mm. The focused pulse arrives first atz5240 mm
because the paths are shorter for the focused rays than for the
edge rays. The opposite is true atz5140 mm. At F2 the
rays are the same length. A delay of 6ms was calculated
between the shortest ray path~the axial one! and the edge ray
path, and 5ms were measured. Agreement is good, the dif-
ference likely occurred because the axial ray path is blocked

by the bubble generated by the underwater spark.
The shape of the waveform produced by the pressure-

release reflector changes more dramatically. The positive-
pressure spike appears after the negative-pressure trough at
z5240 mm and before the trough atz5140 mm. Asz in-
creases from240 and140 mm, the spike moves toward the
front of the waveform. The pulse has the highest amplitude
~4366 MPa for 10 pulses! and the shortest duration atF2
(z50). The maximum trough-to-peak swing~57 MPa! pro-
duced by the pressure-release reflector is comparable to, and
in fact larger than, the 42-MPa trough-to-peak swing pro-
duced by the rigid reflector. Arrows indicate the edge wave.
The waveforms not only indicate the earlier relative arrival
of the edge wave asz increases, but the waveform atz
5220 mm in particular shows the inverted shape of the
edge wave. The edge wave created by an aperture takes the
inverted form of the wave passing through the aperture. In
this case the leading negative-pressure trough of the focused
wave is inverted to a leading positive-pressure spike in the
edge wave, and the trailing positive-pressure spike is a trail-
ing negative-pressure trough. Negative-pressure spikes
quickly lengthen to troughs as nonlinear effects cause high
amplitude, negative-pressure regions of the pulse to propa-
gate more slowly than low amplitude regions.24

C. Field map of pressure amplitudes

Figure 7 shows spatial maps of the peak pressure ampli-
tudesP1 andP2 . For both reflectors the focal region is long
along the axis and narrow across the axis atF2. As Coleman
and Saunders25 found, the 26-dB region ~i.e., the region
where the pressure amplitude is greater than half the maxi-
mum! of the rigid reflector is a cigar-shaped region 12 cm
long by 1.5–2 cm. For the pressure-release reflector, the
26-dB region ofP1 is at least 10 cm long, but the26-dB
region ofP2 is shorter, 8 cm. The focal region of the pres-
sure release-reflector is also narrower,;1 cm. The maxi-
mum values are on the axis of the reflector in the transverse
map.

Axially, the location of the maximum peak pressuresP̂1

and P̂2 varies between the two reflectors. The pressure-
release reflector produced itsP̂2521461 MPa at z
5220 mm and itsP̂1 at F2. The rigid reflector yielded its
P̂2521261 MPa atF2 and its P̂1 at z5120 mm. P2

peaks beforeP1 . The maxima of the pressure-release reflec-
tor field occur 20 mm nearer the reflector than do those of
the rigid reflector field. Percent standard deviation is highest
at the pressure maxima. In addition, percent standard devia-
tion in P1 is higher than that inP2 . P2 is perhaps limited
by the tensile strength of the water26,27 which P1 is not; the
limiting may account for the lower standard deviation in
P2 .

The behavior of the peak pressure along the axis is in
qualitative agreement with the numerical calculations of
Averkiou and Cleveland.20 For the pressure-release reflector
the model predictedP̂2 at 25 mm andP̂1 at F2, and for the
rigid reflector the model predictedP̂2 at 220 mm andP̂1 at
15 mm. In both calculation and measurement,P2 maxi-
mized ahead ofP1 , and P̂1 produced by the pressure-

FIG. 5. Fourier transform of the focal waveforms shown in Fig. 3. The 6ms
~1500 points! centered at the waveform spike were padded front and back
with 274 zeros, and the fast Fourier transform was computed. The transform
of pressure-release reflector waveform is shown as a solid line; the trans-
form of the rigid-reflector waveform is dashed. The frequency content of the
waveforms is very similar.

FIG. 6. Comparison of pressure waveforms produced along the axis of a
rigid reflector ~left! and a pressure-release reflector~right!. The positive
direction is away from the reflector, and zero is at the geometric focusF2,
114 mm from the aperture of the semiellipsoidal reflector. Arrows indicate
the edge wave.
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release reflector occurred nearer to the reflector than didP̂1

produced by the rigid reflector. A possible explanation for
the discrepancy in the exact location of the peaks is that the
source condition used in the calculations for the pressure-
release reflector was simply a triangular, negative-pressure
pulse. Although the model accounts for nonlinear distortion
from the aperture of the reflector outward, the source condi-
tion neglected nonlinear distortion of the pulse before it
reached the aperture. The effect of nonlinear distortion on the
waveform within the reflector is addressed in Sec. III.

III. DISCUSSION

Although the waveform of a plane wave reflected from a
pressure-release surface is amplitude-inverted relative to that
for a wave reflected from a rigid surface, the waveforms
produced atF2 by rigid and pressure-release reflectors are
not inverses in amplitude but are more nearly inverses in
time. The rigid reflector produced a spike followed by a

trough, and the pressure-release reflector produced a trough
followed by a spike. The amplitudes of both spikes and both
troughs were comparable.

Hamilton22 obtained an analytical solution for small sig-
nals focused by a rigid ellipsoidal reflector. He found that the
focal waveform is proportional to the time derivative of the
waveform at the surface of the reflector. Because nonlinear
effects play a significant role in our experiments, Hamilton’s
model cannot be used for quantitative predictions of results
found here. However, the pressure waveform in the farfield
of a uniformly driven, circular piston~plane or focused! also
has the shape of a time derivative, in this case, of the pres-
sure waveform at the piston face.28–30

Next, we use the piston model and elementary nonlinear
acoustical theory to qualitatively discuss the shape of our
measured waveforms. It is, however, recognized that~1! the
uniform piston is too simple a model of the aperture of an
ellipsoidal reflector, since the aperture is shaded,22 and~2! a
more rigorous accounting of nonlinear effects31 would in-
clude the phase difference between nonlinearly generated
higher harmonics and the fundamental. The qualitative de-
scription is only reasonable speculation. Future calculations
and pressure measurements in the aperture are needed to de-
termine whether the nonlinear and shading effects are strong
enough to validate our explanation.

Description of the rigid-reflector waveform as a deriva-
tive is straightforward because the shape of the reflected
wave changes very little. Let the positive, dashed idealized
waveform in Fig. 8~a! represent the spark-generated pulse
shortly after reflection from the rigid, ellipsoidal surface. The
reflected pulse has the same shape as the initial spark-
generated pulse. When the reflected pulse reaches the aper-
ture, let the aperture be modeled as a piston, which radiates
the positive pulse. The change in duration and amplitude
from the dashed waveform to the solid waveform results
from finite-amplitude distortion and attenuation. The deriva-
tive @dotted line in Fig. 8~a!# of the solid, positive pulse
~really either positive pulse! is a short, strong positive spike
followed by a long, weak negative tail. A positive spike and

FIG. 7. Maps of peak pressure amplitudes. The top is the map along the axis
of the reflector, and the bottom is the map across the axis atF2. A value
greater than zero is the peak value of a spikeP1 , normalized to the highest
spike measured in the mapP̂1 . A value less than zero is the lowest pressure
obtained by a troughP2 , normalized to the lowest troughP̂2 . A solid line
connects data produced by the pressure-release reflector; a dashed line con-
nects data produced by the rigid reflector. The high standard deviation (N
510), particularly atF2 where it is 20%, is a result of spark jitter~the
pulse–pulse variation in the exact location and strength of the spark atF1!.
Jitter atF1 moves and degrades the focus aroundF2 ~Ref. 10!.

FIG. 8. Simplified models of the reflected pulses at the surface~dashed! and
in the aperture~solid! of ~a! a rigid reflector and~b! a pressure-release
reflector. Focusing and finite-amplitude effects distort the waves as they
propagate. At the focus, the waveforms are most similar to the time deriva-
tive ~dotted! of the solid pressure pulse and are no longer amplitude inverses
of each other. The artificially abrupt beginning and termination of each
idealized pulse are exaggerated in the derivative of the pulse.
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a negative tail are exactly what we have measured.
The same approach works with the wave reflected by the

pressure-release surface; however, consideration of nonlinear
distortion is necessary to explain why the positive spike of
the focal waveform is so strong. Initially, on reflection from
the pressure-release surface, the pulse resembles the dashed,
negative pulse shown in Fig. 8~b!; however, as the pulse
propagates to the aperture, nonlinear effects cause the peak
of the negative-pressure pulse to move to the back of the
waveform.24 Therefore, on our aperture/piston face, the
negative pulse@solid line in Fig. 8~b!# has a slow fall to the
lowest pressure and then an abrupt rise. The time derivative
@dotted line in Fig. 8~b!# of such a pressure waveform is a
long, weak trough and a short, strong spike, similar to what
we measured.

The foregoing discussion may also explain the measured
difference in lengths of the focal pulses produced by the
rigid and pressure-release reflectors. The negative pulse in
Fig. 8~b! does not lengthen until its minimum has fallen to
the tail of the waveform and formed a shock~a discontinuous
increase in pressure!.24 In contrast, the shocked, positive
pulse lengthens continually throughout its propagation. The
derivative of a short pulse is also a short pulse which would
explain the shorter duration measured at the focus of the
pressure-release reflector~Fig. 3!.

Few experimental measurements with pressure-release
reflectors exist to which we can compare our measurements.
Wursteret al.32 measured extremely high negative pressures
~259 MPa! with a fiber-optic hydrophone and a parabolic
pressure-release reflector. Mu¨ller5 made measurements with
an ellipsoidal pressure-release reflector, but his arrangement
was sufficiently different that little comparison can be made
to our results. With a spark atF2, a needle hydrophone at
F1, and shallow brass and polyurethane ellipsoidal reflectors,
Müller obtained nearly unipolar pulses less than 1ms in du-
ration. The rigid reflector produced a positive-pressure pulse
~50 MPa!; the pressure-release reflector produced a negative-
pressure pulse~29 MPa!. Müller’s scattering angle of the
edge wave, propagation distance of the finite-amplitude fo-
cused wave, and angle of incidence of the focused and edge
waves at the hydrophone were different from ours. The dif-
ferences conceivably contribute to the differences in the
waveforms measured. It should be noted that Mu¨ller’s mea-
surements with a rigid reflector and a spark atF1 are in good
agreement with our rigid-reflector waveforms and those of
Colemanet al.15

We have reported that the peak negative pressureP2

maximizes nearer to the reflector than peak positive pressure
P1 does and that the26-dB focal region of the pressure-
release reflector is smaller than that of the rigid reflector.
Both observations appear to be consistent with self-
refraction, which is the bending of rays caused by the con-
tribution of the sound field itself to the propagation speed.33

For example, a localized negative-pressure region on the
acoustic wavefront causes the rays to converge, i.e., focuses
the wavefront. Focusing occurs because the sound speed is
lower in the negative-pressure region. In similar fashion, a
localized positive region on the wavefront pushes rays away,
and the front diverges or defocuses.

In lithotripsy the focused waves are inherently strongest
on the axis. Therefore, rays bend either toward the axis or
away from the axis, and the focus either tightens or broad-
ens. The strong negative-pressure trough at the front of the
waveform produced by the pressure-release reflector creates,
by self-refraction, a focus in front ofF2. Because the posi-
tive spike must overcome defocusing by self-refraction, its
focus is delayed beyondF2.

For our purposes, the principal result is that at the focus,
the rigid-reflector waveform has a positive-pressure spike
followed by a negative-pressure trough, whereas the
pressure-release reflector waveform reverses that sequence.
The wave shapes are different, yet the amplitudes and dura-
tions are comparable. The maximum positive pressureP̂1

for the rigid reflector is 42 MPa, and the largest negative
pressureP̂2 is 212 MPa. The corresponding values for the
pressure-release reflector areP̂1543 MPa and P̂2

5214 MPa.
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The phase velocity of surface waves above honeycomb structures has been evaluated with the
near-field holography method developed by Tamura@J. Acoust. Soc. Am.88, 2259 ~1990!#. A
simple empirical expression is suggested to predict this velocity, by analogy with the case of
comblike structures and layers with square cross-sectional shaped holes. ©1998 Acoustical
Society of America.@S0001-4966~98!02410-2#
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INTRODUCTION

Experimental evidence of acoustic surface waves above
a comblike structure have been obtained by Ivanov-Shits
and Rozhin,1 in 1959. A simple modeling for these waves
can be obtained as follows. A plane wave impinging on a
comblike structure with an angle of incidenceu is repre-
sented in Fig. 1. The plane of incidence isxOz. The spatial
period is S, the distance between the plates isa, and the
thickness of the structure isd. The time dependence
exp(2jvt) and the orientation of the axes are the same as in
the book by Brekhovskikh and Godin.2 Let k and Z be the
wave number in free air and the characteristic impedance,
respectively. Thez and x components of the wave number
vector of the reflected wave are

kz5k cosu, ~1!

kx5k sin u. ~2!

The comblike structure can be considered as an aniso-
tropic porous material having a porosityF5a/S, and air
inside the structure can be replaced by an equivalent fluid
where the wave number isk1 , and the characteristic imped-
anceZ1 . A surface wave over the structure is related to a
pole of the reflection coefficient. The surface impedance of
the structure atz50, if only the piston mode which propa-
gates parallel to thez axis inside the structure is taken into
account, is given by

Zs52 j
Z1

F
cot k1d. ~3!

The reflection coefficientR is given by

R5
Zs1Z/cosu

Zs2Z/cosu
, ~4!

and has a pole atu5up given by

cosup5 j
ZF tan k1d

Z1
. ~5!

The x wave number vector component is given by

k sin up5kAS 11
Z2F2

Z1
2 tan2 k1dD . ~6!

If the distancea is much larger than the viscous skin depth,
the equivalent fluid is not noticeably different from free air,
andk5k1 , Z5Z1 . Then Eqs.~5!–~6! can be rewritten

cosup5 j F tan kd, ~7!

sin up5~11F2 tan2 kd!1/2. ~8!

The reflected wave propagates in thex direction with a ve-
locity ce given by

ce5c/~11F2 tan2 kd!1/25c/sin up , ~9!

wherec is the velocity in free air. Velocity in thex direction
is smaller than the velocity in free air and sinup is larger
than one. This simple model has been presented by Tolstoy3

for F51. If tankd.0, this wave is evanescent in thez di-
rection with a damping coefficientFk tankd and is a true
surface wave.3 The two parameters that characterize the
structure areF and d, and with this model the rectangular
grooves can be replaced by square or circular cross-sectional
shaped holes, or by honeycombs, with the sameF and d.
Several experiments have been performed to measurece and
the damping coefficient over comblike structures.1,4–6 Equa-
tions ~7! and ~9! overestimate the damping and underesti-
matece . More elaborate models have been worked out for
comblike structures,6 and layers with square holes7 having a
spatial periodicityS along two perpendicular axes. These
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models take into account the higher diffraction modes above
the structures and the higher modes inside the grooves or the
holes. They are inspired by previous studies concerning dif-
fraction of electromagnetic waves.8–11 ~The transposition to
acoustics of previous works concerning electromagnetic sur-
face waves and diffraction of light can be used for other
shapes of grooves12 and porous layers.13! With a simple cor-
rection ond, Eqs.~7!–~9! provide predictions similar to the
ones obtained with these models. More precisely,d must be
replaced byd2(a/p)log 2, a being the thickness of the
grooves~respectively, the side of the square holes!, and Eqs.
~7! and ~9! must be replaced by

cosup5 j f tan k„d2~a/p!log 2…, ~10!

sin up5~11f2 tan2 k„d2~a/p!log 2…!1/2. ~11!

For rectangular grooves with infinitely thin blades (F51),
the correction can be obtained directly by an analytical
calculation.6,8,9 When F is noticeably smaller than 1, com-
parisons between predictions obtained with a modal
model6,10 and by Eq.~11! have been performed in Ref. 6. It
can be verified that the agreement is also good for the case of
square holes in Ref. 7,F being now equal to (a/S)2. In the
models presented in Refs. 6 and 7, and in Eq.~11!, the ef-
fects of the viscous forces and the thermal exchanges be-
tween air inside the grooves or the holes and the structure are
neglected and losses are not taken into account. These effects
are negligible for the evaluation ofce whena is much larger

than the viscous skin depth. In the present work, new experi-
ments performed with the near-field holography method14

over honeycomb structures are presented. The honeycomb
structure has a double periodicity along two axes with an
angle between these axes equal top/4. The diffraction field
for doubly periodic structures has been described by McPhe-
dranet al.11 The modal models used for comblike structures
or square holes cannot be transposed easily, due to the com-
plexity of the modes for the honeycomb geometry. Predic-
tions obtained with a simple phenomenological correction on
d as in Eqs.~10!–~11! will be compared with measurements.

I. CHARACTERIZATION OF THE SURFACE WAVES
OVER HONEYCOMB STRUCTURES BY THE
NEAR-FIELD ACOUSTICAL HOLOGRAPHY METHOD

The near-field acoustical holography method14 ~NAH!
was used in a previous study to localize in the complex sinu
plane a pole of the reflection coefficient of a porous layer.15

The method can be used to measure the reflection coefficient
on the Re(sinu) axis at normal and oblique incidence (0
<sinu<1) and for evanescent waves (sinu.1). The source
is a loudspeaker and can be considered as a dipole. When a
pole in the complex sinu plane, located at sinup , is suffi-
ciently close to the real axis, the reflection coefficient can
reach large values on the real axis in the neighborhood of
sinup . Let uM be the angle of incidence related to the maxi-
mum of uRu on the Re(sinu) axis in the neighborhood of
sinup , sinup , and sinuM can be very close to each other if
Im(sinup)!1. Due to the damping inside porous layers, the
pole is close to the real axis only for layers having a small
thickness. In comblike and honeycomb structures, the damp-
ing is much smaller than in porous layers, and the NAH
method is well suited to the measurement of the real part of

FIG. 1. Incident and reflected acoustic plane wave over a comblike struc-
ture.

FIG. 2. Honeycomb structure.

FIG. 3. Modulus of the reflection coefficient of the second structure~see
Table I!. Prediction with the modified thickness ----------. Measurement
———.

TABLE I. Two honeycomb structures.

Distancel
~cm! PorosityF

Thicknessd
~cm!

First structure 5.3 cm 0.88 3.3
Second structure 0.26 cm 0.9 5
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sinup for the evanescent waves which will be taken equal to
sinuM in what follows. Moreover, due to the small damping
inside the structures, the imaginary part ofk sinup can be
neglected and the damping coefficient of the surface wave
can be evaluated from the measured sinuM with a good ap-
proximation by

Im~k cosup!5~k2 sin2 uM2k2!1/2. ~12!

II. MEASUREMENT WITH THE NAH METHOD FOR
TWO HONEYCOMB STRUCTURES AND VALIDATION
OF A SIMPLE PHENOMENOLOGICAL MODEL

Two honeycomb structures are studied. Distancel be-
tween two parallel sides of the honeycomb aperture~see Fig.
2!, porosityF and thicknessd for both structures are indi-
cated in Table I. Preliminary experiments have been per-
formed to verify the isotropy in thexy plane of the acoustic
properties of the structures. In Fig. 3, an example of local-
ization of a pole by the NAH method is given. The modulus
of the reflection coefficientuRu is represented as a function of
sinu at 600 Hz for the second structure. If losses are ne-
glected, uRu presents a singularity on the Re(sinu) axis.
Losses are taken into account very approximately by using
Eqs.~3!–~4! to predictuRu, Z1 andk1 being the characteristic

impedance and the wave number for the equivalent damped
fluid in a circular cross-sectional-shaped cylinder16 of diam-
eterl. By analogy with the case of square grooves and square
holes,d is replaced byd2( l/p)log 2. This correction will be
used for both structures. The peak is sharp, and the calcu-
lated and measured maxima are different. Several measure-
ments are represented in Fig. 3 to show the dispersion. The
measurement of the maximum amplitude is not reliable, but
the location of the maximum on the Re(sinu) axis is mea-
sured with a weak dispersion. Moreover, it may be noticed
that the maximum calculated withZ1 andk1 on the Re(sinu)
axis is very close to the singularity obtained by replacingZ1

andk1 by Z andk, which is located at sinup , given by Eq.
~11! wherea is replaced byl.

In Figs. 4, 5, and 6, the measured values of Re(sinup)
are represented as functions of frequency for structure 1 and
structure 2, and compared with sinup obtained from Eq.
~11!, a being replaced byl. In Fig. 4 the measured Re(sinup)
for the first structure is compared with predictions obtained
without corrections, and whend is replaced by d
2( l ln 2)/p. It appears that without correction the agree-
ment between measurement and prediction is very bad. In
Figs. 5 and 6, Re(sinup) is represented for the first mode
(0,kd,p/2) and the second mode (p,kd,3p/2), re-
spectively. The second mode had never been set in evidence
hitherto. The agreement between measurement and predic-
tion obtained with the thicknessd replaced by d
2( l/p)log 2 is good for both structures when Re(sinup) is
smaller than 1.2. The effect of the correction (l/p)log 2 is
very important for the first structure, and almost negligible
for the second one,l being much larger in the first case.

III. CONCLUSION

From previous works concerning electromagnetic
waves, it appears that surface waves above comblike struc-
tures can be characterized with a simple classical model but
the thickness of the structure must be modified to take into
account diffraction and higher modes inside the grooves, the
correction being proportional to the spacing between the
plates of the structures. For the case of honeycomb struc-
tures, precise measurements obtained with the near-field

FIG. 4. Re(sinup) for the first structure~see Table I! as a function of fre-
quency. Prediction without correction of the thickness --------. Prediction
with corrected thickness ———. Measurement�.

FIG. 5. Re(sinup) for the second structure~see Table I! and the first mode.
Prediction~corrected thickness! ———. Measurement�.

FIG. 6. Re(sinup) for the second structure~see Table I! and the second
mode. Prediction~corrected thickness! ———. Measurement�.
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acoustical holography method indicate that with a similar
correction to the thickness, good agreement between predic-
tion and measurement can be obtained.
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Electromagnetic exposure safety of the Carstens
Articulograph AG100
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Extremely strong magnetic fields at the frequencies used in an electromagnetic articulometer~EMA!
system may pose a risk to the health of a subject. To avoid such risks, the field strengths produced
by any EMA system should be measured, and compared to published permissible exposure
standards. This Letter reports measurements of the 2–50 kHz magnetic field strength of the Carstens
Articulograph AG100. The measured field strength~35 mT at a distance of 7.5 cm! is permissible
under local standards in Austria, Germany, the UK, and the USA~except Massachusetts!, but may
be impermissible under the 1995 European Community Prestandard, and in Canada. ©1998
Acoustical Society of America.@S0001-4966~98!04110-1#

PACS numbers: 43.70.Jt@AL #

I. MOTIVATION

Electromagnetic midsagittal articulography~EMA! is a
technique for obtaining real-time data about the motion of
points on the surface of the tongue and other articulators
using relatively low-cost, lightweight, and noninvasive
equipment~Schönle et al., 1987; Perkellet al., 1992!. The
EMA relies on alternating magnetic fields to measure the
distance between fixed transmitter coils and movable re-
ceiver coils fixed to the surfaces of the articulators. The
Carstens Articulograph AG100 is, at the time of this writing,
the only commercially available EMA system capable of
correcting for small misalignments of the receiver coils using
a redundant third transmitter~Hoole and Nguyen, 1996!.

Alternating magnetic fields generate electric current in
any conducting medium, including human bones and blood.
Fields of moderate strength at the frequencies used in the
Articulograph ~10–20 kHz! have not been conclusively
linked to any health risk, but caution dictates that unneces-
sary exposure should be minimized. In particular, the Ameri-
can National Standards Institute~ANSI! has endorsed a stan-
dard which limits exposure to magnetic fields at frequencies
above 3 kHz~IEEE, 1992!. The purpose of this article is to
very briefly review the relevant safety considerations, and to
describe measurements which show that the Articulograph
AG100 meets the ANSI-approved maximum permissible ex-
posure standard.

II. HEALTH RISKS ASSOCIATED WITH ALTERNATING
MAGNETIC FIELDS

The current induced in biological tissue by an alternat-
ing magnetic field can usually only be computed using nu-
merical simulations, but in certain extremely simple cases,
the current distribution can be expressed analytically. For
example, if the medium is assumed to be infinite and homo-
geneous, the current density in a circular path of radiusr
perpendicular to a sinusoidally varying magnetic field of fre-
quencyf is

J5sprB f , ~1!

whereJ is the current density~in A/m2!, s is the conductivity
of the medium@in Vm21#, andB is the magnetic flux density
~in Tesla!.

At 10–100 kHz, blood has been reported to have a con-
ductivity of 0.55–0.68~Vm!21, while bone and brain tissue
have conductivities of approximately 0.0133–0.0144 and
0.12–0.17~Vm!21, respectively~Foster, 1995!. Thus, in an
infinite conductor with the properties of brain tissue, a field
of 100 mT ~microtesla! at 20 kHz will induce a current den-
sity, in a circle of radius 10 cm, of approximately 10
mA/cm2. In a real human body, nonlinear tissue properties
and boundary effects are likely to raise or lower this number
by an order of magnitude or more. Standards for maximum
permissible exposure are therefore typically based on com-
putational and physical studies using realistic heterogeneous
models of the human body.

Current induced by alternating magnetic fields has two
readily quantifiable health effects: induced current can heat
tissue, causing thermal damage, and it can stimulate electri-
cally excitable cells, interfering with cellular communica-
tion. At frequencies below approximately 100 kHz, the cur-
rent necessary to significantly heat biological tissue is greater
than the current necessary to stimulate electrically excitable
cells. At extremely low frequencies~ELF: 0–300 Hz!, excit-
able cells can be stimulated by current densities of 10–100
mA/cm2 ~IRPA, 1990!. At very low frequencies~VLF: 3–30
kHz!, the threshold for stimulation of excitable cells is a
function of frequency. In the VLF range, the lowest reported
thresholds for cell stimulation are greater than
(35f )mA/cm2, where f is expressed in kilohertz~IEEE,
1992!.

At amplitudes which are too low to stimulate excitable
cells, ELF electric and magnetic fields have been conclu-
sively linked to a small number of health effects, and other
health effects have been suggested but not proven. Accord-
ing to the review by Stuchly~1995!, exposure of healthy
male volunteers to 20mT magnetic fields at 60 Hz has been
linked to a statistically significant slowing of the heart rate,
and to changes in a small fraction of the tested behavioral
indicators. There is evidence that nocturnal exposure to 60
Hz magnetic fields affects melatonin production. Case stud-a!Electronic mail: mhj@icsl.ucla.edu
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ies have suggested that exposure to ELF electromagnetic
fields may promote the growth of cancer, but laboratory tests
involving rodents have been almost entirely negative.

The only source of VLF magnetic fields which most
people encounter in their daily lives is the horizontal deflec-
tion circuitry of a video display terminal~VDT! or television
set, which produces both VLF~15–80 kHz! and ELF~30–
100 Hz! fields. Haes and Fitzgerald~1995! measured the
magnetic field strength at a distance of 50 cm in front of 141
VDTs by 38 manufacturers, and found VLF flux densities
between approximately 0.002 and 0.1mT.

Kavet and Tell~1991! describe 14 epidemiological stud-
ies and four laboratory studies with rodents seeking to estab-
lish a link between VLF magnetic fields and either sponta-
neous abortion or birth defects. The larger laboratory studies
found no link between VLF fields and reproductive outcome,
although one of the smaller studies reported a link~which
Kavet and Tell question!. Of the 14 epidemiological studies,
two found a link between VDT use and first trimester spon-
taneous abortion. A recent epidemiological study not cited
by Kavet and Tell~Lindbohmet al., 1992! correlated preg-
nancy outcome with ELF and VLF field strengths and expo-
sure time, and found that frequent exposure to strong ELF
fields increases risk, but that exposure to VLF fields does
not.

III. EXPOSURE STANDARDS

Table I lists a selection of magnetic field exposure stan-
dards which apply between 10 and 20 kHz, and which do not
apply exclusively to VDT emissions. Standards originally
quoted in units of amps/meter were converted to microtesla
using a conversion factor ofm054p31027 T/~A/m!. The
ANSI/IEEE, ACGIH, Canadian, Massachusetts, and USAF
standards were reviewed in the preparation of this article.
Other standards in Table I are as cited in Polk and Postow
~1996! or Kavet and Tell~1991!.

Many exposure standards are based on the industrial
standard practice set by either the 1982 or 1991 ANSI/IEEE
standards. The ANSI/IEEE standard is designed to keep the
induced current in biological tissue at least a factor of 10
below the lowest reported stimulation thresholds for elec-
tronically excitable cells. The 1982 standard~ANSI C95.1-
1982! sets a threshold limit value~TLV ! of approximately 2
mT in the VLF frequency range, based on relatively simple
models of induced current. Research since 1982 using more
realistic heterogeneous human models indicates that there is

no danger of cell stimulation at levels below approximately
2000mT, so, after taking into account a margin of safety, the
IEEE published the new standard, C95.1-1991, cited in Table
I. C95.1-1991 recommends that the average exposure, aver-
aged over any 6-min period and over a cross section of the
human body, should not exceed 205mT. Less stringent stan-
dards apply to partial-body exposures, but the less stringent
standards specifically do not apply to the eyes.

In designing the standard, the committee considered
peer-reviewed articles investigating the relationships be-
tween electromagnetic fields and 14 different categories of
health effect, without regard for the mechanism causing each
effect. The mechanisms of tissue heating and cell stimulation
were chosen as the basis for standard exposure thresholds
because they are quantifiable, and because ‘‘no reliable sci-
entific data exist indicating that nonthermal~other than@elec-
tric# shock! or modulation-specific sequelae of exposure may
be meaningfully related to human health.’’

Most standards applicable in the United States have
been modified since 1991 based on the research cited in
C95.1-1991. The ACGIH standard TLV was raised from 2 to
200mT in 1995, and the US Air Force standard was raised in
1997. The existing Commonwealth of Massachusetts law is
justified based on citations of the old ANSI and ACGIH
standards, so the law will probably be changed to reflect the
new standards after a reasonable period of review.

IV. ARTICULOGRAPH FIELD STRENGTH

Alternating magnetic fields generated by the Articulo-
graph AG100 in the VLF range were measured at several
distances from each of the transmitter coils. The generated
fields were 140–160mT on the surface of each transmitter
coil, and 33–38mT at a typical subject distance of 7.5 cm.
This level is permissible under most published exposure
standards.

Magnetic field strength was measured using a Narda
model 8532 Precision ELF/VLF Gaussmeter.1 This meter
uses an induction coil to measure rms magnetic field strength
along a single axis, with an accuracy better than65% ~typi-
cally 1%! over the specified frequency range. The frequency
range switch was set to the VLF range~2–50 kHz!, in order
to filter out contributions from ELF fields. All measurements
reported in this article have been converted from milligauss
to microtesla using the conversion 10 mG51 mT.

The transmitter coils in the Articulograph were turned
on more than 2 h before testing, in order to let them reach a
steady operating temperature, as recommended in the manual
~Carstens, 1993!. All three transmitters were set to operate at
maximum power~E value5255!.

The strength of the field perpendicular to the midsagittal
plane was measured at 1-cm increments along a line connect-
ing each coil to the center of the Articulograph, as shown in
Fig. 1. The results are shown in Table II. The minimum
distance in Table II, 3.5 cm, is the sum of the 2.5-cm radius
of the transmitter coil and the 1-cm radius of the probe coil.

Fields generated by the blue transmitter coil were also
measured in two directions parallel to the midsagittal plane.
These fields were much weaker than the fields perpendicular
to the midsagittal plane, and also much more variable: over

TABLE I. Magnetic field exposure standards at 20 kHz, expressed in mi-
crotesla.

Institution Occupational General public

ACGIH ~1996 TLVs and BEIs! 200
ANSI/IEEE ~C95.1-1991! 205 205
Austria 440
Canada~H46-2/90-160E, 1993! 6.16 2.75
European Prestandard~ENV 50166-1, 1995! 52.8 21.1
FRG ~VDT 0848 Teil 2, 1986! 314 314
Massachusetts~105 CMR 122.000, 1997! 1.99
United Kingdom NRPB~1993! 80
USAF ~AFOSH 48-9, 1997! 205 205
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the course of several seconds, the strength of a parallel mag-
netic field sometimes varied by as much as a factor of 2.
Representative values at several distances are given in Table
III. In this table, ‘‘vertical fields’’ were measured parallel to,
and ‘‘horizontal fields’’ perpendicular to, a straight line in
the midsagittal plane passing through the blue and green
transmitters.

The rms field strengthB perpendicular to the midsagittal
plane at each measurement position was approximated using
a functionB̂(dr ,dg ,db) of the distancesdr , dg , anddb to
the red, green, and blue transmitter coils, respectively:

B̂~dr ,dg ,db!5AS a r

dr
bD 2

1S ag

dg
b D 2

1S ab

db
b D 2

. ~2!

The model parametersb, ab , ag , and a r were optimized
using a gradient search in order to minimize the mean-
squared log error,„log(B̂)2log(B)…2. The minimum-error ex-
ponent was b52.1. The scaling constants wereab

52240mT cm2, ag52180mT cm2, anda r52150mT cm2.

Figure 2 shows the measured field strengths and best-fit
model field strengths as a function of the distance to the
nearest transmitter coil. The discrepancy between measured
and modeled field strengths atd53.5 cm may be caused by
capacitive loading between the transmitter and probe coils,
whose surfaces touched at this distance. If thed53.5-cm
measurements are excluded from analysis, the model param-
eters become b52.2, ab52810mT cm2, ag52800
mT cm2, anda r52630mT cm2.

As noted in Eq.~1!, transmitted field strength is propor-
tional to signal frequency. The exact frequencies of transmis-
sion of the three coils were not measured in this study. Ac-
cording to one of the reviewers of this paper, however, the
Articulograph circuits are designed so that the red coil,
which is closest to the subject in normal use, always operates
at the lowest frequency and therefore at the lowest magnetic
field strength.

V. DISCUSSION

Measurements of the magnetic field strength generated
by a Carstens Articulograph AG100 show that the field
strength is approximately 100mT measured near the surface
of the coils (d54.5 cm), and decreases as 1/d2.2 at greater
distances from each coil. This field is below the 205-mT
maximum permissible exposure defined in ANSI/IEEE stan-
dard C95.1-1991. In normal use, the surface of a subject’s
head is typically at least 5 cm from the surface of any of the
transmitter coils, or 7.5 cm from the axis of any transmitter.
At this distance, the subject is exposed to a field of less than
or equal to approximately 35mT over the entire volume of
the head; in particular, the eyes of the subject are exposed to

TABLE II. Magnetic field strengths perpendicular to the midsagittal plane.
Distances shown are the distances between transmitter axis and probe axis;
a distance of 3.5 cm is obtained by resting the probe on the surface of the
transmitter. The three transmitter axes form an equilateral triangle with sides
of length 32 cm~Carstens, 1993!.

Distance~cm! Blue coil ~mT! Green coil~mT! Red coil ~mT!

3.5 150.0 132.8 131.1
4.5 100.0 93.4 100.0
5.5 66.5 65.3 70.0
6.5 48.0 48.0 45.0
7.5 38.2 33.6 35.3
8.5 26.5 25.3 22.0
9.5 20.0 18.4 18.4

10.5 15.7 16.3 13.7

TABLE III. Magnetic field strengths generated by the blue transmitter coil
along axes within the midsagittal plane.

Distance~cm! Vertical fields~mT! Horizontal fields~mT!

3.5 10 15
4.5 3.4 4.5
6.5 1.9 1.8

10.5 0.4 0.4

FIG. 1. Schematic of the Articulograph in the midsagittal plane; transmitter
coils are shown as solid circles of radius 2.5 cm. Magnetic field strength was
measured at the points marked ‘‘3.’’ These points are 1-cm increments
along a line connecting each transmitter coil to the center of the Articulo-
graph.

FIG. 2. Measured field strengths~solid line! and modeled field strengths
~dotted! as a function of distance from each of the transmitter coils.
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a field of approximately 35mT. Under this assumption, it is
possible to integrate the square of Eq.~2! to show that the
rms average exposure of the head in the midsagittal plane is
approximately 30mT.

Epidemiological and laboratory studies suggest that the
VLF magnetic fields produced by a video display terminal do
not increase the risk of spontaneous abortion. It should be
noted, however, that there are important differences between
exposure to the VLF fields of a VDT and exposure to the
fields generated by the Articulograph, which make compari-
son difficult.

First, the fields to which a subject is exposed in an Ar-
ticulograph are several orders of magnitude higher than the
VLF fields of a VDT. This is in part because the Articulo-
graph transmitters produce stronger fields than any VDT, and
in part because subjects are closer to the Articulograph trans-
mitters than they would be to a VDT. If the head of a subject
is approximately 7.5 cm from the axis of the nearest trans-
mitter coil, the subject is exposed to fields of up to approxi-
mately 35mT. For comparison, subjects would receive simi-
lar exposure by sitting 50 cm from a coil with the strength of
350 worst-case VDTs~VDTs taken from the top of the range
measured by Haes and Fitzgerald!, or 2600 typical VDTs
~VDTs taken from the logarithmic midpoint of the Haes and
Fitzgerald range!.

Second, exposure to the fields of an Articulograph is
acute~usually lasting less than a few hours!, while exposure
to a VDT is chronic~often continuing 8 h a day formany
years!. Although neither acute nor chronic exposure to VLF
fields has been linked to any health risk, the study of Lind-
bohmet al. ~1992! suggests that exposure to ELF fields car-
ries a risk which increases with the duration of exposure.

The Canadian Ministry of National Health and Welfare
and the Massachusetts Department of Labor and Industries
do not permit exposure to fields as strong as those produced
by the Articulograph, but the magnetic field strength limits
under both Canadian and Massachusetts law do not apply to
devices which can be shown to cause a specific absorption
rate ~SAR! of less than 0.4 W/kg~0.2 W/kg for the general
public, under the Canadian regulation!. ANSI C95.1-1991
implies, but does not explicitly state, that the SAR caused by
a 200mT source at frequencies below 100 kHz can be shown
to be less than 0.4 W/kg using modern heterogeneous models
of the human body. Researchers in Canada and Massachu-
setts interested in purchasing an Articulograph may therefore
wish to investigate the possibility of justifying the Articulo-
graph based on calculated SAR.

Finally, the European Commission Prestandard~ENV
50166-1! seems to allow use of the Articulograph at full
power only if exposure is judged to be ‘‘occupational:’’ un-
der most standards, this term refers to exposure accepted
willingly by a worker trained to understand and minimize the
potential health risks. If researchers in Europe do not wish to
categorize their experimental subjects as trained workers,
they can probably satisfy the requirements of ENV 50166-1
by operating the Articulograph at half power.

If researchers in any country or province find that local

standards do not permit use of the Articulograph, they may
wish to consider purchasing the other commercially available
EMA system, the Botronic Movetrack. According to Hoole
and Nguyen~1996!, both the Botronic Movetrack and the
MIT EMMA system ~not commercially available! expose
subjects to fields of less than 1mT, which is permissible
under all of the exposure standards listed in Table I. Hoole
and Nguyen note that the accuracy of the Movetrack is lim-
ited by its two-transmitter construction, which makes it con-
siderably more susceptible than the Articulograph to tracking
errors caused by misalignment of the receivers.

1An initial measurement with a broadband meter calibrated for 60-Hz fields
~the Magnetic Sciences International MSI-25! resulted in measurements
which were an order of magnitude too large. Examination of the meter
specifications revealed that the sensitivity of the MSI-25 increases with
frequency in an unspecified way, and is therefore unsuitable for VLF field
measurements.
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PACS numbers: 43.66.Sp, 43.66.Ts, 43.71.Kg, 43.10.Vn@JWH#

There is an error in Table V of this paper. The text describing the table reads ‘‘Analyses of variance for CRmax:
Consonant recognition...,’’ whereas it should read ‘‘Analyses of variance for CRmax-Consonant recognition... .’’
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